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Error bounds for variational quantum time evolution
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Variational quantum time evolution allows us to simulate the time dynamics of quantum systems with
near-term compatible quantum circuits. Due to the variational nature of this method the accuracy of the
simulation is a priori unknown. We derive a posteriori global phase agnostic error bounds for the state
simulation accuracy with variational quantum time evolution that improve the tightness of fidelity esti-
mates over existing a posteriori error bounds. These analysis tools are practically crucial for assessing
the quality of the simulation and making informed choices about simulation hyperparameters. The effi-
cient, a posteriori evaluation of the bounds can be tightly integrated with the variational time simulation
and, hence, results in a minor resource overhead, which is governed by the system’s energy variance. The
performance of the error bounds is demonstrated on numerical examples.

DOI: 10.1103/PhysRevApplied.20.044059

I. INTRODUCTION

Quantum time evolution (QTE) generally describes the
process of evolving a quantum state over time with respect
to a Hamiltonian H. In quantum real-time evolution
(QRTE), which is BQP-complete [1], a state is evolved
according to unitary quantum dynamics of the form e~"#%/"
for t € R, e.g., simulating many-body dynamics [2—4]. If
the time parameter ¢ is replaced by an imaginary time
7 = —it the system dynamics change to a nonunitary quan-
tum imaginary time evolution (QITE) e~**/" which is
believed to be QMA-hard [5]. Hence, even a quantum
computer is not expected to enable an efficient and exact
execution of a generic form of these dynamics but might
only perform well for certain instances. Finding these
instances, or approximations thereof, is of great interest as
QITE has many practically relevant applications. Suppose
that the initial state has a nonzero overlap with the ground
state of H, then all components that do not correspond
to the ground state are damped exponentially in time dur-
ing imaginary time evolution. This form of time evolution
is, thus, a particularly useful tool to find the ground state
of H [6]. Furthermore, imaginary time evolution can be
used to solve partial differential equations [7,8], to prepare
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quantum Gibbs states [9—13], or to solve combinatorial
optimization problems [14].

In order to implement QTE on an actual quantum com-
puter, the time evolution must be translated into a hardware
native process. Thus, quantum simulation on a gate-based
quantum computer requires a translation into quantum
gates, which may, e.g., be approximated with Trotteriza-
tion [11,15]. While this approach has many advantages,
the resulting quantum circuits can easily become too deep
for reliable execution on near-term devices. Variational
quantum time evolution (VarQTE) [6,10,16,17] offers an
interesting alternative that can simulate quantum time
dynamics with (shallow) parameterized quantum circuits.
Next to its compatibility with shallow, variational quan-
tum circuits, the method’s ability to offload parts of the
algorithmic calculations to classical computers makes it a
promising candidate for solving interesting QTE problems
with near-term devices. However, VarQTE does rely on
a variational approximation and, hence, generally comes
with an approximation error. The efficient quantification of
this error is crucial to allow for interpretation of the results,
and to possibly adapt the simulation setting, respectively,
the chosen methodological hyperparameters.

Error bounds for algorithmic and implementation
induced errors of variational quantum real-time evolu-
tion (VarQTE) given by the time-dependent variational
principle [18] with respect to the trace distance Dy, are
introduced in Ref. [16]. The respective bound depends
on the operator norm of H?, which usually scales unfa-
vorably. This issue is resolved in a consecutive work
presented in Ref. [17] where efficient error bounds for the
variational simulations of general processes—including

Published by the American Physical Society
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FIG. 1. This figure illustrates the inequality relations between
the distance metrics and algorithmic error bounds that have been
considered in related work, respectively, are being considered in
this work.

VarQRTE and variational quantum imaginary time evolu-
tion (VarQITE)—are derived for the trace distance. Fur-
thermore, Ref. [19] introduces an error bound €FP for the
£>-norm between target state and state prepared with Var-
QRTE based on McLachlan’s variational principle [20]
that suffers from global phase dependence. Interestingly,
the algorithmic error bound for VarQRTE presented in
Ref. [17] is equivalent to the bound from Ref. [19], i.e.,
€D,

In this work, we introduce a posteriori error bounds
€ for VarQRTE and VarQITE based on the Bures dis-
tance B, which is agnostic to physically irrelevant global
phase mismatches—a feature that is aligned with the the-
ory of state-of-the-art implementations [6]. These error
bounds are an important progress towards practical quan-
tum simulation verification for VarQTE. More specifically,
the obtained error bounds enable us to efficiently quan-
tify the algorithmic approximation error with respect to
the optimal QTE solution. Most quantities are already
known from the variational principle itself. The addition-
ally required resources to evaluate the bounds are at most
quadratically more expensive in the number of Hamilto-
nian terms. A discussion on the resource overhead can be
found in Appendix A. Furthermore, the bounds are prac-
tically easy to implement through numerical integration
of an ordinary differential equation (ODE) that is defined
by residual quantities stemming from the underlying vari-
ational equations. Moreover, the alternative error bounds
€ define lower bounds on the phase-dependent €’ from
Refs. [17,19] and on the fidelity between prepared and tar-
get states due to a direct relation of the Bures metric to
the fidelity. It should also be noted that the Bures metric
upper bounds the trace distance. The Bures metric and £,-
norm as well as € and €*P are trivially equivalent if the time
evolution does not introduce a global phase change or the
variational ansatz manages to perfectly capture the global
phase change. The equivalence between trace distance and
Bures metric, on the other hand, holds only if the under-
lying states are equal up to global phase, i.e., if they are
zero. Otherwise, the inequality becomes strict. It directly
follows that we can also derive a bound on D, using € that
is strictly better than €"P. The inequality relations of the
various metrics and respective error bounds are illustrated
in Fig. 1 and discussed in more detail in Appendix B.

Our main contributions of this work are summarized
as follows: Firstly, this work presents improved
algorithmic error bounds € for VarQTE implementations
that are based on McLachlan’s variational principle that
lower bound existing bounds €"P [17,19]. We discuss prac-
tically relevant aspects considering the integration of the
ODE underlying VarQTE. Lastly, the practical behavior
of the error bounds is demonstrated on various numerical
examples. We investigate their performance and illustrate
the application to concrete settings.

The structure of this work is as follows. First, we explain
the concepts of (variational) quantum time evolution in
Sec. II. Then, Sec. III introduces the a posteriori error
bounds for VarQRTE and VarQITE. Furthermore, meth-
ods used for the numerical experiments are described in
Sec. IV A and the respective results are presented in Sec.
IV. Finally, conclusions and outlook are given in Sec. V.

II. VARIATIONAL QUANTUM TIME EVOLUTION

VarQTE maps the time evolution of a state |,") onto
a variational ansatz state |,”) whose time dependence is
projected onto the parameters ;. To simplify the notation,
the time parameter 7 is dropped from @ = (wy, ..., w;) €
R in the remainder of this work when referring to
the ansatz parameters. More specifically, we consider the
current state-of-the-art formulation for pure states based
on McLachlan’s variational principle [20] with a global
phase agnostic evolution [10]. This formulation directly
compensates for terms that arise if the global phase of
the state changes during the time evolution. While the
global phase is physically irrelevant, it can lead to erro-
neous propagation dynamics if not being attributed for
appropriately.

The state evolution described by the variational prin-
ciple corresponds to an initial value problem where the
underlying ordinary differential equation [21] is derived
from McLachlan’s variational principle [20]. We simulate
the time evolution by numerically solving the ODE for a
set of initial parameter values. It should be noted that the
respective formulation not only enables QTE simulations
for Hamiltonians given as a weighted sum of Pauli oper-
ators but also for Hamiltonians, which are incompatible
with Trotterization such as those given in first quantiza-
tion [22]. In the following, the real and imaginary time
evolution, as well as, the variational implementations are
introduced. Notably, we set without loss of generality
h=1.

A. Variational quantum real-time evolution

The time-dependent Schrodinger equation describes the
change of a state |y;*) under real-time evolution

i =HIy, (1)
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where we use the time-derivative notation

da
= —. 2
o7 )
The resulting time-dependent state reads
1) = e yg) . 3)

The variational approximation of |v;*) with [,”) is based
on the ODE defined by

k
) 9 (Y,
Foay =Im (¢ f
; v m< dw;

2} Ef”) Q)

where C; = WELH |ye), EP = (y|H |yy), and FP
denotes the (i,j) entry of the Fubini-Study metric [23,24]
given by

R L S RV 3
F,-,Q=Re( ;Zf' Vi ;‘”"|w:’><w,| 'w).

dw; w; dw;

Practically, solving Eq. (4) can be reformulated as a mini-
mization problem of the form

fres (@) = argmin | F%& — Im (C W’ | V) E > ,
GHeRKHI

(5)

with C = (Cy, ..., Cy). Alternatively, Eq. (4) could also be

solved via pseudoinversion or even exact inversion if F¢
is invertible.

We would like to point out that for pure states the
Fubini-Study metric is proportional to the quantum Fisher
information matrix. The derivation of the global phase
agnostic form of the VarQRTE ODE given in Eq. (4) is
presented in Appendix C and the efficient evaluation of the
respective terms is discussed in Appendix G. Due to the
variational approximation, the gradient |1/'/f) will typically
not be exact and, hence, || |¢,) || > 0 for

le) == 1Y) + iH ¥ (6)

denoting the gradient error or residual of a single Var-
QRTE step.

We may also consider our problem from a different
angle. Instead of considering Eq. (5), we may also look

for the argument @, which minimizes the residual, i.e.,

Sorr (@) = argmin | |e,) |I3, (7

weRk+1

where
e 15 = Var (H)yo + (W 19°) — b2 195°) (2197
= 2Im (Y| H ) — EY WP ly)) . (8)

for Var(H)ye = (V| H? |Y?) — (E®)? and
2Re((Ye|yr®)) = & (Y@|y®)/dt = 0. The minimization
of an error of this form—neglecting the phase factors—is
also employed in Ref. [25] to pick which coefficients
and Pauli terms to include in a product formula based
time-evolution state approximation.

Since the time dependence of |v/,”) is encoded in the real
parameters , Eq. (8) can be further rewritten as

Il les) I3 = Var(H)yo + Z ‘bi‘bjﬁjg
i:i

—ZZcb,-Im(l W"W,) ) ©)
using
m (Y| H W) — EP (i 19))
= Xi:cbilm (c,» ;‘/’f | e )E“’) (10)
and
(1) — (1) (W ) Zw,wj F2ooa

All terms required to compute || |e;) || can be evaluated
with the techniques presented in Appendix G.

We would like to point out that the solutions to Egs.
(5) and (7) are analytically equivalent but the numeri-
cal behavior may differ. More specifically, the simulation
results presented in Sec. IV present a more stable behavior
of the latter.

B. Variational quantum imaginary time evolution

Imaginary time evolution of a quantum state is math-
ematically described by the normalized, Wick-rotated
Schrodinger equation

) = (Ef 1 — H) ly)), (12)

where E} = (Y| H |y) corresponds to the system
energy. In the remainder of this work, the notation for
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Ef1 — H is simplified to E; — H. The state evolution
reads

e yg) _
Vsle yg)

Analogously to Sec. II A, we simulate the existence of an
explicit global phase e [6,10] and, thereby, avoid the
addition of a physically irrelevant phase gate.

Solving

lv) = (13)

k
Y FPiy = —Re(C), (14)
j=0

for @ leads to an ODE, which describes the evolution of
the ansatz parameters in terms of the parameter updates
that minimize

Jres (@) = argmin | F90 + Re (O)]) .

oeRk+1

15)

It should be noted that the solution to Eq. (14) could
alternatively be solved via pseudoinversion or even exact
inversion if F¢ is invertible. The derivation of the global
phase agnostic VarQITE ODE given in Eq. (14) is pre-
sented in Appendix D and details on the evaluation of the
individual terms are given in Appendix G.

As before, the state gradients are likely to be inexact due
to the variational approximation such that || |e;) || > O for
the gradient error

e =10 — (B2 —H)lye).  (16)

Equation (16) again motivates an alternative VarQITE
ODE formulation that aims at finding the parameter
updates  as

(7

. 2
Jerr (@) = argmin || |e;) I3,
weRk+1

for

e 115 = Var(H)ye + (U2 19°) — (1) (W )
+ 2Re((Y°| H [y)), (18)

using that

. a w w
e ((ye1iy) = LD

a7 (19)

Since the time dependence of |¢,”) is encoded in the
parameters @, we can rewrite Eq. (18)

e I3 = Var(H)yo + iy Fyy +2 ) xRe(Cy),

i

where we employ the fact that

Re((¥| H [¥)) = > @xRe(Cy), (20)

as well as Eq. (11). The efficient evaluation of |||e,)||%
employs the techniques presented in Appendix G.

III. ERROR BOUNDS

In this section, we prove global phase agnostic error
bounds for VarQTE. Let |¢/’) be the state prepared by
the variational algorithm at time ¢ and denote the ideal tar-
get state by |,"). To formalize a meaningful error bound,
we want to use a metric, which describes the distance
between two quantum states in a global phase agnostic
way. For clarification, we shall consider the example of
the distance between |¢) and — |v). The distance of these
states with respect to the £,-norm is 2 although the states
are physically equivalent. A popular distance measure that
is invariant to changes in the global phases is the fidelity
[26] given by | (¥@[y) |>. This is a desired property for a
meaningful quantum state distance measure. Although the
fidelity itself does not correspond to a metric, it may be
used to define the Bures metric [27], i.e.,

B(Iy), lyf)) =
VWEIWE) + (W) =21 (el |,

21)

where the states |;”) and |v,") are not necessarily normal-
ized. It should be noted that we use the simplified notation
B(Iy2), 197)) == B(Iv@) el 197 (¥71).
Our goal is, now, to prove a bound of the form
B (Wf,w) H h[/t*)) =< €15 (22)
for an error term ¢, that can be evaluated efficiently in
practice. Interestingly, the error bounds with respect to the
Bures metric are a direct consequence of the phase agnos-
tic ODE formulation of VarQTE presented in the previous
section. The aforementioned relation of the Bures metric
to the fidelity

2
. €

R IE 23)

implies that the relevant range of ¢, is €, € [0, \/5] for nor-

malized |y”) and |;). If the error bound estimate lies
outside of this interval, then the fidelity and error can be
clipped to 0 and /2, respectively.

A. Variational quantum real-time evolution

In Ref. [19] the authors derive an error bound for a Var-
QRTE formulation that does not include the global phase

044059-4
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compensating terms. Due to the global phase-dependent
nature of the VarQRTE ODE, the resulting error bound
presents an upper bound to the ¢,-error. We, now, align
the theory with the global phase-independent formulation
of VarQRTE and derive a corresponding error bound for
the Bures metric, which helps to avoid that a physically
irrelevant mismatch in the global phase influences the
bound. The proofis given in Appendix E and a comparison
between ¢,-norm and Bures metric error bound is given in
Appendix IV D.

Theorem I.—For T > 0 and ¢y = 0, let |1/7) be the exact
solution to Eq. (13) and [y{) correspond to the VarQRTE
approximation. Then

T
B(1D) . [¥9) < 5 = /0 ledlodr  (4)
for

e 13 = Var(H)yp + > dyay F
i

—2Zw,lm<C —

It should be noted that the error bound is compat-
ible with practical VarQRTE implementations, which
use, e.g., regularized least-squares methods or pseu-
doinversion methods to solve the system of linear
equations from Eq. (4). Doing the same deriva-
tion but dropping the terms in the VarQRTE ODE
that compensate for potential global phase changes,
ie, Re (3 (¥1/dw; [Y2) (W20 [¥) /) from fUQ and
3 (¥|/dw; |Y) E?, leads to error bounds for the £;-norm

D [19]—see Appendix C for further details on the phase
agnostic definition of VarQRTE.

(1/f, |

\29 E”’) (25)

B. Variational quantum imaginary-time evolution

This section introduces an upper bound to the Bures
metric between the target state |y) given by Eq. (12)
and |y) prepared with VarQITE. The proof is given in
Appendix F.

Theorem 2—For T >0 and €y =0, let [7) be the
exact solution to Eq. (13) and |¥¢) be the simulation
implemented using VarQITE. Then

T
B(1W3) . 1¥9) < er = / lleylhdr,  (26)
0
for

e 13 = Var(H)yp + > dyay F
i

+2) " @Re(C)). (27)

This error bound is also independent of a potential phys-
ically irrelevant global phase mismatch between prepared
and target state. Equivalently to VarQRTE, dropping the
term in the VarQITE ODE that compensates for poten-
tial global phase changes, i.e., Re (8 (U1 0w; 1) (W]
3 ¥®)/0w;) in .7-"UQ, leads to error bounds for the ;-
norm €’P—see Appendix D for further details on the
global phase agnostic definition of VarQITE. Furthermore,
the bound is compatible with implementations, which
use numerical techniques to solve the system of linear
equations (SLEs) given in Eq. (14).

IV. SIMULATION RESULTS

In this, we demonstrate the efficiency of the error bounds
derived in Sec. III, as well as the impact of methodologi-
cal choices such as the type of ODE solver and present an
example that illustrates the significance of phase agnostic
VarQTE error bounds. Unless otherwise stated, the exper-
iments prepare |y,”) with an ansatz as shown in Fig. 2,
adjusted to the number of qubits n given by the respective
Hamiltonian:

(i) An illustrative example is considered with
I_Iillustrative =ZRQX+XQ®Z+3ZQZ. (28)

Hereby, the evolution time is 7 = 1 and the initial parame-
ters are chosen such that all parameters are set to 0 except
for the parameters of the last layer of RY rotations which
are chosen to be /2. This gives |y) = |++).

(i1)) The well-studied Ising model with a transverse
magnetic field on an open chain is investigated, see, e.g.,
Ref. [29], i.e.,

HISlng =-J ZZ ®Z +gZX , (29)

i J

where J = —1/2 and g = —1/2. While the following
section includes examples with three qubits, additional
results with ten qubits are presented in Appendix H. The
evolution time is again set to 7 = 1 and the initial param-
eters are all 0 except for the parameters of the last layer
of RZ gates, which are chosen at random in (0, 77 /2] such
that |v) = e~ |000) with y € R. Notably, we avoid the
initial state |y() = |000) to circumvent getting stuck in a
local minima.

(iii)) The two qubit hydrogen molecule approximation
given in Ref. [6] is studied, with

Hiydrogen = 0.22521 @ I +0.5716Z® Z
10343517 —04347Z2Q1
+0.0910Y® Y+ 0.0910X ®X.  (30)
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— Ry Rz . ___ Ry _ R
w[0] w[3] w[6] w[9]
[40) —Ry Rz _ @ = o Ry Rz _
w[1] wl4] w[7] w[10]
—Ry Rz _____@Ah @A Ry _ Rz _
w[2] w[5] w[8] w[11]

FIG. 2. This quantum circuit corresponds to the EfficientSU2
ansatz in Qiskit’s [28] circuit library and is chosen as ansatz for
the experiments presented in this work. It consists of layers of RY
and RZ rotations and a CX entanglement block which is chosen
according to the fiull layout. The number of repetitions is set to 1.

Again, the evolution time is set to 7 = 1 and the initial
parameters are chosen such that the initial state is |) =
|++), i.e., all parameters are 0 except for the last layer of
RY rotations, which are given as 77 /2.

A. Methods

To ensure a stable VarQTE implementation, it is vital to
choose the appropriate settings. In the following section,
we are going to discuss a variety of methodological
choices that are relevant for the simulation performance of
VarQTE.

The ODE underlying VarQTE is solved using numerical
integration. Let |;") denote the target state, |/;”) the pre-
pared state, and |v/) the state that we would prepare if we
could take infinitesimally small time steps and, thus, inte-
grate the ODE exactly. The error bounds derived in Sec. 111
capture the errors solely induced by the variational method,
ie.,

B(1y)).1¥)) < e

The triangle inequality gives

B(1v)) 1)) < BUIY) . 1v)) + B(1v) . 1¥) . (32)

The error term induced by the numerical integration
B(|¥]), |¥”)) is generally unknown. In order for the error
bounds from Sec. III to hold B(|y;) , |¥{’)) < 1 such that

B(1y)) . 1v)) ~ B(I¥) . 1¥) < e

ODE solvers, such as the forward Euler method, which
operate with a fixed step size may induce large errors in
the numerical simulations if the time steps are not chosen
sufficiently small. The forward Euler method evaluates the
gradient @, and propagates the underlying variable for ny
time steps according to a predefined step size, i.e.,

31

(33)

nr

7 = W) + Z ata.)tka
k=0

(34

with #,, =T and the step size &; = #x41 — tx. In con-
trast, Runge-Kutta methods evaluate additional supporting

points and compute a parameter update using an average
of these points, thereby, truncating the local update error.
Combining two Runge-Kutta methods of different order
but using the same supporting points allows definition of
efficient adaptive step-size ODE solvers, which ensure that
the local step-by-step error is small and, thus, that the
dominant part of the error is coming from the variational
approximation. The results in Sec. I'V illustrate this aspect
on the example of the forward Euler method [30] with fixed
step size and an explicit Runge-Kutta method of order 5(4)
(RK54) method from SciPy [31] that uses additional inter-
polation points as well as an adaptive step size to minimize
the step-by-step integration errors. We refer the interested
reader to an introductory book on numerical ODE solvers
such as Ref. [30].

The SLE underlying McLachlan’s variational principle,
given in Egs. (4) and (14), are prone to being ill condi-
tioned and may, thus, only be solvable approximately with
a numerical technique such as regularized least squares or
pseudoinversion. In the following, we shall refer to the
ODE definition based on frs as residual ODE. The ODE
definition f,,—which shall be referred to as gradient error
ODE—is analytically equivalent to solving f..s. However,
the simulation results in Sec. IV show that the numeri-
cal behavior differs. In fact, the experiments reveal that
the gradient error ODE can often lead to better numeri-
cal stability. The simulations employ the SciPy COBYLA
optimizer [31] to find  in f;,; where the initial point is cho-
sen as the numerical solution to the SLE given in Egs. (4)
and (14), respectively.

In practice, we jointly evolve the state parameters and
the error bounds. More explicitly, we extend the ODE to

(&) =7 @.en. (35)

with wg being set, ¢ = 0 by assumption, and

rd _ [ (@)
f”“”‘@mm>’ (30

with |||e;) ||, from Eqgs. (25) and (27) for the real and imagi-
nary case, respectively. Furthermore, f (w;) is either chosen
as fres(®;) or ferr(@;). This formulation has the advantage
that the error bound directly reflects the propagation of
the evolution and that adaptive step-size ODE solvers also
consider the changes in the error bounds.

B. Variational quantum real-time evolution

In the following, we present a set of numerical experi-
ments and investigate the error bounds for VarQRTE with
a particular focus on the comparison of different ODE
formulations and solvers.

Firstly, we apply the forward Euler method with 100
time steps as well as an adaptive step-size RK54 ODE

044059-6



ERROR BOUNDS FOR VarQTE

PHYS. REV. APPLIED 20, 044059 (2023)

VarQRTE: Hijustrative with different ODE solvers
(@) State Error (Euler, fie) (b) State Error (RK54, fres)

1.0 . 1.0 .
B(ly#), 1w)) 2 B(y), |w))
0.8 1 & 0.8 4 b ]
5 0.6 4 5 0.6 T
b5 5
0.44 0.4
I,
0.2 / 0.2
0.0 L4 . . 0.0
00 02 04 06 08 1.0 00 02 04 06 08 1.0
time time

(€) Energy (Euler, fies) (d) Energy (RK54, fres)

] 1 = 0.5 ——e—e—e—ee”®
o jf.{ — Et“ HJ
03 ¢ 041 -
§
5 02 “'f \/\ 5031 /- E;
5 01 7 \ 802/ —
00 - 5 '
0.14
—01 L_.
02 0.0 | o —csameeo—coo—am-o—o—s—s—s—so-e
00 02 04 06 08 10 00 02 04 06 08 10
time time
FIG. 3. VarQRTE for |{) = |4++), Hiustrative, and 7 = 1 with

the residual ODE. (a),(c) Employ forward Euler. (b),(d) Use
RK54. (a),(b) illustrate the error bounds ¢, and the actual Bures
metric between [y,*) and |¢;”). (c),(d) show the corresponding
energies.

solver to the illustrative example using the residual ODE.
The parameter propagation given by f is solved using a
least-squares solver provided by NumPy [32] with a cut-
off ratio for small singular values of 0.001. The results
shown in Fig. 3 illustrate that the error bounds are very
tight and, thus, relevant for practical accuracy estimations.
Furthermore, one can see that RK54 achieves a state prepa-
ration with less error compared to forward Euler—which
is reflected in the error bounds—as well as smaller fluc-
tuations in the system energy while using significantly
less time steps. The plateaus are due to exact local gra-
dients, i.e., || |e;) || = 0. Furthermore, we would like to
point out that the energy should actually be preserved for a
real-time evolution under a time-independent Hamiltonian
but McLachlan’s variational principle does not guarantee
energy preservation.

Next, we compare the impact of fis compared to ferr
on the example of an Ising model using RK54. Here, fres
and f., are solved with a least-squares solver provided
by NumPy [32] and an additional regularization on the
Fubini-Study metric. More explicitly, we use F=F+
y1 for a small y. The initial points for the optimization
of the gradient error ODE are chosen as the solution to
the respective SLE at time ¢. Figure 4 presents the Bures
metrics, as well as the respective bounds for the pre-
pared |,”) and the target state |1/;"). The errors show that
the gradient error ODE leads to smaller errors than the
residual ODE. Furthermore, it can be seen that also the
system energy changes less for the former. Furthermore,
Appendix H shows error bound results for an Ising model

VarQRTE: Hygng with different ODE definitions
(a) State Error (RK54, fres) (b) State Error (RK54, fer)

0.10 B(lw), ) 0.10 B(lye), ly))

— — &t
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e "

© 0.04 —
TR T - - “

0.02 /-

0.00

00 02 04 06 08 10 00 02 04 06 08 10
time time

(€) Energy (RK54, fres) (d) Energy (RK54, for)

1.00 - - 1.000 { e e
0.998 4
0.99 0.996 1
B $0.994 4 E;
§ 0.98 ;g) 0.992 — E
0.990 4
0.97 E 0.988
— & —— 0.986 1 .- _,____-/
00 02 04 06 08 10 00 02 04 06 08 10
time time

FIG. 4. VarQRTE for [¥) = ¢~ [000), Higng, and 7 =1
with RK54. (a),(c) are based on the residual ODE. (b),(d) use
the gradient error ODE. (a),(b) illustrate the error bounds ¢, and
the actual Bures metric. (c),(d) show the energies corresponding
to prepared and target state.

with ten qubits. These experiments highlight the potential
of the error bounds to be applicable for systems with larger
dimensions.

Lastly, the error bounds for the hydrogen Hamiltonian
from Eq. (30) are compared to the residual and gradi-
ent error ODE as well as forward Euler and RK54 ODE
solvers. In this case, fis and fo are solved using ridge
regression, also known as Tikhonov regularization, from
SciKit [33]. This method is also used to compute the initial
values for the gradient error ODE formulation. The results
are presented in Fig. 5. Notably, the experiment that uses
RK54 and the gradient error ODE leads to the best results,
i.e., the smallest state error as well as error bound. In gen-
eral, one can see that the gradient error ODE achieves
better errors compared to the residual ODE, the error seems
to saturate for the former while it keeps increasing with
the latter. Furthermore, RK54 improves the errors, as well
as the error bounds for both ODE definitions while using
significantly less time steps. We would like to point out
that the setting, which gives the smallest error ¢,, does
not necessarily lead to the smallest discrepancy between
EP and E}, as can be seen when comparing the RK54
results.

To sum this up, the numerical results reveal that the
error bounds represent good estimates for the actual errors.
The experiments indicate further that an adaptive step-
size ODE solver such as RK54 significantly improves the
simulation results while reducing the computational costs.
Moreover, it was shown that replacing the residual ODE
by the gradient error ODE has also a positive influence
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VarQRTE: Hyydrogen With different ODE solvers and different ODE types

(a) State Error (Euler, fres) (b) State Error (Euler, ferr)

(C) State Error (RK54, fres)

(d) State Error (RK54, for)
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FIG. 5. VarQRTE for |v/) = |++), Hhydrogen and T = 1. (a),(b),(e),(f) employ a forward Euler solver. (c),(d),(g),(h) use an RK54

ODE solver. (a),(c),(e),(g) use the residual ODE. (b),(d),(f),(h) rely on the gradient error ODE. (a),(b),(c),(d) illustrate the error bounds
€; and the true Bures metric. (e),(f),(g),(h) show the respective energies £}’ and E;'.

on the simulation accuracy. Lastly, the results reveal that
the lack of energy conservation in McLachlan’s variational
principle can lead to significant energy fluctuations.

C. Variational quantum imaginary-time evolution

Next, we investigate the practical behavior of the error
bounds for VarQITE. First, the outcomes using the resid-
ual ODE with forward Euler as well as RK54 are compared
for Hijstrative- For all of the following experiments, f;.s and
ferr are evaluated with ridge regression. The results shown
in Fig. 6 provide an example of the potentially insuf-
ficient numerical integration accuracy of forward Euler.
More explicitly, the integration error outweighs the algo-
rithmic error and, hence, the error bounds are at first lower
than the actual error. The application of RK54 in compar-
ison reduces the error in the integration. The fidelity plots
translate the error bound into a physically easy to interpret
distance metric.

Next, the performance of the residual and gradient error
ODE formulation is compared on the example of Higing
using RK54 for an evolution over time 7 = 5 using a least-
squares solver provided by NumPy [32] with a cutoff ratio
for small singular values of 0.001. Figure 7 illustrates the
sensitivity of the variational errors to the underlying ODE
formulation. More explicitly, the errors and corresponding
bounds are more than twice as big for the VarQITE imple-
mentation based on f.s compared to the one based on fey;.
The larger state error also manifests itself in a deviation of
the system energy. Appendix H shows progress towards a
study of error bounds for larger system dimensions with a
ten-qubit Ising model.

In all previous examples the gradient error ODE for-
mulation leads to better performance. Next, we are going
to investigate an example for Hyydrogen Where the resid-
ual ODE turns out to be the preferable method. We tested
a variety of settings and found that while the residual
ODE was leading to reasonable results in most cases, the

VarQITE: Hingstrative with different ODE solvers
(a) State Error (Euler, fres) (b) State Error (RK54, fres)

0.020 4 B(ly), 1w ) 0.020 B(lw), ly))
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time time

FIG. 6. VarQITE for Wf()) = |++)a Hijustrative and 7 = 1 with
the residual ODE (a),(c) are computed using forward Euler.
(b),(d) Employ RK54. (a),(b) illustrate the error bound ¢, and the
true Bures metric. Furthermore, (c),(d) show the true fidelities
and fidelity bounds.
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VarQITE: Higne with different ODE definitions
(a) State Error (RK54, fres)

0.8 9

(b) State Error (RK54, fur)
0.8 1
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—
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time time
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FIG. 7. VarQITE for [y) = e~ |000), Hising, and T = 5 with
RKS54. (a),(c) employ the residual ODE. (b),(d) use the gradi-
ent error ODE. (a),(b) illustrate the error bound ¢, as well as
the actual Bures metric. (c),(d) present the corresponding energy
evolution.

gradient ODE often leads to spiky gradient errors and,
eventually, to large state errors. One set of results is visu-
alized in Fig. 8. It is clearly illustrated that the residual
ODE formulation leads to a significantly better evolu-
tion with errors and error bounds that are on the order of
10~3 compared to a maximal error approximately equal
to 0.56 around 7 = 5 and a bound converging to ~/2 for
ferr- Interestingly, in the latter case the energy with respect
to the prepared state £} first strongly deviates from E}
but finally reaches similar values again. This indicates that
VarQITE provides a promising method for ground-state
search where the evolution does not necessarily need to be
followed perfectly at all times. The presented results were
computed using again a regularization on the Fubini-Study
metric: F = F + y1 for a small y.

D. Global phase dependence

We employ an illustrative example to compare the error
bound for VarQRTE derived in this work to the error
bound presented in Ref. [19] and, thereby, highlight the
significance of phase agnostic metrics. Given the Hamilto-
nian H = Z, we consider the evolution of the initial state
|¥o) = |1) by e T for T = 1. It should be noted that this
time evolution solely affects the global phase of |1) that,
as discussed in the main text, is physically irrelevant. We
run VarQRTE with two exemplary ansitze

(1) |y = RY (wo) |1), which does not enable the rep-
resentation of a global phase change, and

VarQITE : thdrogen
(a) State Error (RK54, fes) (b) State Error (RK54, fer)
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FIG. 8. VarQITE for |yo) = |[++), Hnydrogen, and T'=5. All
plots are based on RK54 and either the (a),(c) residual or the
(b),(d) gradient error ODE. (a),(b) illustrate the error bound ¢,, as
well as the actual Bures metric. Furthermore, (c),(d) present the
system energy E’ corresponding to the prepared state and the
energy E} corresponding to the target state.

(2) 1Y) = RY (w1) RZ (wp) |1), which does enable the
representation of a global phase change.

Figure 9 shows the error bounds for VarQRTE using the
phase agnostic (phase-dependent) McLachlan’s variational

VarQRTE: H = Z global phase dependence
(a) Phase dep. (RY) (b) Phase agn. (RY)
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FIG. 9. VarQRTE error bounds for |y¢) = |1), H = Z, and
T =1 with RK54. (a),(c) are based on the phase-dependent
definition of the VarQRTE ODE and the error bound (b),(d) use
the phase agnostic definition. (a),(b) employs ansatz 1. (c),(d)
employs ansatz 2.
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Noisy VarQRTE: Hygy,g with different ODE definitions
(a) State Error (Euler, fres) (b) State Error (Euler, fer)
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FIG. 10. VarQRTE for |¢o) = e ™ |000), Hising, and T = 1
with forward Euler. (a) is based on the residual ODE. (b) uses
the gradient error ODE. Both illustrations show the error bounds
¢, and the actual Bures metric.

principle leading to an upper bound ¢, (¢/P) for the Bures
metric (£,-norm). The figures also present the exact errors.
All experiments are run with an RK54 ODE solver using
the residual ODE with all ansatz parameters being initially
set to 0.

Given the RY ansatz, the £,-norm deviates significantly
from the Bures metric. While the error bound for the phase-
dependent formulation €fP leads to large values the phase
agnostic bound ¢, directly reflects that the physics of the
system do not change. The results further illustrate that
the RZRY ansatz enables the mitigation of the above prob-
lem by training an additional parameter to match the global
phase change induced by the evolution. The phase agnos-
tic formulation can, thus, help to avoid the implementation
of an additional gate and parameter—whose training may
potentially induce errors—while capturing the physics of
the problem.

E. Hardware simulation

The experiments presented so far are run with ideal
simulations. However, it is of course also useful to under-
stand how the error bounds would perform if the respective
quantities would be evaluated with quantum hardware that
is affected by physical noise. As a study of the robust-
ness of our bounds to hardware noise, we test a VarQRTE
experiment for Higne described in Sec. IV with a noisy
simulation for runtime 7 = 1. More explicitly, we employ
a density-matrix simulator with a noise model that repre-
sents the physical errors of the IBM Quantum Auckland
backend to evaluate the system variance Var(H)ye, the
QFI F7, and the quantity Im (C; — 8 (¥|/de; |¥) EY)
given in Eq. (4), respectively, Eq. (9). Each evaluation is
based on 10 000 samples that are measured from the quan-
tum circuits. These quantities are then used to evaluate the
ODE function to propagate the parameters and to compute
the noisy error bound €7. This error-bound evaluation is
compared to the Bures metric between the target state and
the state underlying our noisy simulation given as a density

matrix. The results are presented in Fig. 10 for the residual
as well as the gradient error ODE formulation. While the
residual ODE formulation converges to the maximal value
of +/2 and, hence, does not enable the capture of the true
Bures metric, the dual formulation shows more robustness
against the simulated noise, i.e., the final error bound is
0.4823 while the actual error is 0.3018.

V. CONCLUSION AND OUTLOOK

This work presents a posteriori error bounds for the
Bures metric between a state prepared with VarQTE and
the respective unknown target state resulting from exact
QTE. These bounds enable users to quantify the accuracy
of their quantum time-evolution simulation and potentially
adapt their simulation setting if necessary.

The presented a posteriori, algorithmic error bounds
for VarQTE lower bound existing error bounds [17,19].
Furthermore, the bounds are particularly simple to eval-
uate, i.e., the additional resource overhead is limited to the
evaluation of the energy variance.

We show that the error bounds and VarQTE itself are
strongly dependent on the numerical integration method.
An ODE solver, which applies an adaptive step-size
scheme, can increase the numerical stability and accuracy
significantly. Furthermore, using an ODE formulation,
which is based on the minimization of the local gradient
error || |e;) |2 often helps to reduce the simulation errors.
The performance of the algorithm, the error bounds, related
state fidelities, and system energies are demonstrated on
numerical examples.

An open question for future research would be the inves-
tigation of the behavior of the error bounds at critical
points, such as phase transitions. This study could give
us useful insights into the limits and potentials of the
QTE simulation technique. Furthermore, it would be of
interest to conduct an enhanced study about the robust-
ness of the error bounds under realistic quantum hardware
conditions.

The code can be made available upon reasonable
request. All quantities required to compute the presented
error bounds can be evaluated with the tools provided by
Qiskit’s gradient framework [28,34].
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APPENDIX A: RESOURCE OVERHEAD

This section analyzes the additional computational
resources required to evaluate the error bound €7 for
VarQTE simulations given shot-based estimations.

The resources required to compute €7 eventually depend
on the estimation of

lle) I3 = Var(H)ye + &' F%0 + 20"¢, (A1)
in each time step of the numerical ODE integration with
¢ referring to ¢ := —Im( ( o (U |) [¥) Et“’) for the
VarQRTE and ¢; := Re (C) for the VarQITE case. Since
c and F are already part of the VarQTE calculations, the
resource overhead solely depends on Var(H)ye. To sim-
plify the notation we will drop the state subscript in the
following.

Assuming that the system Hamiltonian is given as
s—1

a weighted sum of Pauli operators H = ) a;h; with
i=0

h; _®j oau for oy € {1,X,Y,Z} and «; € [—a, a], we
can bound

Var [Var(H)]
= Var [H?] + Var [H |y) (¥ | H]
— Cov [H? H |y) (Y| H]
= (W IH W) — (| H 1Y) E — Var(H)?
(V| H* — EH? |y)
< (w1 HY — EEP |y )]
< Amax [H* — EH?]
< |t - B
[#4]  + 1B |2,
= |H|% + [EIIHI2,
< (sa)* + |E|(sa)’,

IA

IA

(A2)

where Cov denotes the covariance, A ,x [X ] corresponds to
the maximum eigenvalue of X, and || X ||, represents the
infinity norm. The third to last line is based on the triangle
inequality and the second to last line employs a property of
the infinity norm. Finally, the last line uses that

s—1
E o;h;
i=0

Now, the error in the N-shot estimate Vof Var(H) behaves
as

s—1
1H o = <Y leil il < sa. (A3)
i=0

oo

Var [Var(H)]

S

P(| Var(H) = V] = ;) i=py < (Ad)

It follows that §; is bounded by

(sa)* + |E|(sa)3
oy < [ —————— A5
< PN (AS)

Given t time steps in the numerical ODE integration, N,
thus, scales with O (rs“/S%/).

The number of shots N needed to limit the shot noise
in T time steps of the variational state propagation of [”)
H)/28%, ). In the

t

setting considered here, |Amax [H]| < sa, which leads to a
scaling of the form O <T2k3s2/1'52 w)
t
overhead induced by the error-bound evaluation is quadrat-
ically more expensive in the number Pauli terms in the
Hamiltonian, it is also independent of the number param-
eters k. Assuming that the number parameters & scales (as
it often does) with nlog(n), the scaling of N for the error
bound does not exceed the scaling for N with respect to the
number qubits # if s scales at most with O ((n log(n))3/ 2).
Hence, the error-bound evaluation is not changing the
overall complexity of the VarQTE algorithm under the
described conditions.

to an error 8y« scales with O (T V|

. While the resource

APPENDIX B: INEQUALITY RELATIONS OF
DISTANCE METRICS

This section presents a formal introduction to the metric
inequalities illustrated in Fig. 1. If the states are normal-
ized, then the Bures metric simplifies to

B(1y?), 1¥)) =2 =21 (¥ 19 |

=, min_ [y

—1vHl,- B

The last line highlights that the Bures metric can be inter-
preted as a global phase invariant ¢,-norm and, hence,
B(1v2) . 1v))) < [1v) — 19|, The Bures metric is
equivalent to the £,-norm if

(i) VarQTE does not induce a change in the global
phase, or

(i) [¥;”) can represent a global phase change, e.g., with
an additional phase gate [35].

However, one may not a priori know whether a global
phase change is induced by the considered Hamiltonian
and an additional phase gate can introduce additional
noise as well as imprecision in the parameter propaga-
tion. Hence, the Bures metric offers an alternative to the
£;-norm, which captures the properties of the systems
while being agnostic to unphysical dependencies on global
phases.
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FIG. 11. The figure shows the trace distance as a function of
the Bures metric (solid line) and, hence, the trajectory on which
an upper bound to the trace distance based on € would exist.
The dashed diagonal illustrates the Bures metric itself until the
maximum trace distance value 1 is reached.

Furthermore, the trace distance

1
Dy (19), 1¥)) = 7 N Wl = s, (B2)

where we use the simplified notation Dy, (1), [4;)) =

Dr (1) (W21, [¥7) (¥f]), can be defined via the fidelity
if the underlying states are pure

Dy (1w), 1) = 1= 1 Ply) 2. (B3)

It follows that for pure states

w *\12 2
B (1Y), 1Y)
2 b

Dy (19), 1y) = | 1— (1 -

(B4)

(|1p, ) >) where

and, hence, that Dy, (|¥) , |[¥;)) <
= |¥)). The relatlon is illus-

equality only holds if Wt )
trated in Fig. 11.

APPENDIX C: GLOBAL PHASE AGNOSTIC
VarQRTE

We are now going to derive the ODE given in Eq. 4.
Consider the real-time evolution of a parameterized state
with an explicit time-dependent global phase parameter
v, ie, [y)) =e [y for v =1 € R, where [§}") =
—ive ™ |y?) +e |1//"’) The Schrodinger equation with

respect to |v,”) reads

i)y =HI|y") (CD)
and can be rewritten as
ie™ [Py = (H —vLye™ [y) . (C2)

To simplify the notation, we shall from now on refer to v1
as v. Division by e~ gives
i) = H =) [y). (C3)
Applying McLachlan’s variational principle [20] to Eq.
(C3) leads to
8 ity =

H—-0) [y, =0, (C4)

where ||x||, = +/{x,x). To find an explicit expression for v,
we evaluate the respective variational principle, i.e.,

8 il — (H =) 1y |, = (C5)

which leads to

v =Ep +1Im ((§1v7), (C6)
where £ = (Y| H |¢}).

Finally, we can see that this formulation describes an
evolution for |y”), which simulates the existence of the
global phase parameter v without actually integrating or
tracking e, i.e.,

i)

=Hy), (C7)

where [v/) := |y) — i(EP +Im((y°|¥;))) |¥;°) repre-
sents the effective state gradient. McLachlan’s variational
principle now implies

81l [}y — H 19°) ll2 = 0. (C8)
Since [;”) is given by a parameterized quantum circuit,

solving Eq. (C8) with [/©) = ", ;= W) results in

(L)

wt|a|wt>_a<w;”| oy oy AWV
(vl

=Im|——— NE® ).
<8a)i >r>

3 (Yl
a(,()i

HY) —

(C9)
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APPENDIX D: GLOBAL PHASE AGNOSTIC
VarQITE

Next, the derivation for the ODE given in Eq. (14)
is presented. The normalized, Wick-rotated Schrodinger
equation of an evolution of the state |)) =e™" |¢)
reads

') = (B —H) [¥"), (D1)
where
WYy =e M Ig) —ive ™ [Y) . (D2)
Thus,
e Yy = (EY —H+i)e ™ |y?)  (D3)
and division by e™" leads to
V) = (EY — H +iv) [y") . (D4)

Application of McLachlan’s variational principle gives
8|1y — (EP —H +iv) [y2)|,=0.  (D5)

Next, we evaluate the variational principle with respect
tov

8 [19) — (EY — H+ ) [y, =0 (D6)
and find that v = —Im((/°[¥)). Now,
W)) = (Ef — H) 1Y) (D7)

simulates a global phase degree of freedom v without
actual implementation of e~ and has the effective state

gradient
1)) = 19) + dm((PP 1Y) 1) . (DY)
Rewriting the variational principle accordingly gives
s = (B =) 1wy =0, @9)

Since the time dependence of |y”) is encoded in the
parameters @, Eq. (D9) leads to the following system of
linear equations:

d A WCIAIE)  AWEL o DIV
J‘§0R6< a“)i awj B Ba)i |¢;)<¢’t| Ba)j )wj
——re( " 10p)).

8a)i

(D10)

APPENDIX E: PROOF OF THEOREM 1

For §; > 0, let the state evolution be defined with respect
to the effective gradient given in Eq. (C7)

Wi, = W) + 8 19,)
= [y) + 8 (1) — iEY — ilm (Y 19)) [¥:°)) -
(E1)

Combining Eq. (E1) with the triangle inequality gives

B(1wiss) s 1Wis)) = B0k (1= is.H) v

+B((1 = 8 H) 1), ¥ ).
(E2)

Using Eq. (B1) and neglecting terms of order O(8?) gives

B(1wits) (1= isH) 1v7) )

= min_[e® (192,)) = (1= isH) 1y

= H Wf;ia,) - (]1 - i5tH) |Ye) ”2

=8 | lW) + i(H—E7 = Im((d 1)) 19)]

=: 5 llenll,, (E3)
where the penultimate step uses Eq. (C6).

For the second term in Eq. (E2), we employ a simplified
notation for QRTE for a time step §¢, i.e.,

P (160)) = 1duys) = (L —iH) ), (E4)
which leads to
B((]l —i8,H) [y, W?la)) (ES)
= B(PE(ly) P (1)) (EO)
= B(1v). i) ) (E7)

The penultimate step uses that all physical processes are
non-trace-increasing [26], which implies that the Bures
metric does not increase either.

Combining Egs. (E2), (E3), and (E5) gives

B(IWes) s 1Wis)) < BV 197) + 5 llledll, . (E8)

Assuming that B (Wo) , |1//6‘)) = 0, we can evolve

K
B(1v9) . 1v0) =8 Y Illexs,) ll2s

k=0

(E9)
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where K corresponds to the number of time steps. Finally
setting §; = T/t leads to

T
B(I2) . D) < fo Ve lodti=er,  (E10)

which proves the assertion. O

APPENDIX F: PROOF OF THEOREM 2
Combining that Eq. (D7) gives
[ = [U) + 8 19,)
= 1Y) + 8 (1) + im (G 1y [%)) , (F1)

with the triangle inequality for §; > 0 results in

B(1¥i1s)1¥i1s,))
< B(1ve) + 8 (L +8 (£

—H))v))

+B((U+8 (B —H)) W) 05s) ) (F2)

Next, we consider the two terms separately. Using Eq. (B1)
and neglecting terms of order (9(8?) gives

B( 1) + 8 197), (1+ 8 (B2 = H)) v )
= min_ [ (") + 8107
= (48, (E7 = H)) v,
= 1wy +8197) = (148, (E7 = H)) v
=5, [9) = (E7 — H) Iy |,
=6, [197) — (B — H — itm (G5 19))) 197)]
=5 llled (F3)

where the penultimate step uses Eq. (DS).
For the second term in Eq. (F2), we employ a simplified
notation for exact QITE for a time step ¢, i.e.,

Py (1)) 1=

which leads to

Do) = (LU0 H 16 + H) 6), (F4)
B((L+8 (B = )W) vss))  (FS)
= B(P (1)) Par(Wis)))  (FO)
= B(1v) 1) ), (F7)

where the last line holds because all physical processes are
non-trace-increasing [26].

Combining Eqgs.(F2), (F3), and (F3) gives

B(1is) 1¥is)) < BV 19)) + 8 el (F8)

The final steps of the proof are equivalent to the ones
presented in Appendix E. U

APPENDIX G: VarQTE IMPLEMENTATION

The implementation of VarQTE relies on the evalu—
ation of Im(C; — 9 (1/ft |/0w; |¥?) EP), Re(C;) and F; u’
which are introduced in Sec. II. The parameterized state
is constructed as [¢®) = ]_[];:0 U,(®,) 10)®". Thus, we
may use that parameterized unitaries can be written as
Ui (w;) = e™(®), where M (w;) denotes a parameterized
Hermitian matrix. To simplify the notation, we assume that
M(w;) = —w; /(2)o; foro; € {1,X,Y,Z}. Since

U C

o =29 (@), (@)
it follows that
.k j-1
9 1¥,”) i 0
8—a)l~ =73 H U “)p) o U (“)J) H Up (“)p) 10)®
4 p=j+1 p=0
(G2)
Next, we employ Eq. (G2) to find that
j—1
Ci=— ¢t|HHUo*jU1_[U|0 (G3)
p=j+1 p=0
as well as,
a w
(Wl 0y — O|®n 1_[ UTUTO.j 1_[ UT 1Y@, (G4)

p=j+1

and

i—1 j—1 j—1

1 -
fQ R n | | il | | f | |
;= Z e< (O|® [];(]io‘l- UpO'] Up |O>®

p=0 p=i+l p=0

i—1 k
— e [[uiule: TT U 1w (v

p=0 p=i+l

xl_[Uaj wjl_[U|0>

p=j+1

(G5)

where we assume that i < j and simplify the notation with
Up = Uy (@)
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O e Rl
|thin) — W
c L

FIG. 12. This quantum circuit—originally proposed in
Ref. [36]—uses an additional working qubit to evaluate
Re (¢ (Yin] UTV [in) ). Notably, this requires only measurement
of the working qubit with respect to Z.

One can, now, see that Im(C; — 9 (¥,”|/0w; |¥°) EV),
Re(C)), and F;; Q may be decomposed into terms of the form
Re(e™ (i U V), respectively Re(e™ (in| HV |tin))
using that Im(iz) = Re(z). We can, thus, evaluate the equa-
tions either with the quantum circuit shown in Fig. 12 or
the one presented in Fig. 13.

Consider, for example, |/*) = e~ 17X e=13'Y |0). Then,

(% |

[¥°) = (W’IX 1¥) (G6)

and

i
Cr = —3 (WL HX 1Y) (G7)
To evaluate Im(9d (y°|/dw; |¥;”)) with the circuit shown
in Fig. 12, we seta = —m, [Yrin) = |¥°), V=X and U =
1. Furthermore, Im (C)), respectively, Re (C|) can be com-
puted using Fig. 13 with ¢ = 0, respectively, « = —m/2,

[Vin) = |¥”) and V' = X . Similarly, the evaluation of
1 o
7 = gRe((01 T v e o)
— 0] Y[0) (0] X e—f%ﬁm)
- Re( (0] 27 yx ¢ i FY |0>) (G8)
Z
|0) + e |1) =—@—y H
H
Vi) -t W
2, 1 0
C
FIG. 13. This quantum circuit uses an additional working

qubit to evaluate Re(e™ (yr;,| HV [¥in)), Where the working qubit
is measured with respect to Z and the state |v;,) with respect to
the observable H.

VarQRTE: Higne for ten qubits
(a) State Error (RK32 fres) (b) Fidelity (RK32, fis)

1.4 - - - 1.01
1.2 / — 081
1.0 g i
/ »064 1
508 f 2 *;
¢ 06 Eoad |\
04
v 0.2 . ey
02 BUYENWL o M ) . o )
— - — -5
0.0 & 0.0 ———t z
00 02 04 06 08 10 00 02 04 06 08 10

time time

FIG. 14. VarQRTE for |y) = e @ |0)®'°, Higpe and T =1
with RK32 is based on the residual ODE. (a) shows the error
bounds ¢, and the actual Bures metric. (b) illustrates the corre-
sponding fidelity and fidelity bound.

may be conducted with the setup illustrated in Fig. 12 using
@=0, Vi) =e2Y]0), V=X and U = Y.

APPENDIX H: LARGER ISING MODEL
SIMULATIONS

To rule out that the utility of the presented error bounds
is limited to systems consisting only of a few qubits, exper-
iments for larger system dimensions have to be conducted.
To improve our understanding of the method’s scalabil-
ity, the experimental analysis of our model is extended
to the Ising model described in Sec. IV with ten qubits.
More specifically, we run VarQRTE and VarQITE simula-
tions for 7= 1 using a Runge-Kutta method of order 3(2)
(RK32) from SciPy [31]. Figure 14 shows the results of the
VarQRTE experiment that employs the residual ODE and
ridge regression to solve the underlying SLE. We can see
that the error bound matches the actual error up to a factor
10~! until the Bures distance reaches approximately 0.8.
This directly relates to a fidelity of 0.68. In the VarQITE
setup, the propagation is based on the error-based ODE and
the respective SLE is solved with a least-squares approach.
The results are presented in Fig. 15. The plots show that the
ODE solver requires many time steps indicating a volatile

VarQITE: Hyy,, for ten qubits
(a) State Error (RK32, for) (b) Fidelity (RK32, for)

1.04

0.8 BUwENWEL lw D)

— &

fidelity
o
S

lww?
:
— -3

0:0 0:2 0:4 0t6 0?8 1?0 0.0 0.2 0.4 0.6 0.8 1.0
time time

FIG. 15. VarQITE for |) = e [0)®', Higing, and T =1
with RK32 is based on the error-based ODE. (a) shows the

error bounds ¢, and the actual Bures metric. (b) illustrates the
corresponding fidelity and fidelity bound.
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propagation. The resulting error bounds then diverge by
more than a factor 10~! when the Bures distance reaches
0.35, which corresponds to a fidelity of 0.94.
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