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Abstract

The current state-of-the-art for the simulation of machining process is the application of the FEM (finite element method). Nevertheless, the
cost of FEM analyses for such problems is high due to their complex multi-physics nature, mesh regeneration issues, and small time-length
scales. In contrast, particle methods are an alternative numerical approach well-suited for large deformations as in material’s chip formation. In
this work, the key features and simulation capabilities of iMFREE are presented, which is a massively parallel and robust particle-based code
for machining simulations developed at the ETH Ziirich. Various applications of iMFREE are shown, where the efficiency is demonstrated in
orthogonal cutting simulations for the optimisation of material removal rates, a chip formation study, the inverse identifications of friction law
parameters and material constitutive law parameters. Further, the applicability to single and multiple grain grinding simulations of Ti6Al4V and

silicon is shown.
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1. Introduction

The numerical simulation of machining processes is a de-
manding task since the modelling of the material behaviour
[1] and choosing a numerical method to discretise the con-
tinuum [2] have not yet been conclusively resolved. Mostly,
the finite element method (FEM) is used for numerical ma-
chining simulations. The FEM is a versatile and mature tool,
but frequent remeshing is required to cope with large deforma-
tions and material separations during the simulation of machin-
ing processes. Since the time consuming remeshing operations
hamper the performance of FEM-codes, alternative numerical
methods, which do not rely purely on a mesh, are an attractive
candidate for machining simulations. Examples for such meth-
ods are the Particle Finite Element Method (PFEM) in [3], the
Material Point Method (MPM) in [4] or the Smoothed Parti-
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cle Hydrodynamics (SPH) which utilizes no mesh but particles
only. In SPH, particles move with the continuum and easily han-
dle large deformations. In [5], it is shown that SPH is well suited
for parallelisation on the GPU because of the large amount of
computations due to particle interactions and enables short run-
times of machining simulations.

This report begins with a brief introduction into the SPH
method, followed by a demonstration of the SPH package
iMFREE which is currently developed at IWF at ETH Ziirich.

Nomenclature

CSPM  Corrective Smoothed Particle Method
DOE Design Of Experiments

FEM Finite Element Methods

GPU Graphics Processing Unit

JC Johnson Cook

ML Machine Learning
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MPM Material Point Method

MRR Material Removal Rate

PFEM  Particle Finite Element Method
RKPM  Reproducing Kernel Particle Method

SPH Smoothed Particle Hydrodynamics
SSL Shear Stress Limit

2. Theoretical Background

SPH was introduced 1977 in astrophysics for the calculation
of a smoothed density from point clouds [6]. The method can
be derived from the partition of unity [7], where a field value at
a spatial location x can be determined as:

fx) = f S(x - xX)f(xX)dQy YxeR? 1))
Rd

The Dirac delta function 6(x) in equation (1) has two impor-
tant properties:

f " S(x)dx =1 ()

00

and

f 5~ DO = () 3)

00

Replacing the Dirac delta function § with a smoothing func-
tion, the so called Kernel, W(x — x, h), e.g. the GauB3-function,
with & being a smoothing length, the behaviour of the Dirac
delta can be reproduced for the limit:

}lin(l) W(x—x',h) =6(x—x) 4

Inserting (4) into equation (3) gives an approximation of the
function value f(x) at x:

< f(x) >= f ) W(x—x",h)f(x")dx 5)

This can be approximated within a discrete neighborhood
using a Riemann-sum:

<fi>= ) [iW, HAV; (6)
J

with the point index i at which the function value is to be
approximated by its neighbour points j, x;; is the spatial distance
between point i and j and AV; being an integration weight of
point j. Approximation of the function’s derivative leads to

<Vfi>= ) FVW(xij, DAV, @)
7

where only the derivative of the Kernel W(x;;, &) is required.
Thereby, derivatives of values given at point cloud locations can
be computed without the requirement of a functional descrip-
tion or a mesh-based relation between these points (particles).
With this meshfree approximation derivatives in continuum me-
chanics equation can be computed by sums of discrete values in
the particle’s neighborhood. Meshfree techniques were adopted
in early 1990s to structural simulations [8] and for numerical
cutting simulations first by [9].

At IWF of ETH Ziirich the software tool iMFREE was
developed by Réthlin [10] in the past years for SPH based
machining simulations. The software is capable of perform-
ing CPU as well as GPU-enhanced computation of metal cut-
ting simulations. It facilitates the most recent correctors, e.g.
CSPM and RKPM, and stabilisation measures for mechanical
[11] and thermal simulations [12] with various material models
[13]. Comparison and validation computations between SPH
and FEM are conducted in [11] for a tension test and a rubber
ring impact simulation. A recomputation of a SHTB test speci-
men with SPH is shown in [13] where the results are compared
against FEM and experimental results conducted in [14, 15].

3. Simulation Examples

A selection of machining operations simulated with
iMFREE is given in the following. First, computationally
highly efficient metal cutting simulations in 2D are shown, fol-
lowed by some 3D applications to single and multiple grain
grinding of Ti6Al4V and diamond wire sawing of silicon.

3.1. Orthogonal Cutting Simulations

The orthogonal cutting mode is often used in numerical sim-
ulations since it can be efficiently approximated with the 2D
plane strain assumption. Using GPU acceleration, the rapid de-
termination of process forces becomes possible and thus can
be used as a basis for optimisations, for example tool wear
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Fig. 1. Optimisation of a Ti6Al4V cutting process with regards to material re-
moval rates and wear, from [5].

optimisation or parameter identifications. Furthermore, high-
resolution simulations can be performed, which allow deeper
insights into the chip formation process. In the following, some
examples of such simulations conducted with iMFREE are pre-
sented.

3.1.1. Optimisation of Material Removal Rates

In [5], iMFREE is applied to the simulation of 1 mm cutting
length with a discretisation of ~ 6’000 SPH particles. Due to
the GPU acceleration the runtime was only about 20 min. Sim-
ilar simulations on a single CPU core required in the past about
70 h for completion, when using the SPH in LS-Dyna [16]. The
speed-up enabled to run a prototype cutting process optimisa-
tion simulation, where a cost function is optimised with regards
to material removal rates (MRR) and wear. The optimisation
was run for 100 different combinations of feed rates f and cut-
ting speeds v, using 2’500 particles and took 37 h on a NVidia
Tesla P100 GPU. Figure 1 shows the simulation results together
with an approximation by a quadratic function, which shows a
clear global minimum of the cost function.

3.1.2. Chip Formation Study

The computing power of the NVidia Tesla P100 can be ex-
ploited by using a large number of particles, which enables
a better resolution of possible shear bands, as proposed in
[17]. For that purpose, the chip shape formation was studied in
Ti6AI4V cutting using 150’000 particles. By this, the thermal
softening can be identified as the mechanism for shear banding,
which gives rise to serrated chips. Counteracting is the ther-
mal conductivity, which dissipates the heat developed by plas-
tic flow and thus removes the nearly adiabatic shear bands, see
Figure 2. This indicates that the softening predicted by the JC
flow stress model is not sufficient.

3.1.3. Identification of Friction Parameters

Based on experimental observations on Ti6Al4V cutting ex-
periments using an in-process tribometer, a temperature depen-
dent friction coefficient u(7) is identified using 375 orthogonal
cutting simulations in [18]. The temperature-dependent friction

4
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Fig. 2. Predicted temperature distributions in high resolution orthogonal cutting
simulations of Ti6Al4V using the standard Johnson Cook flow stress model.
Simulation without (adiabatic, left) and with (right) heat conduction, from [5].

100 T .
50
ok —Fc ;1=0.477
g —Fc w(T) optim.
= —Fc Exp.
=
z ---Ft =0.477
a ---Ft u(T) optim,
E -100 ---Ft Exp.

-150 |

T,

AN
‘ . . WY
20 40 60 80 100
Simulation progress [ %]

-200

Fig. 3. High resolution orthogonal cutting simulation of Ti6AI4V using the
standard Johnson Cook flow stress model without (left) and with (right) heat
conduction, from [5].

model introduces a parameter ¢ to describe the temperature de-
pendency:

T-T,\
) =1 - (£ ®

where T is the current temperature, 7., the reference tem-
perature and T, is the melting temperature.

With the obtained parameters for the temperature-dependent
friction law, the errors of the force prediction were significantly
decreased, which is displayed in Figure 3. It is however con-
cluded, that further improvements can be achieved, if the fric-
tion parameter identification is performed together with the ma-
terial constitutive law parameters within an instrumented or-
thogonal cutting test.

3.1.4. Inverse Parameter Identification of Material Constitu-
tive Law Parameters

In [13] iMFREE was used for inverse parameter identifica-

tion of constitutive model parameters of Ti6Al4V and Ck45 us-

ing the Johnson-Cook [19] flow stress model. Measured pro-

cess force components of quasi-orthogonal cutting experiments

from [20] were used to drive the parameter identification using
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Fig. 4. Comparison of experimental and numerical process forces obtained with
material parameters from an inverse parameter identification using different as-
sumptions for the friction coefficient for Ck45 (top) and Ti6Al4V (bottom),
from [13].

a genetic algorithm. For friction modelling, three assumptions
were made:

1. constant Coulomb friction coefficient u = 0.35

2. constant Coulomb friction coefficient identified together
with the 5 JC parameters, without shear stress limit (SSL)

3. constant Coulomb friction coefficient identified together
with the 5 JC parameters, with SSL: the frictional shear
stress is limited to the current yield stress of the material

All three friction assumptions lead to very good agreements
between experimentally measured and numerically predicted
process forces for Ck45 and Ti6Al4V, which is displayed in
Figure 4.

For efficiency reasons, a rather compact numerical model
with 5’640 particles with a particle spacing of 10 um and with-
out tool-workpiece heat transfer was used in the parameter iden-
tification procedure yielding in runtimes of about 3 to 4 minutes
on scientific GPUs. This resolution is however not sufficient for
the prediction of chip segmentations, since the primary shear
zone layer thickness is in the order of 2...6 wm as shown in [13].
Therefore, the resolution of the numerical simulation was mas-
sively increased to be able to resolve the shear localization. A
particle spacing of about 1.5 um was used, the tool-workpiece
heat transfer was switched on, and in contrast to the findings
in chapter 3.1.2, chip segmentation can be clearly seen in Fig-
ure 5, even with heat conduction. The findings reveal that ex-
tensions of the JC flow stress model, e.g. those introduced by
[21, 22, 23], are not required to enable shear localizations in
the chip and therefore chip segmentations.

Fig. 5. High resolution orthogonal cutting simulation of Ti6Al4V using the stan-
dard Johnson Cook flow stress model with heat conduction in tool and work-
piece, from [13].
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Fig. 6. Residuals in the cutting (left) and feed force (right) preditions, from [24].

3.1.5. Process Force Prediction Using ML

A process force prediction tool for orthogonal cutting of
Ti6Al4V was proposed in [24], based on a machine learning
model. In contrast to analytical approaches, e.g. based on the
Oxley model [25] or its extensions [26], not just feed f, cutting
speed v, and rake angle y can be considered but also the cutting
edge radius r, and the clearance angle a. Instead of learning
from cutting experiments, virtual experiments are conducted
based on SPH simulations with iMFREE within a DOE with
2’500 orthogonal cutting simulations. The virtual experiments
avoid time consuming cutting experiments with different cutter
geometries and process conditions. Due to the massive paral-
lelisation the simulations were computed within just five days
using five GPUs.

The ML model computations are very fast thus enabling 100
evaluations per second, which makes it attractive to be used in
the optimization of cutting processes. Figure 6 shows the resid-
uals for the cutting and feed force predictions versus the SPH
predictions. Obviously, the feed force component is predicted
with a lower accuracy than the cutting force component.

The ML based process force model is used for predictions
which are compared with real experiments conducted by [27].
In Figure 7 it can be seen that the trends of the specific cut and
feed force are captured well over a range of different feed rates,
but with smaller magnitudes than experimentally observed. In
general, the cutting forces are predicted with lower deviations
than the feed forces when compared to the experimental results.
From these findings it is concluded that on the one hand the ML
model itself needs further scrutinies to improve the predictional
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Fig. 8. Grinding of Ti6Al4V with strongly negative rake angle: experiment (left)
and simulation (right) showing chip curling, from [28].

performance. On the other hand the deviations in the process
forces hint that the constitutive modelling in the numerical sim-
ulations requires improvements to be able to cover large ranges
of process conditions and different tool geometries.

3.2. 3D Simulations

3.2.1. Grinding

In [28], the first full-scale single grain simulation using
meshless methods was demonstrated. This became possible due
to massive parallelisation using GPU computing. In the past,
[29] had to introduce a scaling of the tool geometry and locally
refitted material parameters to enable such computations at all.
Using the CSPM correction scheme for SPH, it was possible to
numerically simulate the experimentally observed chip curling.
A comparison of the experimental and the numerically simu-
lated chip shape is shown in Figure 8.

Additionally, the interaction between diamond grains of en-
gineered grinding tools is studied in a simulation using a reso-
lution of 1.5 million particles, which is shown in Figure 9. This
is the - so far - largest published metal cutting simulation with
a runtime of about 20 hours. Compared to single grain simula-
tions published in [30], this is a 90 times performance increase.
It is shown that considerable wear effects are to expect when
subsequent grains have overlapping paths, because the trailing
grain comes into contact with pre-hardened material.

3.2.2. Silicon Scratching

In this study [31], single diamond grain cutting experiments
in the ductile mode were simulated with iMFREE in 3D and

EquivAccumPlasticStrain
00e+0001 02 03 04 05 06 07 08 09 1 11 12 13 14 15 16 17 18 19 20e+00
! 1 1 I I |

Fig. 9. Ti6Al4V grinding simulation with 5 diamond grains, from [28].
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Fig. 10. Grinding of silicon: microscope image from diamond grain on wire
(left) and 3D scanned surface of the diamond grain (right) with the marked area
used for the diamond grain model, from [31].

compared to experimental results. The diamond grain used in
the cutting experiments was scanned prior to the tests with the
focus variation principle. The resulting 3D geometry shown in
Figure 10 was then used to create a numerical model of the di-
amond grain for the numerical simulation. Since the JC flow
stress model was used, the analyses only have limited valid-
ity in the ductile range, i.e. up to depths of cut that lay in and
above the ductile-to-brittle transition. At higher cutting depths,
phase transformations of the silicon are to be expected due to
hydrostatic pressures exerted from the tool to the silicon. An
example hydrostatic pressure distribution is provided in Figure
11 together with the residual scratch depth distribution due to
elastic recovery. In the simulations, the cutting forces were pre-
dicted to be only slightly higher, while the normal forces were
significantly overestimated. This could be due to the material
model used, since the density changes occurring due to phase
transformations cannot be represented.

4. Summary and Outlook

In this paper, a summary of various 2D and 3D simula-
tions using iMFREE has been given, showing its superiority
over conventional numerical methods in modelling machining
operations. Firstly, very short computing times for machining
simulations can be realised through parallelisation on the GPU,
which can be exploited advantageously for optimisations. This
was demonstrated in a MRR optimisation and in the identifi-
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Fig. 11. Grinding of silicon: hydrostatic stress field under the diamond grain
(topview, left) and residual scratch depths (right) for a scratch depth of 500nm,
from [31].

cation of friction law and material constitutive model parame-
ters. Secondly, it was shown that parallelisation allows for high-
resolution simulations of chip formation and that chip segmen-
tation during the machining of Ti6Al4V can also be shown with
the classical JC model when the particle spacing is chosen be-
low the shear layer thickness, so that the use of JC extensions
with tanh-term [21, 22, 23] is not necessarily required to repre-
sent shear localisation.

The 3D simulations shown with single and multiple diamond
grains were only made possible by the GPU parallelisation,
which also demonstrated the ability of obtaining results within a
reasonable runtime. Using the CSPM correction scheme, it was
possible to reproduce the experimentally observed chip curl-
ing in the SPH simulation and in a multiple grain simulation
the effect of overlapping grain paths on tool wear were inves-
tigated. In another simulation diamond scratching in silicon in
the ductile mode was analysed where the cutting forces could
be reproduced with reasonable accuracy, but the normal force
was overestimated. The framework iMFREE serves as a basis
for further developments, of which two current research areas
are briefly introduced.

During simulations with coupled tool-workpiece heat con-
duction, it became apparent that the particle discretisation can
only represent the tool insufficiently accurately at the outer ar-
eas, which leads to significantly increased particle numbers, es-
pecially when using real tool geometries. The problem is illus-
trated in Figure 12. For this reason, iMFREE is being further
developed in [32] so that the tool is discretised by means of an
FEM mesh, thus greatly reducing the computational effort com-
pared to a pure SPH description. A special feature here is that
the FEM-SPH coupling is GPU parallelised, therefore main-
taining the overall performance of the solver.

The coupled FEM-SPH solver allows the instantaneous
modification of the tool geometry due to wear during the cut-
ting simulation. Several wear models, which are available in the
literature, are investigated and compared with orthogonal cut-
ting experiments, and insights for wear model calibration are
provided for numerical modelling methods. The progress of the
work can be found in the publication [33] at this conference.

| —

Fig. 12. Orthogonal cutting simulation using the SPH with the workpiece
coloured in blue and the tool in red. When using a full-scale (left) instead of
a reduced tool model (right), the total number of particles increases by a factor
of 3, thus leading to much higher runtimes.
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