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# Data-driven representations of conical, convex, and affine behaviors 

Alberto Padoan, Florian Dörfler, John Lygeros


#### Abstract

The paper studies conical, convex, and affine models in the framework of behavioral systems theory. We investigate basic properties of such behaviors and address the problem of constructing models from measured data. We prove that closed, shift-invariant, conical, convex, and affine models have the intersection property, thereby enabling the definition of most powerful unfalsified models based on infinite-horizon measurements. We then provide necessary and sufficient conditions for representing conical, convex, and affine finite-horizon behaviors using raw data matrices, expressing persistence of excitation requirements in terms of non-negative rank conditions. The applicability of our results is demonstrated by a numerical example arising in population ecology.


## I. Introduction

The behavioral approach to systems modeling is a milestone of systems and control theory. Introduced in the landmark papers [1-3], it has made substantial contributions to the field, decoupling system models from their representations resolving long-standing modeling challenges related to ports and input-output interconnections [4], and recently enabling a new wave of data-driven control algorithms via the fundamental lemma [5, 6].

At the heart of behavioral systems theory is the core principle that a system is characterized by its behavior, i.e., the set of all possible trajectories of the system. A system is linear if the corresponding behavior is a subspace. Over time, the focus of behavioral systems theory has been primarily directed to finite-dimensional, linear, time-invariant (LTI) systems [1-3], whose behaviors are closed, shiftinvariant, subspaces. However, behavioral systems theory remains largely unexplored for other classes of systems.

The objective of this paper is to challenge the standard assumption of linearity and examine the situation where the behavior of a system is a conical, convex, or affine set. Our investigation centers around the idea that such behaviors provide a powerful and tractable modeling tool. Conical and convex behaviors capture global information from sparse or limited data, often leading to simple representations. We illustrate this principle by considering the problem of building conical, convex, and affine models from measured data, both over finite and infinite time horizons.

Contributions: The main contributions of the paper can be summarized as follows. (i) We define systems with conical, convex, and affine behaviors and show that they possess a number of desirable properties. (ii) We study the

[^0]construction of conical, convex, and affine models from given measurements using the notion of most powerful unfalsified model [2]. We prove that discrete-time models with closed, shift-invariant, behaviors that are either conical (e.g., positive), convex, or affine have the intersection property, thereby enabling the definition of a most powerful unfalsified model [2]. (iii) We provide necessary and sufficient conditions echoing Willems' fundamental lemma [5] for representing finite-horizon behaviors of time-invariant, positive, linear and affine state-space systems using a Hankel matrix constructed from measured data, expressing persistence of excitation requirements in terms of non-negative low rank conditions. (iv) Finally, we illustrate with a numerical case study that prior information about the conicity and convexity of a system facilitates the construction of models from data.

Related work: The present paper builds on the notions of conical and convex systems introduced in [7], expanding their scope to conical behaviors that are not necessarily polyhedral. Willems' fundamental lemma [5] gives conditions for the image of a Hankel matrix constructed from a trajectory of the system to be a data-driven representation of the behavior of a discrete-time LTI system over a finite time horizon. An overview of different data-driven representations of finitedimensional LTI systems can be found in [6]. Data-driven representations of affine systems have been discussed, e.g., and [8]. A data-driven approach to the stabilization of positive linear state-space systems has been studied in [9]. A geometric view on data-driven behavioral systems theory has been explored in [10].

Paper organization: The rest of the paper is organized as follows. Section $\Pi$ focuses on conical, convex, and affine behaviors, covering their definition and elementary properties. Section III discusses the construction of conical, convex, and affine models from given measurements. Section $[\mathrm{IV}$ illustrates the theory with a numerical example. Section $\bar{\square}$ provides a summary of our main results and an outlook to future research directions. The proofs of our main results are deferred to the appendix.

Notation: The sets of positive and non-negative integers are denoted by $\mathbb{N}$ and $\mathbb{Z}_{+}$, respectively. The sets of real and nonnegative real numbers are denoted by $\mathbb{R}$ and $\mathbb{R}_{+}$, respectively. For $T \in \mathbb{N}$, the set of integers $\{1,2, \ldots, T\}$ is denoted by T. A map $f$ from $X$ to $Y$ is denoted by $f: X \rightarrow Y ;(Y)^{X}$ denotes the set of all such maps. The restriction of $f: X \rightarrow Y$ to a set $X^{\prime}$, with $X^{\prime} \cap X \neq \emptyset$, is denoted by $\left.f\right|_{X^{\prime}}$ and is defined by $\left.f\right|_{X^{\prime}}(x)=f(x)$ for $x \in X^{\prime} \cap X$. If $\mathcal{F} \subseteq(Y)^{X}$, then $\left.\mathcal{F}\right|_{X^{\prime}}$ denotes $\left\{\left.f\right|_{X^{\prime}}: f \in \mathcal{F}\right\}$. The vector whose entries are all one is denoted by $\mathbb{1}$. The rank of a matrix $M \in \mathbb{R}^{p \times m}$ is denoted by rank $M$.

## II. CONICAL, CONVEX, AND AFFINE BEHAVIORS

In the language of behavioral systems theory [1-3], a dynamical system (or, briefly, a system) is a triple $\Sigma=$ $(\mathbb{T}, \mathbb{W}, \mathcal{B})$, where $\mathbb{T}$ is the time set, $\mathbb{W}$ is the signal set, and $\mathcal{B} \subseteq(\mathbb{W})^{\mathbb{T}}$ is the behavior of the dynamical system. The time axis $\mathbb{T}$ is (usually) $\mathbb{Z}_{+}$for discrete-time systems or (sometimes) $\mathbb{R}_{+}$for continuous-time systems. The signal set $\mathbb{W}$ is assumed to be a linear space, unless otherwise stated. By a convenient abuse of terminology, we often identify a system with the corresponding behavior.

A trajectory is any element $w \in(\mathbb{W})^{\mathbb{T}}$. For discretetime systems, a trajectory of length $T \in \mathbb{N}$ is any element $\left.w \in(\mathbb{W})^{\mathbb{Z}}\right|_{[0, T-1]}$. By a convenient abuse of notation, we often identify trajectories of length $T \in \mathbb{N}$ with the corresponding vector $w=(w(0), \ldots, w(T-1)) \in \mathbb{W}^{T}$.

Given $\tau \in \mathbb{T}$ and a trajectory $w \in(\mathbb{W})^{\mathbb{T}}$, the (backwards) $\tau$-shift is defined as $\left(\sigma^{\tau} w\right)(\tau)=w(t+\tau)$ for all $t \in \mathbb{T}$. A discrete-time system $\Sigma$ is shift-invariant if the corresponding behavior $\mathcal{B}$ is such that $\sigma^{t}(\mathcal{B}) \subseteq \mathcal{B}$, for all $t \in \mathbb{Z}_{+}$, and complete if the condition $w \in \mathcal{B}$ holds if and only if $\left.\left.w\right|_{\left[t_{1}, t_{2}\right]} \in \mathcal{B}\right|_{\left[t_{1}, t_{2}\right]}$, for all $t_{1}, t_{2} \in \mathbb{Z}_{+}$, with $t_{1} \leq t_{2}$.

## A. Conical, convex, affine, and linear systems

A subset $K$ of $\mathbb{W}$ is a cone if $\alpha \in \mathbb{R}_{+}$and $x \in K$ imply $\alpha x \in K$ [11, p.1]. A subset $C$ of $\mathbb{W}$ is convex if $\alpha \in[0,1]$ and $x, y \in C$ imply $\alpha x+(1-\alpha) y \in C$ [11, p.1]. A subset $A \subseteq \mathbb{W}$ is a affine if $\alpha \in \mathbb{R}$ and $x, y \in A$ imply $\alpha x+(1-\alpha) y \in A[11, \mathrm{p} .1]$. The conical, convex, convex conical, affine, and linear hull of a subset $S$ of $\mathbb{W}$ are defined as [11, p.2]

$$
\begin{aligned}
\text { cone } S & =\bigcap\{K \subseteq \mathbb{W}: S \subseteq K, K \text { cone }\}, \\
\text { conv } S & =\bigcap\{C \subseteq \mathbb{W}: S \subseteq C, C \text { convex set }\}, \\
\text { cvxcone } S & =\bigcap\{V \subseteq \mathbb{W}: S \subseteq V, V \text { convex cone }\}, \\
\text { aff } S & =\bigcap\{A \subseteq \mathbb{W}: S \subseteq A, A \text { affine set }\}, \\
\operatorname{span} S & =\bigcap\{L \subseteq \mathbb{W}: S \subseteq L, L \text { linear space }\},
\end{aligned}
$$

respectively.
Definition 1. A dynamical system $\Sigma=(\mathbb{T}, \mathbb{W}, \mathcal{B})$ is conical (convex, affine, linear) if $\mathcal{B}$ is a cone (convex, affine, linear).
Convex and conical behaviors have been introduced in [7] with the aim of modeling constrained mechanical systems. However, they can model a much wider class of systems.

## B. Examples

1) Linear systems. Linear systems are obviously conical, convex, and affine. This includes infinite-dimensional linear systems (e.g., $y(t)=u(t-1)$ in continuous-time) as well as finite-dimensional LTI systems, such as any discrete-time, LTI, state-space system described by the equations

$$
\begin{equation*}
\sigma x=A x+B u, \quad y=C x+D u \tag{1}
\end{equation*}
$$

with $x(t) \in \mathbb{R}^{n}, u(t) \in \mathbb{R}^{m}$, and $y(t) \in \mathbb{R}^{p}$, whose behavior $\mathcal{B}=\left\{(u, y) \in\left(\mathbb{R}^{p+m}\right)^{\mathbb{Z}_{+}}: \exists x \in\left(\mathbb{R}^{n}\right)^{\mathbb{Z}_{+}}\right.$s.t. (1) holds $\}$ is always a complete, shift-invariant subspace [1].
2) Positive systems. Positive systems are broadly defined by behaviors which leave a cone invariant [12]. For example, the system (1) is positive if the non-negative orthant is invariant under its dynamics (1), i.e., if $x(0) \in \mathbb{R}_{+}^{n}$ and $u(t) \in \mathbb{R}_{+}^{m}$ imply $x(t) \in \mathbb{R}_{+}^{n}$ and $y(t) \in \mathbb{R}_{+}^{p}$ for all $t \in \mathbb{Z}_{+}$. Positivity of system (1) ensures that its restriction to the nonnegative orthant is well-defined; conicity and convexity follow directly from the properties of the non-negative orthant.
3) Sector conditions. Sector conditions and, more generally, dissipation inequalities model nonlinear, uncertain and time-varying behaviors of as subsets of a cone [13]. A function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ satisfies the sector condition $\varphi \in[\alpha, \beta]$ if

$$
\begin{equation*}
(\varphi(u)-\alpha u)(\varphi(u)-\beta u) \leq 0, \forall u \in \mathbb{R} \tag{2}
\end{equation*}
$$

with $-\infty \leq \alpha<\beta \leq \infty$. The sector condition $\varphi \in[\alpha, \beta]$ defines a memoryless system whose behavior $\mathcal{B}=\{(u, y) \in$ $\left.\left(\mathbb{R}^{p+m}\right)^{\mathbb{T}}:(y-\alpha u)(y-\beta u) \leq 0\right\}$ is a (quadratic) cone.

## C. Properties

We now turn our attention to conical, convex, and affine behaviors. We begin with a list of basic properties directly inherited from the underlying structure.

Lemma 1 (Algebraic and topological properties). The following are conical (convex, affine, linear) behaviors.
(i) The intersection of any family of conical (convex, affine, linear) behaviors
(ii) The image and preimage of a conical (convex, affine, linear) behavior under a linear mapping.
(iii) The Cartesian product of conical (convex, affine, linear) behaviors.
(iv) The sum of conical (convex, affine, linear) behaviors.
(v) If $(\mathbb{W})^{\mathbb{T}}$ is a topological space, the closure of conical (convex, affine, linear) behaviors.

The structure of a behavior can be also characterized in terms of the elements it contains. Recall that a ray is a cone of the form $K=\left\{\lambda w: \lambda \in \mathbb{R}_{+}\right\}$, with $w \neq 0$ [14, p.15]. A linear combination of (finitely many) elements $w_{1}, \ldots, w_{n} \in \mathbb{W}$ is an expression of the form $g_{1} w_{1}+\ldots+g_{n} w_{n}$, with $g=\left(g_{1}, \ldots, g_{n}\right) \in \mathbb{R}^{n}$. Conical, affine, and convex combinations are expressions of the same form such that $g \in \mathbb{R}_{+}^{n}$, $\mathbb{1}^{\top} g=1$, and both $\mathbb{1}^{\top} g=1$ and $g \in \mathbb{R}_{+}^{n}$, respectively.

Lemma 2 (Combinations). The following statements hold.
(i) A behavior is conical if and only if it contains its rays.
(ii) A behavior is linear (affine, convex, or convex conical) if and only if it contains all linear (affine, convex, or conical) combinations of its elements.

Time shifts and restrictions over finite time horizons play a key role in behavioral systems theory [1-3]. The next result links these operations with the properties discussed above.

Lemma 3. (Restrictions and time shifts) Let $\Sigma=(\mathbb{T}, \mathbb{W}, \mathcal{B})$ be a conical (convex, affine, linear) system. Then, for all $t \in \mathbb{T}$ and all $t_{1}, t_{2} \in \mathbb{T}$ such that $t_{1} \leq t_{2}$, both $\sigma^{t}(\mathcal{B})$ and $\left.\mathcal{B}\right|_{\left[t_{1}, t_{2}\right]}$ are a cone (convex set, affine set, linear space).

## III. From time series to discrete-time CONICAL, CONVEX, AFFINE, AND LINEAR SYSTEMS

In behavioral systems theory, a model of a system $\Sigma$ is simply a subset $\mathcal{B}$ of the set of all possible trajectories $\mathbb{W}^{\mathbb{}}$ [2]. In the same spirit, a model class $\mathcal{M}$ is any family of subsets of $\mathbb{W}^{\mathbb{T}}$ [2]. In this context, the most powerful unfalsified model describes the "element in a model class which explains a given set of observations and as little else as possible" [2, p.1]. The most powerful unfalsified model plays a fundamental role in the solution of the system identification problem [6].

## A. Most powerful unfalsified conical, convex, and affine models

Given a model class $\mathcal{M}$ and a trajectory $w_{d} \in \mathbb{W}^{\mathbb{T}}$, the corresponding identified model $\mathcal{B}_{\text {mpum }}\left(w_{d}\right)$ is the most powerful unfalsified model in the model class $\mathcal{M}$ based on the measurement $w_{d}$ if [2, Definition 4]
(i) $\mathcal{B}_{\text {mpum }}\left(w_{d}\right) \in \mathcal{M}$,
(ii) $w_{d} \in \mathcal{B}_{\text {mpum }}\left(w_{d}\right)$, and
(iii) $\mathcal{B} \in \mathcal{M}$ and $w_{d} \in \mathcal{B}$ imply $\mathcal{B}_{\text {mpum }}\left(w_{d}\right) \subseteq \mathcal{B}$.

The most powerful unfalsified model need not exist, but if it exists it is unique [2]. The most powerful unfalsified model in the model class $\mathcal{L}^{q}$ of discrete-time, finite-dimensional, LTI systems over $\mathbb{W}=\mathbb{R}^{q}$ based on the measurement $w_{d} \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$is [2]

$$
\begin{equation*}
\mathcal{B}_{\text {mpum }}\left(w_{d}\right)=\mathbf{c l}\left(\operatorname{span}\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right) \tag{3}
\end{equation*}
$$

where $\mathbf{c l}(S)$ is used to denote the closure of the set $S$.
We now establish an analogous result for the model classes $\mathcal{K}^{q}, \mathcal{C}^{q}$, and $\mathcal{A}^{q}$ of all discrete-time, closed, shift-invariant models that are conical, convex, and affine over $\mathbb{W}=\mathbb{R}^{q}$, respectively. The distinction between the most powerful unfalsified models in the model class $\mathcal{L}^{q}$ and those in $\mathcal{K}^{q}$, $\mathcal{C}^{q}$, and $\mathcal{A}^{q}$ is disarmingly simple: it suffices to replace span with cone, conv, and aff, respectively. The key technical tool behind this result is the next lemma.

Lemma 4 (Intersection property). The model classes $\mathcal{K}^{q}, \mathcal{C}^{q}$, and $\mathcal{A}^{q}$ have the intersection property, i.e., the intersection of any collection of elements of $\mathcal{M}$ is itself an element of $\mathcal{M}$.

We are now ready to state the main result of this section.
Theorem 1 (Most powerful unfalsified models). The most powerful unfalsified models in the model classes $\mathcal{K}^{q}, \mathcal{C}^{q}$, and $\mathcal{A}^{q}$ based on the measurement $w_{d} \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$are

$$
\begin{align*}
& \mathcal{B}_{\text {mpum }}\left(w_{d}\right)=\mathbf{c l}\left(\operatorname{cone}\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right)  \tag{4}\\
& \mathcal{B}_{\text {mpum }}\left(w_{d}\right)=\mathbf{c l}\left(\operatorname{conv}\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right)  \tag{5}\\
& \mathcal{B}_{\text {mpum }}\left(w_{d}\right)=\mathbf{c l}\left(\operatorname{aff}\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right) \tag{6}
\end{align*}
$$

Remark 1 (Complete and closed behaviors). The relationship between completeness and closedness for conical, convex, and affine systems has not been explored in our discussion. While completeness and closedness are equivalent for certain classes of discrete-time systems, including linear systems [1, p.567] and finite-polyhedra ${ }^{1}$ systems [7, p.44], it is unclear for what other classes of systems this relationship holds.

[^1]In the next section, we investigate finite-horizon, timeinvariant, linear and affine behaviors with the additional structural constraints enforced by positivity.

## B. On conical, convex, and affine models over finite-horizons

The cornerstone of several recent developments in the area of data driven control is a basic principle: given a discrete-time LTI system $\mathcal{B} \in \mathcal{L}^{q}$ and a trajectory of the system $w_{d} \in \mathbb{R}^{q T}$, the restricted behavior $\left.\mathcal{B}\right|_{[0, L-1]}$ can be represented by a raw data matrix, provided the time horizon $L$ is long enough and the data $w_{d}$ are sufficiently informative.

We now revisit a version of this principle from [15]. Recall that the order of an LTI system $\mathcal{B} \in \mathcal{L}^{q}$ with (minimal) statespace representation (1) is the smallest $n \in \mathbb{N}$ among all representations (1) and the lag is the smallest $\ell \in \mathbb{N}$ such that (in a minimal representation) the observability matrix

$$
\mathrm{O}_{\ell}=\left[\begin{array}{c}
C  \tag{7}\\
C A \\
\vdots \\
C A^{\ell-1}
\end{array}\right]
$$

is full rank. The Hankel matrix of depth $L \in \mathbf{T}$ associated with the trajectory $w_{d} \in \mathbb{R}^{q T}$ is defined as

$$
H_{L}\left(w_{d}\right)=\left[\begin{array}{cccc}
w_{d}(0) & w_{d}(1) & \cdots & w_{d}(T-L)  \tag{8}\\
w_{d}(1) & w_{d}(2) & \cdots & w_{d}(T-L+1) \\
\vdots & \vdots & \ddots & \vdots \\
w_{d}(L-1) & w_{d}(L) & \cdots & w_{d}(T-1)
\end{array}\right]
$$

With abuse of notation, we denote the linear, affine, convex, and convex conical hull of the columns of a ma$\operatorname{trix} M \in \mathbb{R}^{p \times m}$ by $\operatorname{span}(M), \operatorname{aff}(M), \operatorname{conv}(M)$, and cvxcone $(M)$, respectively.

Lemma 5. [15, Corollary 21] Let $\mathcal{B} \in \mathcal{L}^{q}$ be an LTI system of order $n$ and lag $\ell$ with state-space representation (17) Let $w_{d}=\left(u_{d}, y_{d}\right) \in \mathbb{R}^{q T}$ be a trajectory of the system and let $L \in \mathbf{T}$, with $L>\ell$. Then

$$
\begin{equation*}
\left.\mathcal{B}\right|_{[0, L-1]}=\operatorname{span} H_{L}\left(w_{d}\right) \tag{9}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\operatorname{rank} H_{L}\left(w_{d}\right)=m L+n \tag{10}
\end{equation*}
$$

The rank condition rank $H_{L}\left(w_{d}\right)=m L+n$ is referred to as the generalized persistence of excitation in [15]. By the fundamental lemma [5], the condition is guaranteed to hold for controllable systems if the input is persistently exciting of order $n+L$, in which case the rank condition

$$
\operatorname{rank}\left[\begin{array}{c}
H_{L}\left(u_{d}\right) \\
H_{1}\left(x_{d}\right)
\end{array}\right]=m L+n
$$

holds, where $x_{d}$ is the state trajectory of (1) corresponding to the input trajectory $u_{d}$. An overview of different variations of this principle can be found in the recent survey [6].

A conceptually similar result has been presented in [8] for affine, time-invariant (ATI) systems described by the state-space representation

$$
\begin{equation*}
\sigma x=A x+B u+E, \quad y=C x+D u+F \tag{11}
\end{equation*}
$$

| State-space representation | Positive? | Rank condition | Data-driven representation | Property |  |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sigma x=A x+B u$, | $y=C x+D u$ | $\boldsymbol{X}$ | $\operatorname{rank} H_{L}\left(w_{d}\right)=m L+n$ | $\left.\mathcal{B}\right\|_{[0, L-1]}=\left\{w: w=H_{L}\left(w_{d}\right) g, g \in \mathbb{R}^{T-L+1}\right\}$ | Linear |
| $\sigma x=A x+B u$, | $y=C x+D u$ | $\boldsymbol{V}$ | $\operatorname{rank}_{+} H_{L}\left(w_{d}\right)=m L+n$ | $\left.\mathcal{B}\right\|_{[0, L-1]}=\left\{w: w=H_{L}\left(w_{d}\right) g, g \in \mathbb{R}_{+}^{T-L+1}\right\}$ | Polyhedral |
| $\sigma x=A x+B u+E, y=C x+D u+F$ | $\boldsymbol{X}$ | $\operatorname{rank}\left[\begin{array}{c}H_{L}\left(w_{d}\right) \\ \mathbb{1}^{\top}\end{array}\right]=m L+n+1$ | $\left.\mathcal{B}\right\|_{[0, L-1]}=\left\{w: w=H_{L}\left(w_{d}\right) g, g \in \mathbb{R}^{T-L+1}, \mathbb{1}^{\top} g=1\right\}$ | Affine |  |
| $\sigma x=A x+B u+E$, | $y=C x+D u+F$ | $\boldsymbol{V}$ | $\operatorname{rank}_{+}\left[\begin{array}{c}H_{L}\left(w_{d}\right) \\ \mathbb{1}^{\top}\end{array}\right]=m L+n+1$ | $\left.\mathcal{B}\right\|_{[0, L-1]}=\left\{w: w=H_{L}\left(w_{d}\right) g, g \in \mathbb{R}_{+}^{T-L+1}, \mathbb{1}^{\top} g=1\right\}$ | $\operatorname{Simplex}$ |

TABLE I: State-space representations of linear and affine systems with associated positivity constraints, generalized persistence of excitation rank conditions, data-driven representations, and set-theoretic properties.
with $\left[\begin{array}{lll}A & B & E \\ C & D & F\end{array}\right] \in \mathbb{R}^{(n+p+1) \times(n+m+1)}$, using the same if and only if definitions given above for order and lag.

Lemma 6. [8, Theorem 1] Let $\mathcal{B} \in \mathcal{A}^{q}$ be an ATI system of order $n$ and lag $\ell$ with state-space representation (11). Let $w_{d}=\left(u_{d}, y_{d}\right) \in \mathbb{R}^{q T}$ be a trajectory of the system and let $L \in \mathbf{T}$, with $L>\ell$. Then

$$
\begin{equation*}
\left.\mathcal{B}\right|_{[0, L-1]}=\operatorname{aff} H_{L}\left(w_{d}\right) \tag{12}
\end{equation*}
$$

if and only if

$$
\operatorname{rank}\left[\begin{array}{c}
H_{L}\left(w_{d}\right)  \tag{13}\\
\mathbb{1}^{\top}
\end{array}\right]=m L+n+1
$$

To close this circle of ideas, we now establish analogous results for positive, linear and affine, time-invariant systems with state-space representations (1) and (11), respectively.

The analogy with Lemma 5 and Lemma 6 is again surprisingly simple. First, one needs to replace the usual notion of rank with that of non-negative rank of a matrix $M \in \mathbb{R}_{+}^{p \times m}$ [16], defined as the smallest $r \in \mathbb{N}$ such that $M=P Q$, with $P \in \mathbb{R}_{+}^{p \times r}$ and $Q \in \mathbb{R}_{+}^{r \times m}$, and denoted by $\operatorname{rank}_{+}(M)$. Second, one needs to require that the state trajectory $x_{d} \in \mathbb{R}^{n T}$ corresponding to the input trajectory $u_{d} \in \mathbb{R}^{m T}$ is such that the matrix $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$, i.e., $\mathbf{r a n k}_{+}\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]=m L+n$ and all rows and columns of $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ have at most one non-zero entry [17, p.67].

Theorem 2. Let $\mathcal{B} \in \mathcal{L}^{q}$ be an LTI, positive system of order $n$ and lag $\ell$ with state-space representation (1). Let $w_{d}=\left(u_{d}, y_{d}\right) \in \mathbb{R}^{q T}$ be a trajectory of the system, let $x_{d} \in \mathbb{R}^{n T}$ be the corresponding state trajectory, and let $L \in \mathbf{T}$, with $L>\ell$. Then

$$
\begin{equation*}
\left.\mathcal{B}\right|_{[0, L-1]}=\mathbf{c v x c o n e} H_{L}\left(w_{d}\right) \tag{14}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\mathbf{r a n k}_{+} H_{L}\left(w_{d}\right)=m L+n \tag{15}
\end{equation*}
$$

and $\left[\begin{array}{l}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$.
Theorem 3. Let $\mathcal{B} \in \mathcal{A}^{q}$ be an ATI, positive system of order $n$ and lag $\ell$ with state-space representation (11). Let $w_{d}=\left(u_{d}, y_{d}\right) \in \mathbb{R}^{q T}$ be a trajectory of the system, let $x_{d} \in \mathbb{R}^{n T}$ be the corresponding state trajectory, and let $L \in \mathbf{T}$, with $L>\ell$. Then

$$
\begin{equation*}
\left.\mathcal{B}\right|_{[0, L-1]}=\operatorname{conv} H_{L}\left(w_{d}\right) \tag{16}
\end{equation*}
$$

$$
\operatorname{rank}_{+}\left[\begin{array}{c}
H_{L}\left(w_{d}\right)  \tag{17}\\
\mathbb{1}^{\mathrm{T}}
\end{array}\right]=m L+n+1
$$

and $\left[\begin{array}{l}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$.
Table I summarizes the connections between the statespace representations (1) and (11), positivity constraints, generalized persistence of excitation rank conditions, datadriven representations, and set-theoretic properties.

Theorem 2 and Theorem 3 have a number of practical implications. While computing the non-negative rank of a matrix is NP-hard [18], there is a wealth of established algorithms that approximate the non-negative rank of a matrix within a certain factor of the true value [19]. This can be useful in practical applications not only when an exact value is required, but also when an estimate of the non-negative rank is sufficient (e.g., when the data is corrupted by noise).

Another important point is that the non-negative rank of a matrix is bounded below by its ordinary rank [16]. This is important in practice for input design or for situations where the non-negativity constrains can be disregarded. In this case, one can generate non-negative persistently exciting signals (in an ordinary sense) and check a fortiori that the data are informative, because the rank conditions (10) and 13 imply the non-negative rank conditions (15) and (17), respectively.

Another key point is the requirement for the matrix $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ to have a monomial submatrix of order $m L+n$. The condition may appear to be difficult to verify from data, since state trajectory measurements are typically not available. However, preliminary results indicate that this condition is guaranteed to hold for reachable positive systems [12], provided that $H_{L}\left(u_{d}\right)$ has a monomial matrix of order $n+L$.

Finally, we emphasize that persistence of excitation requirements imposed by non-negative rank conditions are weaker than those imposed by standard rank conditions, despite being generally harder to compute. This is a reflection of the general principle that adding prior information about (the positivity of) a system facilitates the construction of models from data. The next section provides an example to illustrate this point.

## IV. Positivity-Informed data-driven modeling

Positivity of a system is crucial when evaluating if given data are informative for a prescribed model class. We now illustrate this point by considering the Leslie model [20], a classical model of population ecology used to study the dynamics of population growth. The model is discrete-time
and age-structured: the evolution of a population over time is described by dividing individuals into $n$ different age classes, indexed by $i \in \mathbf{n}$ and ordered so that $i=1$ is the class of newborns. The model relies on the assumption that the growth of the population depends on constant fertility rates, $\alpha_{i} \in \mathbb{R}_{+}$, and constant survival rates, $\beta_{i} \in[0,1]$, respectively. The dynamics of the model are described by the equations

$$
\sigma x=\left[\begin{array}{ccccc}
\alpha_{1} & \alpha_{2} & \cdots & \alpha_{n-1} & \alpha_{n}  \tag{18a}\\
\beta_{1} & 0 & \cdots & 0 & 0 \\
0 & \beta_{2} & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & 0 & \vdots \\
0 & \cdots & 0 & \beta_{n} & 0
\end{array}\right] x
$$

where $x_{i}(t) \in \mathbb{R}_{+}^{n}$ is the number of individuals in the age class $i \in \mathbf{n}$ at time $t \in \mathbb{Z}_{+}$. We define the output as the total number of individuals in the last $k \in \mathbf{n}$ age classes, i.e.,

$$
y=\left[\begin{array}{lllll}
c_{1} & c_{2} & \cdots & \cdots & c_{n} \tag{18b}
\end{array}\right] x
$$

where $c_{i}=0$, if $i \in \mathbf{n}-\mathbf{k}$, and $c_{i}=1$, otherwise. The system is LTI, positive, and autonomous (i.e., $m=0$ ).

For illustration, consider the Leslie model (18) defined by the matrices

$$
A=\left[\begin{array}{llll}
0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right], \quad C=\left[\begin{array}{llll}
0 & 0 & 1 & 1
\end{array}\right]
$$

The order and the lag of the system are $n=4$ and $\ell=4$, respectively. Now consider the trajectory $w_{d} \in \mathbb{R}_{+}^{7}$ of the system of length $T=7$ corresponding to the initial condition $x(0)=\left[\begin{array}{llll}1 & 0 & 0 & 0\end{array}\right]^{\top}$, i.e., $\left.w_{d}=\left[\begin{array}{llllll}0 & 0 & 1 & 1 & 0 & 0\end{array}\right]\right]^{\top}$. The Hankel matrix of depth $L=4$ associated with the trajectory $w_{d}$ is

$$
H_{4}\left(w_{d}\right)=\left[\begin{array}{cccc}
0 & 0 & 1 & 1 \\
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 0 \\
1 & 0 & 0 & 1
\end{array}\right]
$$

The rank of the matrix $H_{4}\left(w_{d}\right)$ is rank $H_{4}\left(w_{d}\right)=3$. By Lemma5 this implies that the restricted behavior $\left.\mathcal{B}\right|_{[0,3]}$ is not represented by span $H_{4}\left(w_{d}\right)$. By contrast, the non-negative rank of the matrix $H_{4}\left(w_{d}\right)$ is rank $_{+} H_{4}\left(w_{d}\right)=4$. This is because column permutations do not affect the non-negative rank of a matrix [7] and because multiplying $H_{4}\left(w_{d}\right)$ by a suitable permutation matrix $\Pi \in \mathbb{R}^{4 \times 4}$ yields

$$
H_{4}\left(w_{d}\right) \Pi=\left[\begin{array}{llll}
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 1 \\
1 & 0 & 0 & 1
\end{array}\right]
$$

whose non-negative rank is $\operatorname{rank}_{+} H_{4}\left(w_{d}\right) \Pi=4$ [17, p.84]. Furthermore, we have $H_{1}\left(x_{d}\right)=I$ and, hence, $H_{4}\left(w_{d}\right)=\mathrm{O}_{4}$. By Theorem 2, we conclude that $\left.\mathcal{B}\right|_{[0,3]}=$ cvxcone $H_{4}\left(w_{d}\right)$. As anticipated, this reflects the general principle that having prior information about (the positivity of) a system facilitates the construction of models from data.

## V. Conclusion

The paper has explored the role of conical and convex models in behavioral systems theory. Our analysis of their basic properties, as well as their construction from measured data, suggests that imposing a conical and convex structure on a behavior leads to tractable representations, which retain many of the desirable properties of LTI models.

## APPENDIX

Proof of Lemma 3. The first claim follows directly from Lemma 1 . since the $t$-shift $\sigma^{t}$ is a linear map for any $t \in \mathbb{T}$. For the second claim, assume $\mathcal{B}$ is a cone. Fix $\alpha \in \mathbb{R}_{+}$and $t_{1}, t_{2} \in \mathbb{T}$, with $t_{1} \leq t_{2}$. Then

$$
\begin{align*}
\left.w \in \mathcal{B}\right|_{\left[t_{1}, t_{2}\right]} & \Rightarrow \exists v \in \mathcal{B}:\left.w\right|_{\left[t_{1}, t_{2}\right]}=\left.v\right|_{\left[t_{1}, t_{2}\right]}  \tag{def}\\
& \Rightarrow \alpha v \in \mathcal{B}  \tag{conicity}\\
& \left.\Rightarrow \alpha w\right|_{\left[t_{1}, t_{2}\right]}=\left.\left.\alpha v\right|_{\left[t_{1}, t_{2}\right]} \in \mathcal{B}\right|_{\left[t_{1}, t_{2}\right]} \tag{def}
\end{align*}
$$

which shows that $\left.\mathcal{B}\right|_{\left[t_{1}, t_{2}\right]}$ is a cone. The proof is similar for convex (affine, linear) systems and it is thus omitted.

Proof of Lemma 4 Let $\left\{\mathcal{B}_{j}\right\}_{j \in J}$ be a (possibly uncountably infinite) collection of closed, shift-invariant, conical behaviors. Then $\cap_{j \in J} \mathcal{B}_{j}$ is clearly a cone and a closed set. Moreover, $\cap_{j \in J} \mathcal{B}_{j}$ is shift-invariant, since

$$
\sigma^{t}\left(\cap_{j \in J} \mathcal{B}_{j}\right) \subseteq \cap_{j \in J} \sigma^{t}\left(\mathcal{B}_{j}\right) \subseteq \cap_{j \in J} \mathcal{B}_{j}, \text { for all } t \in \mathbb{Z}_{+}
$$

This proves that $\cap_{j \in J} \mathcal{B}_{j}$ is a closed shift-invariant cone and, hence, that the model class $\mathcal{K}^{q}$ has the intersection property. Similar arguments apply to the model classes $\mathcal{C}^{q}$ and $\mathcal{A}^{q}$.
Proof of Theorem 11 By Lemma 4, the model classes $\mathcal{K}^{q}$, $\mathcal{C}^{q}$, and $\mathcal{A}^{q}$ have the intersection property. By [2, Proposition 11], if a model class $\mathcal{M}$ has the intersection property and if $w_{d} \in\left(\mathbb{R}^{q}\right)^{\mathbb{Z}_{+}}$, the most powerful unfalsified model in the model class $\mathcal{M}$ based on the measurement $w_{d}$ is well-defined, unique, and given by $\mathcal{B}_{\text {mpum }}\left(w_{d}\right)=\bigcap_{\left\{\mathcal{B} \in \mathcal{M}: w_{d} \in \mathcal{B}\right\}} \mathcal{B}$. Thus, it suffices to verify this expression boils down to (4), (5) and (6) for the model classes $\mathcal{K}^{q}, \mathcal{C}^{q}$, and $\mathcal{A}^{q}$, respectively.

Let $\mathcal{M}=\mathcal{K}^{q}$ and $\tilde{\mathcal{B}}=\boldsymbol{\operatorname { c l }}\left(\boldsymbol{\operatorname { c o n e }}\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right)$. By definition, $\tilde{\mathcal{B}}$ is closed, shift-invariant, and conical, i.e., $\tilde{\mathcal{B}} \in \mathcal{K}^{q}$. Furthermore, $w_{d} \in \tilde{\mathcal{B}}$. Finally, if $\mathcal{B} \in \mathcal{K}^{q}$ is such that $w_{d} \in \mathcal{B}$, then $w_{d} \in \mathcal{B}$ implies cone $\left\{w_{d}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\} \subseteq \mathcal{B}$ (by conicity and shiftinvariance) and $\left.\boldsymbol{\operatorname { c l }}\left(\underset{\tilde{\mathcal{B}}}{\boldsymbol{\operatorname { c o n e }}\left\{w_{d}\right.}, \sigma w_{d}, \sigma^{2} w_{d}, \ldots\right\}\right) \subseteq \mathcal{B}$ (since $\mathcal{B}$ is closed), that is, $\tilde{\mathcal{B}} \subseteq \mathcal{B}$. By uniqueness, we conclude that $\tilde{\mathcal{B}}$ is the most powerful unfalsified model in the model class $\mathcal{K}^{q}$ based on the measurement $w_{d}$. Similar considerations hold, mutatis mutandis, for the model classes $\mathcal{C}^{q}$ and $\mathcal{A}^{q}$.

Proof of Theorem 2. Let $L \in \mathbf{T}$, with $L>\ell$. The proof relies on the key identity

$$
\begin{equation*}
\left.\mathcal{B}\right|_{[0, L-1]}=\operatorname{cvxcone}\left(M_{L}\right) \tag{19}
\end{equation*}
$$

where $M_{L} \in \mathbb{R}^{(q L) \times(m L+n)}$ is defined as

$$
M_{L}=\Pi\left[\begin{array}{cc}
I & 0  \tag{20}\\
\mathrm{~T}_{L} & \mathrm{O}_{L}
\end{array}\right]
$$

with $\Pi \in \mathbb{R}^{(q L) \times(q L)}$ a permutation matrix, $\mathrm{O}_{L} \in \mathbb{R}^{(p L) \times n}$ the observability matrix defined in (7), and $\mathrm{T}_{L} \in \mathbb{R}^{(p L) \times(m L)}$ the (block-Toeplitz) convolution matrix

$$
\mathrm{T}_{L}=\left[\begin{array}{cccc}
D & 0 & \cdots & 0  \tag{21}\\
C B & D & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
C A^{L-2} B & \cdots & C B & D
\end{array}\right]
$$

Furthermore, we have

$$
H_{L}\left(w_{d}\right)=M_{L}\left[\begin{array}{c}
H_{L}\left(u_{d}\right)  \tag{22}\\
H_{1}\left(x_{d}\right)
\end{array}\right]
$$

since $w_{d}$ is (by assumption) a trajectory of the system.
(Only if). Assume $\left.\mathcal{B}\right|_{[0, L-1]}=\mathbf{c v x c o n e} H_{L}\left(w_{d}\right)$. Then

$$
\begin{equation*}
\operatorname{cvxcone}\left(M_{L}\right) \stackrel{\sqrt{19}}{=} \operatorname{cvxcone}\left(H_{L}\left(w_{d}\right)\right) \tag{23}
\end{equation*}
$$

which, in view of [14, Theorem 14.1], is equivalent to

$$
\begin{equation*}
\operatorname{cvxcone}\left(M_{L}\right)^{*}=\operatorname{cvxcone}\left(H_{L}\left(w_{d}\right)\right)^{*} \tag{24}
\end{equation*}
$$

where $C^{*}$ denotes the polar cone of the set $C$ [14, p.121]. On the one hand, 24) implies

$$
\begin{equation*}
\operatorname{cvxcone}\left(M_{L}\right)^{*} \subseteq \operatorname{cvxcone}\left(H_{L}\left(w_{d}\right)\right)^{*} \tag{25}
\end{equation*}
$$

By Haar's Lemma [7, p.28], 25) implies

$$
\begin{equation*}
H_{L}\left(w_{d}\right)=M_{L} P \tag{26}
\end{equation*}
$$

for some $P \in \mathbb{R}_{+}^{(m L+n) \times(T-L+1)}$. This, in turn, implies

$$
\begin{equation*}
\mathbf{r a n k}_{+} H_{L}\left(w_{d}\right) \leq m L+n \tag{27}
\end{equation*}
$$

On the other hand, 24 implies

$$
\begin{equation*}
\operatorname{cvxcone}\left(H_{L}\left(w_{d}\right)\right)^{*} \subseteq \operatorname{cvxcone}\left(M_{L}\right)^{*} \tag{28}
\end{equation*}
$$

By Haar's Lemma [7, p.28], 28) implies

$$
\begin{equation*}
M_{L}=H_{L}\left(w_{d}\right) Q \tag{29}
\end{equation*}
$$

for some $Q \in \mathbb{R}_{+}^{(T-L+1) \times(m L+n)}$. Then

$$
\begin{align*}
m L+n & =\operatorname{rank} M_{L}  \tag{30a}\\
& \leq \operatorname{rank}_{+} M_{L}  \tag{30b}\\
& \leq \min \left\{\mathbf{r a n k}_{+} H_{L}\left(w_{d}\right), \mathbf{r a n k}_{+} Q\right\}  \tag{30c}\\
& \leq \min \left\{\mathbf{r a n k}_{+} H_{L}\left(w_{d}\right), m L+n\right\} \tag{30d}
\end{align*}
$$

where 30a follows from $L>\ell$, 30b follows from [16, Lemma 2.3], 30c follows from [16, Lemma 2.6], and 30d follows from $\min \{T-L+1, m L+n\} \leq m L+n$. Then (27) and (30) imply

$$
\begin{equation*}
\mathbf{r a n k}_{+} H_{L}\left(w_{d}\right)=m L+n \tag{31}
\end{equation*}
$$

Next, we show that the matrix $\left[\begin{array}{l}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$. First, note that

$$
M_{L} \stackrel{29}{=} H_{L}\left(w_{d}\right) Q \stackrel{22}{=} M_{L}\left[\begin{array}{c}
H_{L}\left(u_{d}\right) \\
H_{1}\left(x_{d}\right)
\end{array}\right] Q,
$$

which implies $M_{L}\left(\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right] Q-I\right)=0$. However, $\operatorname{ker} M_{L}=$ $\{0\}$, since $\operatorname{rank} M_{L}=m L+n$. Then

$$
\left[\begin{array}{l}
H_{L}\left(u_{d}\right)  \tag{32}\\
H_{1}\left(x_{d}\right)
\end{array}\right] Q=I .
$$

Thus, the full rank non-negative matrix $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ admits nonnegative right inverse $Q$. By [21, Lemma 2], this implies that $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$.
(If) Assume $\operatorname{rank}_{+} H_{L}\left(w_{d}\right)=m L+n$ and $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ has a monomial submatrix of order $m L+n$. By Haar's Lemma [7, p.28], (22) directly implies (25]. Furthermore, in view of $\operatorname{rank}_{+} M_{L}=m L+n$ and [21, Lemma 2], the (full rank) non-negative matrix $\left[\begin{array}{c}H_{L}\left(u_{d}\right) \\ H_{1}\left(x_{d}\right)\end{array}\right]$ admits non-negative right inverse $Q$ such that $\sqrt{32}$ holds. Then $\sqrt{22}$ and 32 together imply (29). By Haar's Lemma [7, p.28], 29) implies 28. By combining (25) and 28), we obtain (24), which in view of [14, Theorem 14.1], is equivalent to (23). Finally, using (19), we conclude that $\left.\mathcal{B}\right|_{[0, L-1]}=\mathbf{c v x c o n e} H_{L}\left(w_{d}\right)$.

The proof of Theorem 3 is similar to that of Theorem 2 and, hence, it is omitted in the interest of space.
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