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Abstract

What determines media coverage on cyber conflict (CC)? Media bias fostering misperception is a well-established
problem in conflict reporting. Because of the secrecy and complexity surrounding cyber operations (COs), where
most data moreover come from marketing publications by private sector firms, this problem is likely to be especially
pronounced in reporting on cyber threats. Because media reporting shapes public perception, such bias can shape
conflict dynamics and outcomes with potentially destabilizing consequences. Yet little research has examined media
bias systematically. This study connects existing literature on media reporting bias with the CC literature to
formulate four theoretical explanations for variation in reporting on COs based on four corresponding characteristics
of a CO. We introduce a new dataset of COs reporting by the private sector, which we call the Cyber Conflict Media
Coverage Dataset, and media reporting on each of these operations. Consequently, we conduct a statistical analysis to
identify which of these characteristics correlate with reporting quantity. This analysis shows that the use of novel
techniques, specifically zero-day exploits, is a highly significant predictor of coverage quantity. Operations targeting
the military or financial sector generate less coverage. We also find that cyber effect operations tend to receive more
coverage compared to espionage, but this result is not statistically significant. Nonetheless, the predictive models
explain limited variation in news coverage. These findings indicate that COs are treated differently in the media than
other forms of conflict, and help explain persistent threat perception among the public despite the absence of
catastrophic cyberattacks.
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Introduction

Cyber threats remain a mysterious menace. Their secrecy
and technical complexity hamper clear assessments and
produce lingering uncertainty concerning the nature of
the threat, its origins and its extent (Clarke and Knake,
2010; Kello, 2013; Lindsay, 2013). This situation fosters
misperception and miscalculation – undermining
stability and raising the risk of inadvertent or accidental
escalation in crises (Buchanan, 2020; Buchanan
and Cunningham, 2020; Jervis, 2017). An emerging

consensus in cybersecurity scholarship holds cyber
operations (COs) to be a low-intensity alternative to
warfare (Buchanan, 2020; Harknett and Smeets, 2022;
Maschmeyer, 2021). Accordingly, other articles in this
special issue examine the use of COs for espionage as well
as for influence operations (Akoto, 2024; Vicic and
Gartzke, 2024).
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And yet, a growing body of research using survey
experiments indicates that exposure to cyberattacks
evokes emotional responses and psychological distress
among the public (Gomez and Villar, 2018; Gross
et al., 2017; Shandler et al., 2022). These findings may
explain why, although catastrophic attacks have not hap-
pened, most United States citizens still perceive cyber-
attacks to be the greatest national security threat, even
above nuclear weapons (Visé, 2023). Consequently, even
if cyber-attacks themselves remain low in intensity, pub-
lic threat perception may still increase the risk of escala-
tion by pressuring governments to retaliate (Jardine and
Shandler, 2024; Shandler et al., 2022, 2023). Moreover,
how cyber-attacks are perceived can shape public opin-
ion concerning security policy, such as attitudes towards
surveillance (Arsenault et al., forthcoming). Importantly,
media reporting is a key determinant of public percep-
tion of cyber threats (Gomez, 2019; Snider et al., 2021).
How the media reports cyber threats, therefore, may
contribute towards instability and escalation risks in
cyber conflict (CC) as well as produce spillover effects
on wider security policy.

In the ideal case, media reporting reduces uncertainty
by providing the public (and decision-makers) with
information on operations whose sponsors strive to keep
secret. Previous research has shown that the prevalence of
online media, in combination with well-oiled media eco-
systems, can even reduce the likelihood of states opting
in favour of covert operations against other states where
these conditions are present due to perceived risk of
exposure (Joseph and Poznansky, 2018). Yet, in practice
not all cyber threats are created equal – nor does the
media report about events consistently.

Consider the following example: in February 2014,
cyber threat intelligence firm Kaspersky Lab published a
report on ‘The Mask,’ a hacking group that was said to
be likely backed by an unknown national government
targeting a wide range of targets including government
agencies, diplomatic offices and energy companies
(Donohue, 2014). Kaspersky described the activity of
The Mask as the ‘The world’s most sophisticated APT
[Advanced Persistent Threat] Campaign’ (Donohue,
2014). The threat intelligence company reported that
the hacking group has been operating since at least
2007. In the subsequent months, several experts wrote
about the hacking group – such as Bruce Schneier
making the case that they were part of the Spanish intel-
ligence services.1 Some journalists also reported on the
tradecraft of this group, and its targeting patterns
(Leyden, 2014; Menn and Finkle, 2014). Yet, most
media outlets paid scant attention. Reporting on the

group did not reach the front page of major newspapers.
In fact, most did not even write a short story for their
online audience.

Four years later, in 2018, the same company,
Kaspersky Lab, wrote a report on Olympic Destroyer,
the hacking attack on the 2018 Olympics that ‘tempo-
rarily paralyzed IT [information technology] systems,
shutdown display monitors, crippled Wi-Fi and shut-
tered the Olympics website preventing visitors from
printing tickets’ (Spring, 2018). Other threat intelli-
gence companies, such as Talos Checkpoint, also
tracked this operation.2 When the private sector
released information about Olympic Destroyer it
received wide coverage in the media. Over 2000 media
stories were published.3

The two examples illustrate the significant variation in
media coverage of COs. This article examines what
explains this variation. Why do some COs receive more
media attention than others? Answering this question is
of great value not only for policy making, but also for
understanding public perception of cyber threats – with
important implications for stability.

Yet, there has been surprisingly little analysis
addressing this question. Our current understanding of
why some operations receive more news coverage than
others is based solely on anecdotal evidence. Existing
research highlights bias within news reporting, such as
threat inflation towards ‘cyber doom’ scenarios and a
hype of sophistication (Buchanan, 2017; Dunn-
Cavelty, 2008, 2013; Lawson, 2013). Yet, no scholar-
ship has examined which factors determine news
coverage of COs. Consequently, the importance of
quantitative data cannot be overstated in the study of
biases in news coverage of COs. While case examples
and anecdotes can provide valuable insights, they cannot
offer the same level of generalizability and rigour that a
quantitative analysis can.

In line with the goals of the special issue, ‘cyber-
conflict: moving from speculation to investigation’
(Shandler and Canetti, 2024), we conduct the first quan-
titative analysis of the determinants of media attention in
CC reporting. This study connects existing literature on
media reporting bias with the CC literature to formulate
four theoretical explanations of variation in reporting.
These explanations focus on effect intensity, target,
sophistication, and origin of a cyberattack, respectively.

To assess alternate explanations about variation in
media reporting, we first introduce a new dataset of COs
reporting, which we call the Cyber Conflict Media Cov-
erage Dataset. This dataset is the most complete dataset
of COs based on reporting from commercial threat
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intelligence providers, from which journalists get much
of their information. Subsequently, we trace media
reporting on each of these operations and conduct a
statistical analysis to identify which of the characteristics
in the previous step correlate with reporting quantity.

We obtain four main results. First, when a CO has
used a zero-day exploit to gain or escalate access it is
associated with 359–398 more stories, or 165–169%
more, relative to operations that do not use zero-day
attacks. Second, we find that disruptive and destructive
COs generate significantly more news stories than their
espionage counterparts. For example, when we use neg-
ative binomial models, we find that they generate 408–
514 more news stories. Similarly, when we compress the
distribution of stories by taking its logarithm, we find
that they generate 84–100% more stories. We find sta-
tistically insignificant effects associated with the target
country, for example, United States, the Group of Seven
(an intergovernmental political and economic forum
consisting of Canada, France, Germany, Italy, Japan, the
United Kingdom and the United States) or Group of 20
(G20, an intergovernmental forum comprising Argen-
tina, Australia, Brazil, Canada, China, France, Germany,
India, Indonesia, Italy, Japan, Republic of Korea,
Mexico, Russia, Saudi Arabia, South Africa, Türkiye,
United Kingdom and United States, as well as the Eur-
opean Union and the African Union). Third, we find
that certain sectors, namely healthcare and energy,
receive much more coverage than operations targeting
the military, government, finance, or media.

Fourth, we find interesting intertemporal patterns in
coverage. Specifically, news stories after a six months
period are generally positively predictive of news stories
after 12 months, and news stories after 12 months are
highly predictive of news stories after 18 months. While
there could be some mean reversion in the short run, we
do find long run persistence of stories. This is intuitive:
given the same editor and momentum that builds up
after a story, continued coverage will continue. None-
theless, we recognize that some of our statistical estimates
have large standard errors, so we caution that more data
are needed to make fully definitive conclusions.

Prior research has shown that reporting by
commercial threat intelligence firms is biased by their
business interests, prioritizing high-profile threats and
neglecting threats to weaker actors (Egloff, 2020; Masch-
meyer et al., 2021; Work, 2020). Media reporting thus
builds on a data source already subject to significant bias
– and introduces its own bias by selecting and prioritiz-
ing material most likely to catch the attention of its target
audiences. We measure its effects and show that the

result is a ‘double bias,’ where only a fraction of a fraction
of activity gets reported on, distorting academic and
policy debates.

Theoretical propositions

We examine bias in media coverage of COs. Previous
research has documented bias in private sector reporting
on COs due to underlying business incentives, which
privilege operations that score high on one or more of
three key characteristics: (a) using unique tactics, tech-
niques and procedures; (b) targeting of a high-profile
victim; and (c), being sponsored by a high-profile threat
actor (Maschmeyer et al., 2021). We assess whether the
media reporting of such threats adds another source of
bias, creating ‘double bias.’

Media bias in general is a well-established and
multifaceted problem, documented by a large body of
research (Alterman, 2003; Baron, 2006; Groseclose and
Milyo, 2005; Innis, 1951; Niven, 1999). We focus on
print media, mainly for reasons of data collection – more
on this further below. Within this media type, we exam-
ine a specific type of bias, namely selection bias, which is
defined as ‘the selection of but a few of the many possible
events to observe and report’ (McCarthy et al., 1996). Its
main cause is straightforward: just like private threat
intelligence firms are driven by incentives that shape
their reporting, so are media organizations. Previous
research identifies two key incentives: maximizing atten-
tion; and the sale of advertising space (Ellman and Ger-
mano, 2009). A large body of research has assessed the
determinants of media selection bias in reporting inter-
national security events, such as civil conflict, drone
attacks and terrorism (Berlemann and Thomas, 2019;
Kearns et al., 2019; Moeller, 2006; Shoemaker and
Cohen, 2006). We connect insights from these studies
with the literature on CC to set up a novel theoretical
framework on biases in CC media reporting. We identify
four core characteristics that determine coverage, as laid
out below.

Effects intensity
The more violent and grisly a news story, the more
attention it tends to generate. This dynamic is captured
by the well-worn trope, ‘if it bleeds, it leads,’ attributed
to 19th century newspaper publisher William Randolph
Hearst. Empirical research confirms this adage, with
Miller and Albert (2015) finding clear statistical evidence
that the quantity of news coverage of a given conflict
increases with the quantity of fatalities. Apart from fatal-
ities, research by Snyder and Kelley (1977) has shown
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that conflict intensity in general is a significant predictor
of the quantity of newspaper coverage. Mueller (1997)
has shown the same to be the case concerning the
intensity of protests.

Accordingly, we expect the intensity of effects a CO
produces to be similarly predictive of the quantity of
news coverage it receives. Especially considering that
critical researchers have identified the media as a key
driver of heightened threat perception and fear of cyber
doom (Dunn-Cavelty, 2013; Lawson and Middleton,
2019), we would expect media reporting to concentrate
on the most intense and thus threatening effects. There
are two types COs: those that passively monitor activity
or steal information; and those that produce active effects
against targeted systems, such as disruption, denial,
degradation, or destruction. In technical circles, the
former are commonly known as computer network
exploitation (CNE), whereas the latter are referred to
as computer network attacks (CNA) (Zetter, 2016).4 For
simplicity, and because there exists no common scale of
effects intensity in COs, we use this binary distinction to
measure intensity. Because we expect effects intensity to
predict coverage quantity, we thus formulate the follow-
ing first hypothesis:

Hypothesis 1: CNA receives more news coverage
than CNE.

Since more intense effects tend to receive more
frequent news coverage, and since CNAs generate more
intense effects than CNE, we expect CNAs to receive
relatively more news coverage.

Target type
Apart from effects, the target of a CO is expected to be
equally important. Shoemaker and Cohen (2006) have
established a basic model of newsworthiness with a gen-
eral measure of target significance as a key determinant of
coverage quantity. In reporting on terrorism, the quan-
tity of coverage tends to increase with the political or
symbolic significance of the target (Nacos, 2016).

Similarly, Kearns et al. (2019) found target type to be
a key predictor of news coverage, where terrorism against
government targets received more coverage than non-
government targets. Finally, an auxiliary source of bias
is the target’s distance to the media outlet. Berlemann
and Thomas (2019) found systematic evidence of such
distance bias in reporting of natural disaster. We expect
the same types of biases to apply to reporting on cyber
threats. This expectation is warranted since public
perception and framing of cyber threats shows key

parallels to both terrorism and natural disasters, particu-
larly concerning recurring ‘cyber doom’ scenarios
(Dunn-Cavelty, 2008, 2013; Lawson, 2013). Based on
these expectations and previous research, we formulate
the following hypothesis:

Hypothesis 2: When an operation targets entities in
the Global North it receives more news coverage.

Because most threat intelligence firms and their
prospective customers are in the Global North, we
expect COs in that area to be more likely to get reported
than those in the Global South. Since the English-
language news media we examine are also predominantly
located in the Global North, and since news media have
exhibited a distance bias, we expect them to be more
likely to cover private sector reporting on COs in that
area than in the Global South.

Sophistication
The third characteristic of COs we expect to correlate
with media reporting quantity is perceived sophistica-
tion. The term is ubiquitous in private sector and media
reports, yet rarely defined. Aitel introduced a five-level
framework to score the sophistication of a CO (Aitel,
2016), which allows a nuanced classification. However,
likely due to this complexity, in practice the term
remains ill-defined to such a degree that Buchanan
claims the idea of sophisticated hackers has assumed the
status of a ‘legend’– ubiquitous, awe-inspiring and rarely
questioned (Buchanan, 2017). The media is expected to
pick up on easy to use and understand indicators of
sophistication. The indicator that stands out are zero-
days (Healey, 2016; Joyce, 2016; Smeets, 2022). Zero-
days are vulnerabilities in software or hardware that are
unknown to the vendor and the user(s) of the former
(Zetter, 2014).

We expect COs with unique characteristics along the
lines just outlined to receive more reporting for two
reasons. First, there is a known media selection bias
towards quirky and astonishing stories in disaster report-
ing (Moeller, 2006: 184). We expect the same to be the
case with COs, hence the more sophisticated and thus
astonishing a CO is, the likelier it is to be picked up.
Second, and conversely, however, Moeller also argues
that simplicity of natural disasters is a key predictor of
reporting quantity (Moeller, 2006: 184–186). Accord-
ingly, we expect that easily observable indicators of
sophistication are more likely to predict reporting vol-
ume than complex investigations across the sophistica-
tion framework proposed by Aitel (2016) and Buchanan
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(2017) (see further above). We thus formulate the
following hypothesis:

Hypothesis 3: COs with easily observable indicators
of sophistication (i.e. use of zero-day exploits)
receive more news coverage than those with less
easily observable indicators of sophistication.

Because the legend of sophistication generates
attention, and because past research indicates reporting
tends to favour simpler incidents over more complex
ones, we expect COs with easily observable (and explain-
able) indicators of sophistication, namely the presence of
zero-day exploits, to receive more frequent coverage than
those without such easily observable indicators.

Threat origin
The fourth and final aspect is threat origin. Existing
communications research shows a media bias towards
those not part of the audience in-group, and a corre-
sponding overrepresentation of non-white people in
news about terrorism (Kearns et al., 2019: 989). Apply-
ing this finding to the concept of a ‘threat actor,’ used in
threat intelligence reporting to refer to a hacking group,
we would accordingly expect those actors not part of the
audience’s ‘in-group’ to be overrepresented in media
reporting. This expectation fits with previous research
on threat intelligence reporting suggesting that threat
group identity predicts reporting volume. Specifically,
operations attributed to state-sponsored threat actors
linked to perceived enemies of the Western alliance,
namely Russia, China, Iran and North Korea, are more
likely to be reported (Maschmeyer et al., 2021: 7).
Accordingly, we expect COs originating within one of
these countries to receive a higher amount of media
reporting than those originating in other countries.5

Hypothesis 4: Operations pursued by key adversaries
of the Western powers (i.e. Russia, China, Iran
and North Korea) are more likely to receive atten-
tion than operations pursued by other actors.

Because news reporting aims to maximize attention, it
is more likely to report on COs by perceived enemies,
which generate fear, than by other states.

Data and measurement

COs
We construct a new dataset of COs for the period
2000–2021, which we call the Cyber Operations Data-
set.6 The dataset is based on commercial cyber threat

intelligence reporting on ‘Advanced Persistent Threats’
(APT) activity. Greg Rattray introduced the term in
2007 to characterize emerging adversaries in cyberspace
that required a coordinated defence from the defence
industrial base (Bejtlich, 2020). Today, however, the
term more broadly refers to those actors that are
advanced and/or persistent in their efforts to achieve
certain objectives.

Not just the media, but also policymakers, scholars,
and military professionals heavily rely on information
from commercial threat intelligence companies to under-
stand the activities of APTs (Maschmeyer et al., 2021;
Work, 2020). Private sector reporting is driven by a
mixed set of incentives. For one, gaining advanced
knowledge about exploitation activity can help clients
and vendors to fix vulnerabilities. There are also more
indirect benefits, as the provision intelligence may help
sell other products as well. The commercial cyber intel-
ligence market was valued at $1.5 billion in 2018,
excluding auxiliary activities (Work, 2020: 8).

The outcome of interest to this study is the coverage
of a CO conducted by an APT. COs concern a set of
activities that seek unauthorized access to computers,
computer systems or networks to achieve a certain objec-
tive. The Cyber Kill Chain distinguishes seven phases of
COs: reconnaissance; weaponization; delivery; exploita-
tion; installation; command and control; and actions on
objectives (Lockheed Martin, 2015). An APT can run
multiple operations, each with different goals.7

Several datasets already exist that combine commercial
cyber threat intelligence on APTs, the most comprehen-
sive of which is a shared spreadsheet titled ‘APT Groups
and Operations,’ developed by Florian Roth and main-
tained by multiple other researchers (Roth et al., 2015). It
contains information on APT names, associated opera-
tions, and occasionally, tools used. However, it does not
provide information on other relevant variables, such as
the type of operation (CNA or CNE). Furthermore, this
dataset is coded at the actor-level, rather than the
operation-level. While some actors had operations listed
in the dataset, this was not always the case. Consequently,
to identify operations, we examined all sources listed for
every actor in the spreadsheet, as the operations men-
tioned in the dataset were unlikely to represent the com-
plete set of an actor’s activities.

In addition, we did a Google search for all actors to
identify threat intelligence reports that might have been
missing, and if they covered an operation, included it in
the data. We also used the ThaiCERT Threat Group
Cards as an additional source to identify operations,
identify alternative actor names, and retrieve the sectors
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and countries targeted by actors/operations.8 We also
checked two other sources: APT Map; and the MITRE
repository. Through this set-up we have added over 35
operations that are not listed in Roth et al.’s dataset.

There were several additional challenges for coding
our dataset. First, the private sector is often inconsistent
in their use of language about APT activity. There are no
clear rules when a set of activity is called an ‘operation,’
‘campaign,’ ‘attack,’ ‘incident’ or nothing. This is true
both for internal consistency of a given threat intelli-
gence company (a company might describe something
as an ‘operation’, but not do so for a different, but see-
mingly comparable set of activities), and also for reports
of different companies (one company might call a set of
activities an ‘operation’, while another one does not).

Second, in many cases, the first observed activity of an
APT actor is not referred to with a specific operation/
campaign name, but with the name of the APT actor
itself. Sometimes, the threat intelligence reports will also
use the same name to describe the actor and the activity/
operation (for example, ‘Operation Ke3chang’, which
both refers to the actor, and a specific set of activity
observed). This becomes problematic when the same
actor subsequently conducts other operations, which
then (not always, but sometimes) are referred to by a
specific operation name that is different from the name
of the actor. Also, some operations have received multi-
ple names (like APTs can also receive multiple labels by
different companies). We therefore coded both the most
used name as well as the alternative name.

Third, sometimes specific pieces of malware are
described as ‘operations’ which is inconsistent with the
notion of operation we have in mind for this dataset. In
these cases, we have either not included these cases, or
have included them but labelled accordingly.

Media coverage
There is no clearly established way of measuring media
coverage in the literature. Various studies use a binary
measure for whether a certain event was covered in the
printed media. For example, Meyer (2021) seeks to
explain media coverage of a constitutional court decision
in Germany and looks at whether a decision by the court
was covered in at least one printed newspaper.9 This
article also focuses on printed newspapers. However,
given the pervasiveness of cyber coverage, we count the
number of articles per CO. In line with the coding of our
dataset described above, to conduct a thorough search
for publications, we employed multiple keywords
for each operation. Furthermore, some COs are

characterized by common names such as ‘Cloud Hopper’
and ‘Operation Hangover.’ To exclude irrelevant arti-
cles, the keyword ‘cyber’ was included in all searches
conducted. It is important to note that for each opera-
tion, searches were restricted to the time-period follow-
ing its initial public disclosure.

We do this at several points in time – within three
months, six months, 12 months, 18 months and
24 months of first disclosure by a cyber threat intelli-
gence company – to capture variation in how coverage of
different operations evolves over time. We used the
LexisNexis database for newspaper coverage. This data-
base is by far the most used one in academic studies (e.g.
Freudenburg et al., 1996; Haider-Markel et al., 2006).10

LexisNexis covers more than 650 news outlets covering
legal, corporate, and governmental issues. The collection
encompasses prominent global English-language publi-
cations such as the New York Times, as well as local
newspapers such as the Baltimore Sun. Nevertheless, it
excludes smaller independent sources or blogs that report
on hacking-related news. We focus on general news out-
lets rather than these more specialized ones for two rea-
sons. First, we are interested in public opinion in general.
Second, we are aiming to determine whether reporting
on COs exhibits similar biases to those known in report-
ing on conflict, terrorism, and disasters or not. Research
on the latter has also focused on general news outlets,
consequently our focus on the same media types allows
for a direct comparison. As such, we are pursuing a
purposive sampling strategy, namely one that does not
aim at completeness, but rather focuses on a particular
set of publications guided by the logic of the research
project (Riffe et al., 2019: 76).

Our approach to capture media coverage has the
advantage of not only providing more identifying varia-
tion since we are now working with a continuous vari-
able (and we can apply count estimators, such as Poisson
and Negative Binomial models), but also allowing us
insight into the intensity of a CO, rather than simple
coverage. As Makridis (2021) has found, the average-
sized publicly-reported data breach has a positive effect
on company reputation, whereas the biggest and most
salient breaches have a negative effect.

Independent variables
We analysed the content of commercial threat
intelligence reports to capture characteristics of COs
relevant for the theoretical propositions developed in
the previous section. First, we coded Operation Type
referring to the type of operation conducted by the APT.
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We distinguish between three categories: ‘attack’ refers
to those operations with the aim to disrupt, deny,
degrade, and destroy (above described as CNA); ‘espio-
nage’ refers to those operations with the aim to collect
intelligence; and ‘other’ refers to all other operations.
Second, we coded a set of binary variables based on the
APT’s country of origin. We coded whether the opera-
tion was conducted by American, Chinese, Russian,
North Korean, or Iranian based APTs, as well as two
more general categories: if the operation came from a
country in the Global North;11 or a country part of the
G20. Third, corresponding to Shoemaker and Cohen’s
(2006) model of target significance, we track targeting of
the following sectors to measure significance of COs:
government; military; financial; energy; health; and
media. We add a sixth sector as well, namely targeting
of the media itself. If distance bias does influence report-
ing quantity, operations targeting the media should hit

‘closest to home’ for journalists and thus generate higher
reporting quantity than against other sectors further
‘away’ from the media. Third, we analysed which CO
is known to have used a zero-day. Table I provides an
overview with descriptive statistics.

Intercoder reliability test
Finally, we conducted an intercoder reliability test to
verify the validity of our coding scheme. Following estab-
lished practice, we selected a random sample of the oper-
ations in our dataset consisting of 70 reports (30% of the
entire sample) included in the dataset and calculated
Cohen’s Kappa scores for the variables corresponding
to our four hypotheses (Lombard et al., 2002; Neuen-
dorf, 2017: 235). We selected reports based on a random
identifier (a randomized number), trained a second
researcher in our coding scheme, and had the researcher
code this random sample to compare their results with

Table I. Descriptive statistics: the proportion of cybersecurity incidents and the SD across time and within different type periods
for the major variables examined in the study

Pooled 2010–2014 2015–2020

Mean Standard deviation (SD) Mean SD Mean SD

Operation type
Espionage 0.73 0.45 0.69 0.46 0.76 0.43
Attack 0.10 0.30 0.15 0.36 0.07 0.26
Other 0.07 0.26 0.05 0.22 0.08 0.28
Origin
Global North 0.50 0.50 0.59 0.50 0.47 0.50
United States 0.26 0.44 0.36 0.48 0.22 0.42
G20 0.48 0.50 0.56 0.50 0.45 0.50
Operations from China 0.27 0.45 0.34 0.48 0.25 0.43
Operations from Russia 0.18 0.38 0.17 0.38 0.17 0.37
Operations. from North Korea 0.11 0.32 0.08 0.28 0.13 0.33
Operations from Iran 0.11 0.32 0.12 0.33 0.12 0.33
Operations from United States 0.02 0.15 0.07 0.25 0.00 0.00
Sector hit
Government hit 0.36 0.48 0.32 0.47 0.35 0.48
Military hit 0.18 0.38 0.22 0.42 0.18 0.38
Finance hit 0.07 0.26 0.07 0.25 0.07 0.26
Energy hit 0.12 0.33 0.17 0.38 0.10 0.30
Health hit 0.04 0.21 0.03 0.18 0.05 0.22
Media hit 0.07 0.26 0.08 0.28 0.06 0.24
Sophistication
Zero-day 0.15 0.36 0.26 0.44 0.12 0.32
Media coverage
Total news articles 204.14 763.73 287.07 819.78 165.71 752.10
Articles after six months 177.08 706.08 195.75 555.83 164.68 761.01
Articles after 12 months 148.20 585.35 166.23 469.57 134.17 620.87
Articles after 18 months 174.66 829.50 316.24 1,341.89 116.30 535.04
Observations 228 59 157
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our own. The results were encouraging. The analysis
revealed complete agreement across all variables, except
one: the type of CO. However, even regarding this vari-
able, there existed a high level of agreement among the
coders, with an agreement rate of 98.39% (compared to
an expected agreement of 68.78%). This high level of
concordance resulted in a Kappa score of 0.95.

Statistical specification and main results

To understand the relationship between media coverage
and the characteristics of COs, we consider regressions
of the form:

TMi ¼ goi þ �Northi þ �ai þ �zi þ �t þ ei ð1Þ
where TMi denotes the total number of media articles
about a CO i, o denotes an indicator for whether it was
a cyber effect operation (i.e. CNA) or other operation,
North denotes an indicator for whether a country in the
Global North was targeted, a denotes a vector of indica-
tors for the sector the attack was directed (government,
military, finance, energy, health and media), and z
denotes an indicator for whether the attack was a zero-
day. We also control for a linear time trend, �. Standard
errors are heteroskedasticity-robust.

Because our outcome variable of the total number of
articles is often censored at zero (roughly 25% of the
sample), we estimate Equation 1 using a negative bino-
mial model, which handles count variables especially
when there are many zeros. We also take the hyperbolic
sine of the total number of news articles to accommodate
zeros. We sequentially layer on the controls in Equation
1 to assess the different potential factors behind the dis-
persion in news. By doing so, we can also gauge the
potential importance of omitted variables as potential
confounding factors that would otherwise bias our
results: by studying the change in our coefficients of
interest as more controls are added, we can learn about
the possible severity of omitted variables bias.

Table II documents these results. Starting with
column 1, we group operations and other attacks
together, finding that these attacks generate 1759 more
news stories than their espionage counterparts. That is,
operations that aim to disrupt, deny, degrade and/or
destroy have 1759 more stories, but the estimate is not
statistically significant. In column 2, we add in indicators
for whether the United States or G20 countries were
targeted. Now, the coefficient estimate on operations
and other attacks declines by roughly half in magnitude,
as does its standard error, and we find that United
States targeted attacks gain less attention and G20

targeted attacks gain more attention, relative to their
non-United States or G20 counterparts. However, again
these estimates are not statistically significant. If we omit
the G20 indicator, we still find a similar coefficient on
the United States.

Column 3 subsequently adds indicators for all the
different sectors, which enter insignificantly, but none-
theless reduce the estimate on operations and other activ-
ity. Column 4 adds an indicator for the use of one or
more zero-days by the actor in the operation. Here, in
our preferred specification, we find that the use of one or
more zero-day exploits in a CO is associated with 359
more news stories, statistically significant at the 10%
level. Now, we also find that the military, finance and
media sectors receive slightly fewer stories, relative to
their counterparts, whereas healthcare and energy
sectors more news stories. Importantly, we also find
a statistically significant effect of 515 more stories on
operations and other attacks now that zero-days are
included, suggesting that failure to control for zero-
days creates attenuation bias on our coefficients of inter-
est. Column 5 adds indicators on the origin of the attack,
but the results are not altered substantially.

One concern with the results so far is that news stories
are highly skewed: some events receive substantial cov-
erage, whereas others receive little. To address this con-
cern, we take the hyperbolic sine of news stories, which is
equivalent to taking the logarithm and keeping values of
zero. Here, we find qualitatively similar results: opera-
tions and other attacks now enter significantly at a 10%
level and are associated with upwards of 80% more news
stories. We also find that the use of zero-day exploits is
associated with 165–169% more news stories.

Next, we examine the persistence of cyberattacks (see
Table III). We regress future values of news stories, that
is, news stories after 12 or 18 months, on news stories in
previous months, that is. six or 12 months. In columns 1
and 2 of Table III, we find little statistically significant
evidence of persistence. Specifically, news after six
months is negatively associated with news after 18
months, but news after 12 months is strongly associated
with news after 18 months. This suggests that there are
important intertemporal dynamics in media coverage,
but the dynamics are very noisy and must be treated with
caution.

Finally, columns 3 and 4 of Table III take the
hyperbolic sine of the outcome and right-hand side vari-
ables and replicate the analysis, again allowing for events
that trigger no news stories. Now, we find substantial
economically and statistically significant effects. For
example, a 1% increase in news stories after six months
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is associated with a 0.96% increase in news stories after
12 months. Furthermore, a 1% increase in news stories
after 12 months is associated with a 0.87% increase in
news stories after 18 months. Again, we include a year
time trend to purge variation coming from general
increase in cyberattacks.

Importantly, we also have run diagnostics where we
restrict the sample to events that have non-zero stories in
any of the news variables. Doing so for the specification
in column 4 produces a coefficient of -0.25 on stories
after six months (p-value ¼ 0.119) and 1.27 on stories
after 12 months (p-value¼ 0.00). This is consistent with
our expectation that there are important intertemporal

dynamics, but that in the short run (i.e. six months), a
story might pass and eventually come back and trigger
more stories 6–12 months down the road.

In the Online appendix Tables A.I and A.II document
additional diagnostics, where we focus on variation from
the Global North versus the G20 and where we take a
different estimation approach using a Poisson distribu-
tion to estimate our count model. Results are robust.

Discussion

Our statistical analysis found that cyber effect operations
tend to receive more coverage compared to espionage,

Table III. Evaluating the persistence of cyberattacks in the media

News after
12 months

News after
18 months

Log (news after
12 months)

Log (news after
18 months)

(1) (2) (3) (4)

News after six months 175.51
[933.53]

-1,769.08
[7,863.96]

News after 12 months 3,500.11
[15,112.12]

Log (news after six months) 0.96**
[0.01]

0.09
[0.07]

Log (news after 12 months) 0.87**
[0.07]

Computer network attacks/other operations 33,570.88
[154,033.12]

229,225.84
[831,571.62]

-0.05
[0.8]

-0.02
[0.07]

United States 52,606.10
[253,020.80]

452,255.83
[1,753,519.81]

-0.00
[0.07]

-0.00
[0.07]

G20 member 8,629.14
[42,861.70]

32,942.69
[215,005.67]

-0.07
[0.08]

0.00
[0.06]

Government hit -29,026.64
[148,411.80]

-175,931.50
[698,967.55]

0.02
[0.09]

0.02
[0.05]

Military hit -66,985.91
[331,198.01]

-454,336.42
[1,814,496.47]

-0.18y

[0.09]
0.04

[0.05]
Finance hit -115,890.46 -994,803.40 0.06 -0.13
Energy hit 36,108.01 63,204.90 -0.06 -0.11
Health hit 31,388.79 139,687.14 -0.11 0.04
Media hit -10,175.92 -537.94 -0.18 -0.04
Zero-day 67,914.00 584,175.61 -0.10 0.05
Year -15,420.26 -115,097.02 -0.02 -0.2*
Attack from China -12,797.84 -16,6251.62 -0.04 0.04
Attack from Russia 14,282.75 91,768.25 -0.13 0.07
Attack from North Korea 4,965.56 23,753.11 -0.11 0.11
Attack from Iran 42,232.23 306,366.43 -0.14 0.05
Attack from United States -74,078.29 -689,916.07 -0.18 -0.12
R2

sample size 221 217
0.958
221

0.984
217

Sources: Authors. Reported are the coefficients associated with negative binomial regressions of the number of news stories (columns 1 and 2)
and log (operationalized with the hyperbolic sine to allow for values of zero) of the number of news stories (columns 3 and 4 to accommodate
for zeros) on historical numbers of news stories and various characteristics of the cyberattack. Standard errors are heteroskedasticity-robust.
y p < 0.1; * p < 0.05; ** p < 0.01.
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but results are not statistically significant. While this
could be due to the sample size, we have sufficient bal-
ancing between espionage and operations (see Online
Figure A.1) and, therefore, can rule out that the absence
is from statistical imbalance in the share of attacks.
Instead, we find that the use of novel techniques, specif-
ically zero-day exploits, is a statistically and economically
significant predictor of coverage quantity. We also found
that the sector targeted by a CO correlates with media
reporting quantity. A surprising finding was that opera-
tions targeting the military or financial sectors generate
less coverage. Nonetheless, the predictive models explain
limited variation in news coverage – indicating that COs
are treated differently in the media than other forms of
conflict – although once we add lagged values of media
coverage, the R2 in our models spikes substantially. That
suggests that media coverage is persistent and momen-
tum builds behind stories.

Although COs have become part and parcel of
international politics, these findings suggest that media
reporting still treats them as a curiosity item. The selec-
tion bias in favour of novel techniques our study shows
corresponds to the ‘gee-whiz’ bias identified by Moeller
(2006), and combined with the evident absence of a bias
towards more intense effects, suggests that the media
treats cyber threats qualitatively different from other
types of threats where intensity is a key variable deter-
mining the quantity of coverage. These findings are sur-
prising since if the media does contribute towards threat
inflation and drives fears of cyber war, as many have
argued, one would expect there to be a bias towards
reporting on the most dramatic effects. Consequently,
media reporting in response to attacks may not be the
main driver of heightened threat perception and the
resulting instability, although it remains a transmission
mechanism.

However, this ‘gee-whiz’ bias could still explain
prevailing fears among the public because it emphasizes
the nature of the cyber threat as complex and uncontrol-
lable – two key characteristics known to increase feeling
of dread and perception of heightened risk (Slovic,
1987). Indeed, some scholars have long noted how cyber
threat perception is likely intertwined with a growing
sentiment of dread due to the perceived vulnerability
of modern societies towards unknown and uncontrolla-
ble threats (Dunn-Cavelty, 2012; Dunn-Cavelty and
Søby, 2020). If this bias does apply systematically, it is
likely to distort public perception by promoting opera-
tions based on their curiosity value while dismissing or
neglecting those with simple tools yet possibly far more
significant impact. Consequently, one would expect

public perception to equate the danger of a cyber threat
with its level of novelty – or, in established jargon, its
level of ‘sophistication.’ This perception may explain
why policy-makers called the SolarWinds operation, a
cyber espionage operation, an ‘act of war’ (Williams,
2020): according to Microsoft President Brad Smith,
this was ‘the largest and most sophisticated attack the
world has ever seen’ (Reuters, 2021).

Conclusion

Academic research and policy debates on CC widely rely
on media reporting as a data source. Journalists in turn
get much of their information from commercial threat
intelligence reports, which often constitute the only pub-
licly available source of information on CC. Prior
research has shown that reporting by these firms is biased
by their business interests, prioritizing high-profile
threats and neglecting threats to weaker actors. Media
reporting thus builds on a data source already subject to
significant bias. Meanwhile, research in political com-
munication has identified a set of distinct biases in media
reporting on conflict. Building on this research, we
hypothesized that cyber threat reporting is subject to a
‘double bias,’ where only a fraction of a fraction of activ-
ity gets reported on, distorting public perception and
academic and policy debates. These bias matter because
media reporting is likely a key influence shaping persis-
tent cyberwar fears among the population – with signif-
icant implications for stability.

To test this theory, this study provided the first
systematic analysis of the determinants of media atten-
tion to commercial threat reporting. We contributed an
original dataset of commercial threat reporting on COs,
coding each operation based on a set of characteristics
likely to predict coverage quantity based on the media
bias literature. Subsequently, we traced media reporting
on each of these operations and estimate a series of multi-
variate regressions to identify the characteristics – moti-
vated by theory – that correlate with reporting quantity.

We document surprising results. Many, if not at all, of
the classical biases present in conflict and disaster
reporting apply to cyber conflict reporting. Neither
effects intensity, nor distance, nor attacker identity (as
a perceived adversary) showed any statistically significant
correlation with reporting quantity on a given CO.
Rather, only the presence of easily observable indicators
of sophistication, namely zero-days, correlated signifi-
cantly with reporting quantity. These results challenge
our expectations about biases in cyber threat reporting
and their impact on public threat perception being
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subject to similar biases as reporting on conventional
conflict and disaster. Instead, these findings indicate that
cyber threat reporting exhibits a distinct ‘gee-whiz’ bias
towards technological novelty. Building on research on
risk perception, we showed that this type of bias can still
drive heightened threat perceptions by emphasizing the
nature of cyber threats as technologically novel, complex,
and uncontrollable.

These surprising findings may thus help explain not
only the persistently high threat perception among the
public, but recent survey results show perception of
cyber threats as more existential than any other types
of threats. This result is in line with the perception of
cyber threats as belonging to a distinct category that we
would expect to prevail based on our findings. Conse-
quently, media reporting biased in favour of cyber
threats with higher technological sophistication (based
on easily observable indicators) likely drives public per-
ception of such threats as exceptional, justifying excep-
tional responses. Even absent evidence of the damaging
effects of COs in practice, such bias would continue to
feed associated perceptions of uncontrollable risks – thus
explaining why public fears have not only persisted, but
increased, despite a lack of tangible evidence of cyber
dangers to the public. Since recent research has linked
such threat perception to greater willingness to retaliate
(Shandler et al., 2022), this type of media bias may thus
directly contribute towards instability and escalation
risks in CC.

These points indicate several avenues for future
research. First, to better assess the hypothesis that news
coverage on cyber threats is qualitatively different from
coverage of other threats, research comparing news
reporting on cyber threats and conventional security
threats with similar characteristics will be highly valu-
able. Specifically, it will be interesting to compare cov-
erage of cyber threats to coverage of other novel
technological threats.

Second, more case study research is needed to trace
the causal mechanisms behind the correlations between
the characteristics of a CO and reporting volume we have
identified. For example, the initial findings of this
research potentially explain why the COs of the Mask
received so little attention but Sandworm’s Olympic
Destroyer was widely discussed. Olympic Destroyer
caused clear visible effects, whereas the Mask was only
involved in espionage operations. Also, while the Mask
was seen as highly advanced, it did not use any zero-days
– that is, it did not rely on any easily observable indica-
tors of sophistication that reporters can easily pick up
on. Future case study research can assess these findings

more systematically, tracing how reporting from one
commercial threat intelligence company ultimately ends
up in certain media articles. Specifically, it will be useful
to examine in detail how the language used to describe
COs in threat reporting shapes media reporting, both in
quality and in quantity.

Third, and possibly most importantly, foundational
qualitative and quantitative research on how the impact
of COs shapes news reporting is urgently needed. Intui-
tively, one would expect the actual damage caused by
COs to be the key determinant of news coverage quan-
tity and quality. Yet there is little data available on the
impact of the operations examined, and a lack of sys-
tematic framework to assess the impact of COs in gen-
eral. The reasons are relatively obvious, namely the
secrecy that surrounds such operations and the incentives
of victims to hide both their identity as well as the true
scope and scale of impact. Perhaps the uncertainty result-
ing from the lack of information about what COs do is
what sets them apart from other threats – and why
reporting privileges the novelty aspect over other
characteristics.

Replication data
The dataset, codebook, and do-files for the empirical
analysis in this article, along with an Online appendix,
can be found at https://www.prio.org/journals/jpr/
replicationdata.
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Notes
1. It thus marked the first time a commercial threat

company potentially disclosed advanced cyber operations
of a state in continental Europe. (Kaspersky, 2022).

2. The first assessment by McAfee that a North-Korean
threat actor called Lazarus group was behind the attack
turned out to be incorrect (Greenberg, 2018).
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3. This is based on a search in Lexis Nexis, including
newspaper articles until December 2021.

4. The original source of the term was JP 1-02 (United
States Department of Defense dictionary). While the ter-
minology was later replaced by JP 3-12, the terms com-
puter network exploitation and computer network attacks
are still widely used.

5. To clarify, we exclusively focus on geographical location.
We are not examining attribution.

6. For previous data collection efforts and analyses on cyber
operations (COs) see: Akoto, 2021; Council on Foreign
Relations, 2023; EuRepoC, 2023; Valeriano and Maness,
2015. We were not able to use these datasets as they draw
upon both threat intelligence reports and media articles,
which would introduce biases in our data (because it is
covered in the media, it is then also more likely listed as an
operation). Instead, we draw on two separate sources: the
information about COs only comes from threat intelli-
gence reports; and the data about news coverage comes
from Lexis Nexis (as discussed below).

7. Sometimes the private companies use the same name for
the threat actor and the operation, complicating data
collection efforts.

8. Although since the ThaiCERT cards are coded on the
actor-level, and because their coding might sometimes
be flawed, we still consulted the relevant threat intelli-
gence reports themselves.

9. For similar measurement only looking at the New York
Times see Kaitlyn, Metzgar and Rouse (2013). Categorical
variables are frequently used, for example, Collins and
Cooper (2012).

10. A minority of studies uses ProQuest, Factiva or Google
News Search.

11. We use the United Nations Finance Center for South–
South Cooperation list of 77 countries and China, the
most widely used and generally accepted list.
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