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Zusammenfassung


Abstract

The atmosphere contains gases and particulate matter (aerosol). Organic material is present both in the gas phase and in the aerosol phase. Biogenic sources such as vegetation and anthropogenic sources such as biomass burning, fossil fuel use and various industries contribute to their emissions. The study of organic compounds in aerosol particles is of importance because they affect the water uptake (hygroscopicity) of inorganic aerosol, and hence the radiation budget of the earth through the direct and indirect aerosol effects.

The hygroscopicity of mixed organic/inorganic aerosol particles produced in the laboratory was characterized. This work reports on the following substances, and mixtures of them with ammonium sulfate (AS): adipic acid (AA), citric acid (CA), glutaric acid (GA) and humic acid sodium salt (NaHA). The AA and NaHA mixtures with AS were found to require up to tens of seconds for equilibrium water content to be reached. Therefore, measurements carried out on timescales shorter than a few seconds underestimate the hygroscopic growth factor (GF) with up to 10%, for samples containing a solid phase. Conversely, the GA and CA mixtures with AS were found to take up water readily and were well described by the Zdanovskii-Stokes-Robinson (ZSR) mixing rule. The distinct deliquescence and efflorescence points of AS could be seen to gradually disappear as the CA content was increased.

Furthermore mineral dust (standard Arizona test dust) was investigated, as well as the influence of nitric acid (HNO₃) uptake thereon. Mineral dust is hydrophobic, but after processing with HNO₃ turns slightly hygroscopic. Large amounts of dust are injected to the atmosphere (largely from the Sahara and the Gobi deserts, but also from human land-use). Mineral dust is important as ice nuclei, and due to its larger sizes it can also contribute as cloud condensation nuclei. Mineral dust also offers surface for heterogeneous chemistry, and can play an important role in the HNO₃ cycle in the atmosphere through scavenging of HNO₃ on the mineral dust surface.

Hygroscopicity measurements in the atmosphere at the high alpine site Jungfraujoch (JFJ) were performed. At the JFJ the aerosol consists most of the time of organic and inorganic salts, mostly as an internal homogeneous mixture. However, about 5% of the time (yearly average) air trajectories passing the Sahara are encountered which carry mineral dust from there. For these occasions a fraction of particles with lower hygroscopicity was observed. No distinct phase transitions were observed in the range of relative humidity (RH) studied (10-90% RH). It was shown that the hygroscopic growth of the aerosol as a function of RH can be well described with a single-parameter empirical model, and that the GF could be estimated with the ZSR relation by using the measured aerosol composition at the JFJ.
CHAPTER 1

1. Introduction

This thesis describes a part of the puzzle of how aerosol particles in the atmosphere interact with water vapor. It is thus a part of the description of how clouds are formed. Clouds have large influences on the earth’s climate. The earth’s climate has changed, and is still changing on geological timescales. But changes also occur on timescales relevant to us; during the last couple of thousand years, although relatively stable, there have been changes that have been large enough to cause shifts of eco-systems on earth, as well as forcing also the human civilization to adapt under stress. This has left remains such as shown in Fig. 1-1. It is highly probable that human (anthropogenic) influences today result in changes in our climate which will cause similar stress already during your and my lifetimes. Future generations will also have to adapt to further change originating from pollution of today.

Fig. 1-1. Mosaic from the roman ruins at Augusta Raurica, Switzerland. Several suggestions to the fall of the Roman Empire have been proposed, ranging from climate change, resource depletion (i.e. wood), increasing societal complexity and pollution, for example. These factors are reminiscent of our society of today. Courtesy department “Römerstadt Augusta Raurica”, Canton Basel-Land, CH.

1.1. Motivation for this work

This thesis presents investigations on water uptake (hygroscopicity) of mixed organic/inorganic aerosol generated in the laboratory and of particles in the atmosphere. The inorganic substances in the atmosphere are well known. Further, it is known that organic material is present in the atmosphere both in the gaseous phase and as condensed matter. It is also known that it is involved in many fundamental atmospheric and geobiochemical processes, spanning from the microphysics of clouds to global climate and geochemical cycles. Moreover, the local monitoring of organic substances, some of which are harmful, is
crucial for human health and for air quality issues. However, the physico-chemical properties of organics are yet not well described, nor of more complex (several compounds or organic/inorganic) mixtures. Thus the Laboratory of Atmospheric Chemistry (LAC) at the Paul Scherrer Institute (PSI) and Institute for Atmospheric and Climate Science (IAC) at ETH Zurich started a joint project, with partial funding granted from the Swiss National Science Foundation, to investigate the hygroscopic properties of organic aerosol. How does the organics, which may or may not have a hysteresis behavior, influence the water uptake of ammonium sulfate at moderate relative humidities? How does the morphology of the particles influence the water uptake? How can hydrophobic particles be altered, aged, in the atmosphere to become more hygroscopic?

This dissertation has addressed some aspects of these questions. Several mixed inorganic/organic systems were studied with the help of two instrumental setups: an electrodynamic balance (EDB, at IAC ETH Zurich) and a hygroscopicity tandem differential mobility analyzer (HTDMA, at PSI). Furthermore mineral dust, and its interaction with nitric acid (HNO₃), was studied (at the Laboratory for Radiochemistry and Environmental Chemistry at PSI). Field campaigns at the high-alpine site Jungfraujoch (JFJ) were done to describe the hygroscopicity of atmospheric European background free tropospheric (FT) aerosol. The field campaigns had a continuous duration of one month per year during four years. This confirmed whether mixing rules used in the laboratory were also applicable to complex atmospheric aerosol.

1.2. Description of the atmosphere and its gases

The atmosphere is the layer of gases surrounding the planet and retained by gravity. It extends from the ground up to some hundreds of kilometers, slowly fading into empty space. The large part of the mass of the atmosphere is seen as the whitish line in Fig. 1-2, and it is a thin and sensitive layer of the Earth.

![Earth seen from space. The weak whitish line around the left side is most of the atmosphere (height about 100 km). Courtesy NASA Goddard Space Flight Center.](image)

Why you see the atmosphere at all is due to scattering of light from the Sun (situated to the left). From the top of atmosphere downwards Rayleigh scattering on air molecules is dominant. Where aerosols are present Mie scattering takes place (or for micrometer range
aerosol non-selective scattering, such as hazes). The atmosphere is a dynamically and chemically active system which underwent continuous as well as abrupt changes from its formation together with the Earth, ~4.5 billion years ago, and it is still in evolution. The atmosphere we are familiar with has only existed a few hundred million years; since cyanobacteria and photosynthetic plants have been able to supply oxygen in large amounts.

Important functions of the atmosphere are to reduce the amount of ultraviolet (UV) radiation at the surface and, through the greenhouse effect (see Fig. 1-3), to increase the temperature to a balmy 14.5°C yearly global average, instead of −10°C which would be the case without our atmosphere. The global average temperature profile is shown in Fig. 1-4, where the different layers correspond to regions of the atmosphere with remarkably different properties. The daily weather (clouds and rain) is practically completely confined in the lowest region, the troposphere (from the Greek word "τρέπω" meaning to turn or mix), characterized by strong vertical convection, high level of water vapor and decreasing temperature with altitude. 90% of the atmospheric mass is in this layer, which also contains most of the aerosol particles. The pressure profile shown in Fig. 1-4 is instead representative of the weight of the overlying column of air and it has an exponential decay which is followed by the density of air as well.

Of the 92 natural chemical elements, the major constituents of atmospheric composition are only nitrogen (N₂, 78%), oxygen (O₂, 21%), argon (Ar, 0.9%), and water (H₂O). Other gases are present in the atmosphere at very low concentrations and are called trace gases, such as carbon dioxide, neon, ozone, helium, methane, krypton, hydrogen, nitrous oxide and many others. Despite their low concentrations, these trace gases can be of critical importance for the greenhouse effect, the ozone layer, smog formation, and other environmental issues. The total water content is highly variable and is about 1-4% of total mass (>99% of that water is present as clouds or rain, the remaining quantity of gaseous water vapor distribution is seen in Fig. 1-5). The water vapor and the hydrologic cycle (cloud formation) contribute to the greenhouse effect (water vapor alone about +⅓ and the indirect effect (clouds) with a cooling of very roughly 10%). It is crucial to understand the water cycle and its coupling to various components of the climate system. Under conditions of a naturally or anthropogenically forced climate, changes in rainfall may affect drinking water amounts and quality as well as availability of water for agricultural purposes (irrigation) and hydroelectric dams. Such changes may have a very large impact on our society in the near future.
Fig. 1-3. Greenhouse gas effect and Earth’s energy balance. Incoming solar energy is balanced by reflected solar energy and infrared heat loss (Kiehl & Trenberth, 1997).

Fig. 1-4. Vertical profiles of pressure and temperature for the standard atmosphere up to 80 km. Distinct layers are identified according to the vertical temperature gradient. The lowermost layer, the troposphere, contains 90% of the weight of the atmosphere, and most of the particulate matter.
Fig. 1-7 shows mixing ratio changes of the most important long-lived greenhouse gases (CO$_2$, methane (CH$_4$), nitrous oxide (N$_2$O)) from the IPCC technical summary (Solomon et al., 2007). The direct net effect of warming, as indicated by the right hand axis in the graphs, from these three gases are well understood (for uncertainties see Fig. 1-8). The possibilities to reduce the CO$_2$ pollution appear low in the near-term (1-2 decades), today mostly originating from carbon usage for electricity production and liquid fossil fuels for transportation, as well as some from biomass burning. Recently the increase in CO$_2$ pollution has speeded up (Raupach et al., 2006, as well as the mentioned IPCC report), and is >2 ppm/year. Thus until we actually reduce our CO$_2$ emissions, and/or sequester large amounts from the atmosphere, the global average temperature of the earth, due to this factor, can be expected to rise further (see Fig. 1-6).

Furthermore Ozone (O$_3$) is also an important GHG and minor effects come from CFCs and hydrochlorofluorocarbons (HCFCs), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs) and sulphur hexafluoride (SF$_6$), the latter two with increasing trends in radiative forcing.

CO$_2$: pollution or emission?
Today the most current term for CO$_2$ is *emission*. We might be going towards a framework where it will be labeled *pollutant* (defined as “undesirable contamination of a harmful substance as a consequence of human activities”). Currently (April 2007) the Supreme Court of the U.S. has voted (5 to 4) for the EPA to regulate CO$_2$ emissions in the US. In this thesis CO$_2$ is mentioned, a bit modernly, as *pollutant*. 
Fig. 1-6. (Top) Patterns of linear global temperature trends over the period 1979 to 2005 estimated at the surface (left), and for the troposphere from satellite records (right). Grey indicates areas with incomplete data. (Bottom) Annual global mean temperatures (black dots) with linear fits to the data. The left hand axis shows temperature anomalies relative to the 1961 to 1990 average and the right hand axis shows estimated actual temperatures, both in °C. Linear trends are shown for the last 25 (yellow), 50 (orange), 100 (magenta) and 150 years (red). From IPCC.
Fig. 1-7. The concentrations and radiative forcing by (a) carbon dioxide (CO$_2$), (b) methane (CH$_4$), (c) nitrous oxide (N$_2$O) and (d) the rate of change in their combined radiative forcing over the last 20,000 years reconstructed from Antarctic and Greenland ice and firm data (symbols) and direct atmospheric measurements (panels a,b,c, red lines). The grey bars show the reconstructed ranges of natural variability for the past 650,000 years. The rate of change in radiative forcing (panel d, black line) has been computed from spline fits to the concentration data. The width of the age spread in the ice data varies from about 20 years for sites with a high accumulation of snow such as Law Dome, Antarctica, to about 200 years for low-accumulation sites such as Dome C, Antarctica. The arrow shows the peak in the rate of change in radiative forcing that would result if the anthropogenic signals of CO$_2$, CH$_4$, and N$_2$O had been smoothed corresponding to conditions at the low-accumulation Dome C site. The negative rate of change in forcing around 1600 shown in the higher-resolution inset in panel d results from a CO$_2$ decrease of about 10 ppm in the Law Dome record. From IPCC.

1.3. Aerosol-climate interactions

The Earth’s average temperature and climate result from the distribution and transformation of the incoming solar radiation. The aerosol radiative forcing is defined as the modification of the terrestrial radiative budget due to the presence of aerosols compared to the preindustrial situation (before ca. year 1750). Aerosols effect the radiation budget both directly following particle-radiation interactions (direct aerosol effect), and indirectly through cloud processes (indirect aerosol effect).
Aerosol particles are capable of scattering the short-wave radiation coming from the sun and the longwave radiation coming from the ground. They may also absorb light depending on their chemical composition. If the absorbance is very high, like in the case of black carbon aerosol particles, the local heat produced can then lead to an evaporation of the clouds and to a warming of the climate (this is called semi-direct effect). Within the indirect effect aerosol particles play the role of cloud condensation nuclei (CCN). More CCN, for a given amount of condensable water vapor, induce the formation of smaller droplets which increase the cloud albedo (first indirect effect, in the 4th IPCC report now called cloud albedo effect) and possibly also decrease the precipitation and increase the cloud cover (second indirect effect, in the 4th IPCC report now called cloud lifetime effect). As can be seen in Fig. 1-8 aerosol particles have a negative forcing (cooling), in contrast to the greenhouse effect related to trace gases. Fig. 1-8 quantifies the different perturbations to Earth’s radiative budget.

Fig. 1-8. The different contributions to the radiative forcing. Aerosol particles have a strong negative forcing through the indirect effect explained in the text. The uncertainty though, is of the same order as the forcing itself. Black carbon has instead a better assessment and a counteracting effect. LOSU stands for “Level of scientific understanding”. From IPCC.

1.4. Particulate matter (PM)

The word “aerosol” defines a two-phase system made up of particles (which can be liquid, solid or amorphous) and the gas phase surrounding them. The term particle may be defined as a conglomerate of molecules on a size scale from nanometers to the centimeter. Particulate matter (PM) is the collective name for aerosol particles. Mineral dust, rain droplets, fog, smog, smoke, soot and haze consist of aerosol particles.
Aerosol particles can be classified according to the sources:

- primary particles are directly emitted by biogenic or anthropogenic sources
- secondary are formed in the atmosphere by chemical reactions

The main sources of atmospheric aerosol particles can be categorized into:

(i) widespread surface sources of primary aerosols like arid soils (mineral dust), ocean (sea salt), biosphere (pollen...), biomass (mostly OC) and fuel burning (OC and EC)

(ii) diffuse sources within atmospheric volume, such as air traffic, evaporation of clouds, secondary aerosols from chemical formation of volatile compounds (organics), extraterrestrial sources (vaporizing meteors)

(iii) intense point sources like volcanoes

Natural sources dominate the global aerosol emissions, but in urban areas the relative anthropogenic contribution becomes much more important. The lifetime of aerosol particles may vary from hours to many days, the latter enough to allow for long-range transport. As a result of multiple sources and relatively short lifetime compared with a number of trace gases, the major feature of aerosols is their variability and heterogeneity in time and space. The main sink is wet deposition. Dry and wet deposition are both important sinks for the coarse mode. In the stratosphere their lifetime may be close to the stratospheric residence time of an air parcel, i.e. several years, enabling global transport and distribution. Mineral dust is a general expression for the windblown particles of crustal origin that are generated mainly in the arid areas of the planet, in particular the great deserts.

In Table 1-1 burden and emissions of different aerosols are summarized.

**Table 1-1. Global annual average aerosol burden and emissions**

<table>
<thead>
<tr>
<th></th>
<th>Burden, Tg</th>
<th>Emissions, Tg/a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mineral dust</td>
<td>19.2</td>
<td>1840</td>
</tr>
<tr>
<td>Sea salt</td>
<td>7.5</td>
<td>16600</td>
</tr>
<tr>
<td>Sulfate</td>
<td>2</td>
<td>175</td>
</tr>
<tr>
<td>Particulate organic matter</td>
<td>1.7</td>
<td>96.6</td>
</tr>
<tr>
<td>EC</td>
<td>0.24</td>
<td>11.9</td>
</tr>
</tbody>
</table>

Fig. 1-9 shows electronic microscope pictures of quite spectacular organic debris: a pollen grain and brochosomas emitted by vegetation and insects, respectively. Fig. 1-10 shows a much more common particle, from diesel engine exhausts, in this case combined with ammonium sulfate. This was done in the laboratory, and in the atmosphere the particles will keep aging and take up further organic and inorganic material through processes such as condensation, chemical reactions and in-cloud droplet processing.
1.5. Human health

Particle size and chemical composition are the two main properties governing the behavior of particles in the respiratory tract. The depositions occur mainly via inertial impactation, sedimentation and Brownian diffusion. The inertial impactation, which is the most important process in the upper airways, is a flow dependent mechanism involving mainly large particles (>5 µm). The larger the particle’s size and flow velocity the higher the probability for the particle to exit the flow lines and impact on the obstacles. Sedimentation occurs in the lower airways for medium particle size (1-5 µm), and is governed by gravity. Its efficiency depends on the size of the particle and the residence time. Brownian motion (random movements of the aerosol particles due to the kinetics of the gaseous medium in which they are suspended), which is well described (e.g. Hinds, 1999) is predominant for ultrafine particles (< 0.1 µm). A fraction of ultrafine particles can translocate directly into the blood.

There are numerous studies demonstrating the short-term and long-term effects of particulate air pollution like the famous one from Dockery and Pope (1993) or the book by Holgate et al. (1999). Summarizing the short-term damage, they show that a 10 µg/m³ increase in PM$_{10}$ (particle size less than 10 µm) is associated with a 0.8% increase in total daily mortality, and a 3% and a 1.5% in respiratory and cardiovascular mortality, respectively. About the long-term influences, a 6% and 9% for total and cardiopulmonary mortality are related to a 10 µg/m³ increase in PM$_{2.5}$ respectively. Evidence that pollution reduction is
directly related to improved respiratory health can be found in a Swiss study by Bayer-Oglesby et al. (2005). The relevance of this health problem is better understood if instead of an individual relative risk of exposure to particulate air pollution an "attributable risk" is taken into account. This index includes the number of people exposed to the exposure distribution in the population. The problem was studied in an international project involving several European cities which has been published by Koistinen (1999).

1.6. Organic material

Organic material exist in the atmosphere in two phases: as gas phase and as particulate matter. The latter can originate from direct emissions (Primary Organic Aerosols, POA) or can be formed in the atmosphere as secondary organic aerosol (SOA) from organic reaction products undergoing phase transition processes. Both phases have biogenic and anthropogenic origin. Organics can be found in almost every kind of aerosol particle and gas phase sample, from urban megacities to remote locations atmosphere (Jacobson et al., 2000; Duce et al., 1983; Saxena and Hildemann; 1996; McMurry et al., 2004). In some cases they are the dominant component.

In literature, many acronyms defining the organic materials in the atmosphere can be found and their number is related to the complexity of organic chemistry. A first separation of the total carbon (TC) present in the atmosphere is between elemental carbon (EC, soot) and organic carbon (OC), which can be divided in volatile and particulate compounds (VOC and POC).

The work of Went (1960) was one of the earliest to suggest the potential importance of vegetation as a major source for atmospheric hydrocarbons. He also suggested that vapor phase terpenes emitted from certain types of vegetation rapidly undergo reactions to form condensed phase particles, the bluish haze often observed over and near forested areas. These blue hazes derived from organic species have potential important effects on the atmospheric radiation budget, but in general the relation between the organic content of atmospheric particles and their optical properties is poorly known (Penner et al., 1992). Some organics (mainly from anthropogenic origin, like polycyclic aromatic hydrocarbons (PAHs) or polychlorinated biphenyls (PCBs)) are hazardous and since year circa 1980 attention has been paid to their long distance transport, given the rather low but uniform concentrations found in soils and marine sediments. Finally, it is clear that organics impact upon many fundamental geochemical cycles, like the one of tropospheric ozone, or the halogens cycles (chlorine, bromine, iodide) (Saxena and Hildemann; 1996).

1.6.1. Vapor phase organic material

Volatile organic compounds (VOC), which include non-methane hydrocarbons (NMHC) and oxygenated NMHC (e.g., alcohols, aldehydes and organic acids), have short atmospheric lifetimes (fractions of a day to months), and small direct impact on radiative forcing. VOC influence climate through their production of organic aerosols and their involvement in photochemistry, i.e. production of \( \text{O}_3 \) in the presence of \( \text{NO}_x \) and light. The largest source, by far, is natural emission from vegetation. Isoprene, with the largest emission rate, is not stored in plants and is only emitted during photosynthesis. Isoprene emission is an important component in tropospheric photochemistry (Guenther et al., 1995).

Monoterpenes are stored in plant reservoirs, so they are emitted throughout the day and night. The monoterpenes play an important role in aerosol formation. Vegetation also releases other VOCs at relatively small rates, and small amounts of NMHC are emitted naturally by the oceans. Anthropogenic sources of VOC include fuel production, distribution, and combustion, with the largest source being emissions from motor vehicles due to either
evaporation or incomplete combustion of fuel, and from biomass burning. Thousands of different compounds with different lifetimes and chemical behavior have been observed in the atmosphere. Generally, fossil VOC sources have already been accounted for as release of fossil C in the CO₂ budgets, and thus VOC are not counted as a source of CO₂. Given their short lifetimes and geographically varying sources, it is not possible to derive a global atmospheric burden or mean abundance for most VOC from current measurements. VOC abundances are generally highest very near their sources. Natural emissions occur predominantly in the tropics (23°S to 23°N), with smaller amounts emitted in the northern mid-latitudes and boreal regions mainly in the warmer seasons. Anthropogenic emissions occur in heavily populated, industrialized regions (95% in the northern hemisphere peaking at 40°N to 50°N), where natural emissions are relatively low, so they have significant impacts on regional chemistry despite small global emissions. A few VOCs, such as ethane and acetone, have longer lifetimes and impact tropospheric chemistry on hemispheric scales. It is expected that anthropogenic emissions of most VOCs have risen since preindustrial times due to increased use of gasoline and other hydrocarbon products. Due to the importance of VOC abundance in determining tropospheric O₃ and OH, systematic measurements and analysis of their budgets will remain important in understanding the chemistry-climate coupling.

1.6.2. Organic aerosols

Organic compounds make up a large but highly variable fraction of the atmospheric aerosol. Organic aerosol particles are directly emitted, biogenically by vegetation and by the ocean, and anthropogenically by fossil fuel use, biomass burning and by industries. Together with these particulate emissions a gas phase emission is present and the degradation of these precursors through oxidation leads to SOA formation. The anthropogenic impact is evident in the major contribution, i.e. biomass burning. Organics are the largest single component of biomass burning aerosols (Andreae et al., 1988). The chemical composition of aerosol particles is highly variable depending on geographic location.

Measurements over the Atlantic in the haze plume from the United States indicated that organic aerosols scattered at least as much light as sulfate particles. Organics are also important constituents, perhaps even a majority, of upper-tropospheric aerosols and there are indications of their existence in the lower stratosphere (Immler et al., 2005). The presence of polar functional groups, particularly carboxylic and dicarboxylic acids, makes many of the organic compounds in aerosols water soluble. This affects the water uptake of aerosols particles (Saxena et al., 1995) and allows them to participate in cloud droplet nucleation (Choi et al., 2002). Recent field measurements have confirmed that organic aerosols may be efficient cloud nuclei and consequently play an important role for the indirect climate effect as well (Rivera et al., 1996).
1.7. The work presented in this thesis

The work presented here falls into two categories:

i) laboratory studies of water uptake

ii) hygroscopicity measurements of atmospheric aerosol particles

In order to characterize the hygroscopicity the author used an HTDMA (Weingartner et al., 2002). The functioning and methodology is described in more detail in chapter 2 below. Briefly; the instrument measures the change in diameter due to uptake of water by the aerosol (hygroscopic growth factor, GF). The hygroscopic growth of particles with diameters between 20 and 250 nm can be determined in the temperature range of -20°C to 30°C and the humidity range of 10% to 95% RH with an accuracy of 0.1°C and 1.6%, respectively. The aerosol particles (flow rate: 0.3 L min⁻¹) first enters a silica gel diffusion dryer in order to dry the sample to RH<10% at 25°C. The dry aerosol is then charged with a diffusion charger (³⁶Kr) and fed into a first differential mobility analyzer (DMA1), where a narrow size range of dry aerosol (often $D_0=100$ nm) is chosen. This selected dry diameter, $D_0$ was verified by measuring, while keeping the whole instrument dry at RH<10%. The monodisperse aerosol is then conditioned to a well-defined higher RH. The aerosol particle diameter is measured using the second DMA and a condensation particle counter (CPC).

To complement these studies for particles at larger sizes an EDB was used at IAC ETH Zurich. This instrument is described in more detail in chapter 2 and 3 below, and shortly, works as follows: an electrically charged particle (typically 2-10 μm in radius) is levitated in an electric field (Davis et al., 1990). The RH is set by adjusting the $N_2/H_2O$ ratio of a constant gas flow, using automatic mass flow controllers. During an experiment, the temperature is kept constant while the RH is changed with a constant rate. The RH-sensor was calibrated directly in the trap using the deliquescence relative humidity of different salts. Its accuracy is ±1.5%RH between 10%RH and 80%RH and ±3%RH above 80%RH. To characterize the particle a HeNe laser (633 nm) illuminates the particle from below. The video image of the particle on a CCD detector and an automatic feedback loop are used to adjust the DC voltage for compensating the gravitational force. A change in DC voltage is therefore a direct measure of the mass change. If the voltage at dry conditions (RH<10%) corresponds to the dry mass of the particle ($M_{dry}$) we can deduce the mass growth factor.

Chapter 2 describes how two HTDMAs and the EDB were used in to investigate aerosols of prescribed composition with atmospheric relevance. In order to investigate the time needed to achieve equilibrium between the water vapor and the aerosol particles the exposure time at the preset RH was varied. For mixtures with at least one component remaining solid, equilibration times up to several tens of seconds were observed. At only a few seconds residence time the hygroscopic growth can, for these cases, be underestimated by up to 10% in $D/D_0$. Thus accurate measurements require that the residence time of the instrument should not be too low, a reasonable recommendation being about 10 s. Furthermore, it was suggested that the most plausible reason for the mass transfer limitation is related to solid enclosures, as the particle morphology can be quite complex. This was corroborated with an increased water uptake in the RH-range of interest, which could be explained with an inverse Kelvin effect at the surface, more precise at the opening of veins and cavities, of the solid part of the particle. The inverse Kelvin effect should be present as long as the surface is not completely covered with a liquid layer, i.e. as long as there are irregularities from the solid component’s matrix still noticeable to produce inwards curved cavities. As the water uptake increases with increasing RH, one assumes that the inverse Kelvin effect vanishes. However, this has not been observed in detail in these studies, partly due to the high resolution that would be needed in the HTDMA for the mixtures studied. One case which indicate this behavior is the mixture of AS/AA 1:2 in chapter 2, where a slightly
increased water uptake is observed in the 80-90% RH range compared to theory, but at higher RHs the measured data again overlaps with theory.

If one considers atmospheric aerosol, the increased water uptake due to Kelvin effect has the potential to influence the radiation budget. For the single scattering albedo, assuming that the diameter change does not change the refractive index of the particle and only increases the particle size, an increase of the SSA of 3% can be estimated at 550 nm wavelength of incident light from Mie theory. However, this effect seems possible only for particles with a solid enclosure and at lower GFs. Furthermore, there is no indication that anthropogenic aerosol would be more prone to such a phenomenon than natural aerosol. It could actually be the inverse, with the anthropogenic aerosol containing more different compounds, resulting in an aerosol less prone to containing a solid crystal.

In Chapter 3 further measurements of mixtures generated in the laboratory are presented, now focusing on the different cases one could expect: liquid/liquid, liquid/solid and solid/solid (AS mixed with either a deliquescent organic, glutaric acid, or solid adipic acid). The measurements were done principally with the EDB, complemented with the HTDMA. Pure citric acid was always liquid, adipic was always solid, while glutaric acid showed a hysteresis during hygroscopicity cycles covering hydration and dehydration cases. We show that the hygroscopicity of mixtures of the above compounds is well described by the Zdanovskii-Stokes-Robinson (ZSR) relationship as long as the two-component particle is completely liquid. However, we observe discrepancies compared to what is expected from bulk thermodynamics when a solid component is present. The AS/AA mixture shows in detail in the EDB a pre-deliquescence water uptake, which indeed indicates a surface uptake of water, confirming an inverse Kelvin effect.

In the atmosphere one also encounters mineral dust. Chapter 4 describes a setup to generate a stable continuous output of different powders. As test substance Arizona test dust (ATD) was used. The equipment was verified with regards to particle size and number concentrations generated. It was also of interest to verify the hygroscopicity of ATD, and it was found to be hydrophobic. Electronmicrographs revealed the smallest single particles to be about 100 nm, and larger ones to be clusters of these. This was also noted during water uptake on the larger clusters, as the clusters compacted by a few percent in mobility diameter instead of growing. Further test on ATD in chapter 5, where the dust was exposed to various levels of HNO₃, showed that acidic processed mineral dust become more hygroscopic and an uptake takes place, which further is dependant on RH during the processing. This might be of atmospheric relevance. This is due to the fact that global climate models (GCMs) underpredict NOₓ and overestimate HNO₃ (Gao et al., 1999), which could partly be caused by heterogeneous uptake of HNO₃ on mineral dust (Liao and Seinfeld, 2005). HNO₃ is a reservoir species for NOₓ so incorporation of this process in models should improve accuracy.

In Chapter 6 hygroscopicity measurements from JFJ are presented. The aerosol at the JFJ shows a mix between inorganic and organic substances, as deduced from AMS composition measurements. The main inorganics are AS, ammonium bisulfate and ammonium nitrate, and the organics are a large range of individual components. There are also mineral dust events, shown by the single scattering albedo (Coen, 2004), and back trajectories indicates Sahara origin (Henning et al., 2003). Measurements campaigns at JFJ with the duration of about one month were carried out in 2000, 2002, 2004 and 2005. A winter campaign was again performed 2007, by a new PhD student, and is not included in this work, however it is worth noting that there are several investigations still to be done and questions to answer.
1.8. Outlook

In this work unknowns concerning the influence of organics on the atmospheric aerosol were investigated. The study of organic compounds in aerosol particles is of importance because they affect the water uptake (hygroscopicity) of inorganic aerosol, and hence the radiation budget of the earth through the direct and indirect aerosol effects. Aerosol mixtures were studied in the laboratory, ranging from known pure inorganic salts to more complex mixtures. The kinetics were investigated for the water uptake, and it was found that for mixtures with a solid phase, up to tens of seconds were required for equilibration. Mineral dust (standard Arizona test dust) was investigated, as well as the influence of nitric acid (HNO₃) uptake thereon. It was found that the RH during the uptake influences the uptake coefficient. Measurements from four field campaigns at the JFJ with a duration of one month each are presented. Results include description of the GF distribution and a hygroscopic closure, showing the connection of chemistry to hygroscopicity for atmospheric aerosol.

Thus at first the HTDMA was validated and precision and accuracy investigated through measurements with known salts. Then laboratory studies were done, with mixtures with increasing complexity. It is known that the aerosol at the JFJ is a mixture of inorganic and organic substances, but that mineral dust is also encountered at times, thus the opportunity to study mineral dust under controlled conditions in the laboratory was taken. These points studied in the laboratory helped increasing confidence in the hygroscopic closure for the atmospheric aerosol investigated. In this work the sulfate measured in the atmosphere was assumed to distribute into sulfuric acid, ammonium bisulfate or ammonium sulfate, depending on the amount of ammonium available for neutralization. This is one of the first works with such an approach, which improved the quality of the hygroscopic closure. However this approach has only been empirically deduced and further atmospheric and/or laboratory studies could be envisaged to verify the equilibria, especially with mixtures containing nitrate as well. Thus the data from a hygroscopic closure indicate that the water uptake can be modeled from the chemical compositions. As available measurements and data increase, such an approach can be incorporated in GCMs to describe the aerosol water uptake and thus scattering of the aerosol in sub-saturated environment. Questions that are currently being investigated are further how the hygroscopicity is connected to CCN activity. How useful are parameterizations of hygroscopicity for CCN activity? Field data for such comparisons, especially for higher altitudes (troposphere) are scarce and would be of large use for the aerosol-cloud interactions community. Thus further field measurements can be recommended.

Concerning especially the mineral dust studies one could recommend performing studies both in the laboratory and in the field. The reaction kinetics for HNO₃ processing in this study was measured on the 0.2-2 seconds time scale. It would be advantageous to increase this timescale, which is not easily solved experimentally due to aerosol residence times in air flows, in order to further approach atmospheric conditions. This would improve the studies with regards to diffusion into the particles and possible regeneration of active sites on the surface (Rudich et al., 2007). Additional questions aroused are: what are the reactive sites on mineral dust? And why is the reactivity increasing with RH? There exist other examples of uptake dependant on RH, with ambiguous results, depending on the mixture used: benzo[a]pyrene (BaP), on the surface of azelaic acid, reacts with O₃ increasingly with RH, but decreasingly for intermediate RHs, if condensed on soot particles. Another topic concerning the HNO₃ processing is how important photolysis of adsorbed HNO₃ on surface might be. Currently, the “state-of-the-art” atmospheric models treat mineral dust as a heterogeneous sink for gaseous HNO₃ in the upper troposphere. The uptake of nitric acid to dust is considered to prevent renoxification of HNO₃ by in situ photolysis in the atmosphere. The
models however do not consider the possibility of the reaction products (nitrates) photolysis on the surface of mineral dust. To improve the description of the role of mineral dust as a heterogeneous sink for nitric acid, photolysis of the nitrates on the surface of the dust aerosol should be investigated as no data are available so far.

Thus there remain questions concerning the transformation of aerosol in the atmosphere, and several laboratories work with these questions of ageing of the aerosol from the source point to the removal of the particles. The approach used today is to draw on results from laboratory studies, field campaigns and modeling results, and the proper combination of these techniques will probably be of even more importance in the future, as the complexity of the topic increases.
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2. Hygroscopic growth and water uptake kinetics of two-phase aerosol particles consisting of ammonium sulfate, adipic and humic acid mixtures
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2.1. Abstract

The hygroscopic growth of solid aerosol particles consisting of mixtures of ammonium sulfate and either adipic acid or Aldrich humic acid sodium salt was characterized with a hygroscopicity tandem differential mobility analyzer and an electrodynamic balance. In particular, the time required for the aerosol particle phase and the surrounding water vapor to reach equilibrium at high relative humidity (RH) was investigated. Depending on the chemical composition of the particles, residence times of >40 seconds were required to reach equilibrium at 85\%RH, yielding a measured hygroscopic growth factor up to 7\% too low from measurements at 4 s residence time compared to measurements at equilibrium. We suggest that the solid organic compound, when present as the dominant component, encloses the water-soluble inorganic salt in veins and cavities, resulting in the observed slow water uptake. Comparison with predictions from the Zdanovskii-Stokes-Robinson relation shows enhanced water up take of the mixed particles. This is explained with the presence of the salt solution in veins resulting in a negative curvature of the solution meniscus at the opening of the vein. In conclusion, it is important for studies of mixtures of water soluble compounds with insoluble material to allow for sufficient residence time at the specified humidity to reach equilibrium before the hygroscopicity measurements.
2.2. Introduction

Aerosol particles in the atmosphere affect the earth’s radiation balance in various ways (IPCC, 2001). Firstly, aerosol particles absorb and scatter radiation. This direct aerosol effect is influenced by the hygroscopicity of the aerosol particles, which is determined mainly by their chemical composition. Secondly, the tendency for cloud formation and resulting cloud properties similarly depend on chemical composition as well as on size distribution of the aerosol particles (e.g. McFiggans et al., 2006). Thus the cloud albedo and the radiative properties of cloud droplets are influenced, coined the indirect aerosol effect.

Atmospheric aerosol components can be classified into inorganic and organic components (e.g. Kanakidou et al., 2005). The hygroscopic properties of most inorganic salts present in the atmosphere are well known (e.g. Ansari & Pandis, 1999; Colberg et al., 2003). Of the many organic species identified in the aerosol (e.g. Putaud et al., 2004), the hygroscopic properties of quite a few pure substances have been investigated. However, to date the hygroscopic properties of only a few mixtures have been investigated. Inorganic salts (for instance ammonium sulfate (AS) and sodium chloride) can show a hysteresis behavior during uptake and loss of water, i.e. by exhibiting a difference between the deliquescent and efflorescent relative humidities (DRH/ERH), and with a higher water content of the deliquesced than the effloresced particles in this relative humidity (RH) range. Conversely, organic constituents of the aerosol without hysteresis behavior can contribute to an uptake of water at lower RH than the DRH of inorganic salts. This has been reported by Dick et al. (2000) and is also theoretically expected, as such complex mixtures can remain in the liquid state and exchange water with the gas phase at lower RH’s (Marcolli et al., 2004).

The response of aerosol particles to changes in RH can be measured by a variety of instruments. The particle levitation technique using an electrodynamic balance (EDB) has been demonstrated to be a valuable method for studying the hygroscopic properties of single aerosol particles (Davis et al., 1990). This technique has the advantage that the particle mass can be monitored continuously as a function of RH, thus providing unambiguous in situ characterization of the particle mass growth due to water uptake. It can be used for particles with diameters larger than a few micrometers. A different method for characterizing water uptake is the hygroscopicity tandem differential mobility analyzer (HTDMA, Rader & McMurry, 1986).

In this paper measurements performed by two HTDMAs are compared with each other and with results obtained with an EDB. One of the HTDMAs is from the University of Manchester (UMan), UK (Cubison et al., 2005), the other one from the Paul Scherrer Institute (PSI), Switzerland (Weingartner et al., 2002a), while the EDB is from ETH Zurich (Colberg et al., 2004). Hygroscopicity measurements for a variety of mixtures are presented. The growth of AS is compared with the theoretical prediction using the Aerosol Diameter-Dependent Equilibrium Model (ADDEM) (Topping et al., 2005a; Topping et al., 2005b) developed at the UMan. In the case of mixtures of different components (AS with organics), the hygroscopic growth was predicted using the Zdanovskii-Stokes-Robinson (ZSR) relation for water activities of mixed particles (Stokes & Robinson, 1966).

Mass transfer effects in hygroscopic measurements of aerosol particles have recently obtained more attention. It has been discussed whether organic/inorganic aerosol mixtures show mass transfer limitations of water (contrary to pure inorganic salts which equilibrate very fast, within timescales of <1 s). Kerminen (1997) considered the gas-phase transfer to particles before cloud activation, and reported calculated equilibration times < 1 s. However, a field study by Chuang (2003) found that a fraction of the particles exhibited a slower water uptake than the majority of particles sampled, which was explained by a low mass
accommodation coefficient in that study. Chan and Chan (2005) did a review of the different hygroscopicity studies with possible mass transfer effects for water uptake of aerosol particles, concluding the need for further investigation. Cubison (2005) described an experimental set-up and results for several systems. Our study further investigates and analyzes the results from measurements with varying residence times at elevated RH. In order to evaluate the water vapor equilibration time, the residence time of the particles at high relative humidity was varied from seconds to minutes. AS was chosen as the inorganic salt in this study, as its hygroscopicity is well known and it is a common constituent in the atmosphere. Adipic acid (AA) was chosen as an organic constituent. AA has a low vapor pressure and is only moderately soluble in water (high DRH). At the RH’s studied here it is present in its crystalline form, which is assumed to contribute to a prolonged water uptake equilibration time. AA has also been identified in atmospheric samples (Ray & McDow, 2005). Furthermore tests were carried out with the commercially available Aldrich humic acid sodium salt (NaHA). This compound serves as a proxy for humic-like substances that were identified as a major component of the isolated organic matter in the atmospheric aerosol (Graber & Rudich, 2006; Kiss et al., 2003).

2.3. Experimental Methods

2.3.1. Hygroscopic growth and the ZSR relation

The hygroscopic growth ($GF$) indicates the relative increase in mobility diameter of particles due to water absorption at a certain RH, and is defined as

$$GF(RH) = \frac{D(RH)}{D_0},$$  \hspace{1cm} (2-1)

where $D(RH)$ is the mobility diameter at a specific RH and $D_0$ is the dry particle mobility diameter measured for spherical particles (dynamic shape correction factor, $\chi$, is 1). Near-sphericity ($\chi<1.01$) was ensured by choosing $D_0$ either as the smallest diameter measured during hydration mode (see section 2.3.2 below), or, if the aerosol showed water uptake at low RH, by choosing the diameter extrapolated to 0%RH for the dehydration mode (droplets). Mobility growth factors obtained with an HTDMA are only equal to volume equivalent growth factors if the particles do not change the shape during water uptake. The $GF$ is presented in humidograms (i.e. showing the response in hygroscopic growth versus relative humidity, see Fig. 2-2).

The hygroscopic growth factor of a mixture ($GF_{mixed}$) can be estimated from the growth factors of the pure components and their respective volume fractions, $\varepsilon$, with the ZSR relation (Gysel et al., 2004; Stokes et al., 1966)

$$GF_{mixed} = \left( \sum_k \varepsilon_k GF_k^3 \right)^{1/3},$$  \hspace{1cm} (2-2)

where the summation goes over all compounds present in the particles. The model assumes spherical particles, ideal mixing behavior (i.e. no volume change upon mixing) and independent water uptake of the organic and inorganic components. The volume fractions for the two components in the dry particles were calculated as

$$\varepsilon_i = \frac{(w_i / \rho_i)}{\sum_k (w_k / \rho_k)} ,$$  \hspace{1cm} (2-3)
where \( w_i \) is the mass fraction and \( \rho_i \) the density of the pure substance \( i \). Values of \( \rho \) used in the model were 1.77, 1.36 and 1.1 g/cm\(^3\) for AS, AA and NaHA, respectively, obtained from the product suppliers. The hygroscopic growth of AS was parameterized for the deliquesced state from our measurements, between 35-93\%RH, with:

\[
GF = (1 - \%RH / 100)^\gamma + c,
\]

where RH is given in percent, and the coefficients \( \gamma \) and \( c \) were fitted as -0.21821 and 0.070, respectively. The standard deviation of the residuals between this parameterization and the ADDEM model was 0.012 in \( GF \) (Topping et al., 2005a).

### 2.3.2. HTDMA

The two HTDMAs employed (from UMan and PSI) are operated in a similar manner. A differential mobility analyzer (DMA1) selects a monodisperse aerosol size, \( D_0 \), under dry conditions (RH<10\%). The aerosol then passes through a humidifier with a controlled higher RH, and the diameter \( D \) is measured with a second DMA (DMA2). A scheme can be seen in Fig. 2-1. The two DMAs are similar to the TSI 3071 type. The instrument from PSI with a closed-loop sheath air uses only the aerosol flow entering the DMA2 to regulate the RH in the DMA2. The RH of the sheath air thus follows the RH of the aerosol flow. RH setpoint changes were kept small, in order to maintain similar RH in the aerosol flow as in the sheath air. In this study data was used only if the variation in the sheath air was <1\%RH during each scan.

![Fig. 2-1. Experimental set-up of the HTDMA.](image)

The UMan instrument humidifies the aerosol flow and the sheath air flow with two independent humidifiers and controllers. The RH of the aerosol and the sheath air was kept identical. The two DMAs used were constructed in house and are of the Vienna design (Winklmayr et al., 1991). Both HTDMAs were kept at a constant temperature set in the range 18-23 \(^\circ\)C (controlled by a water bath). A few degrees cooling of DMA2 with respect to the aerosol and sheath air conditioners (at constant laboratory temperature) was necessary to reach high RH’s (>90\%RH). The relevant RH in DMA2 was determined by measurement of the system temperature and the DMA2 excess sheath air dew point using a dew point mirror. The accuracy of the RH measurement at higher RH is for example 90±1.2\%, assuming no temperature gradients in the DMA2. The hygroscopic growth factor (\( GF \)) can be determined with a precision (2x standard deviation) of \( \Delta GF = \pm 0.01 \) (at \( D_0 \)) and \( \Delta GF = \pm 0.03 \) (at DRH). Measurements of solid inert material, such as mineral dust, performed with the same HTDMA set-up show a precision of \( \Delta GF = \pm 0.005 \) (see Vlasenko et al. (2006)).

Two different ways to operate the HTDMA were used; these are denoted hydration and dehydration mode. For the hydration mode, the mono-modal dry particles were exposed to a monotonically increasing RH until the size measurement in DMA2. For the dehydration mode the particles were first deliquesced at RH>80\% in a pre-humidifier, and then the RH was monotonically lowered to the RH in DMA2, thus allowing the efflorescence relative humidity to be measured. For the ERH measurements the DMA2 was kept at a temperature similar to the
laboratory temperature in order to guarantee that the lowest RH behind the pre-humidifier occurs in DMA2, to avoid efflorescence before DMA2. The pre-humidifier switched on/off automatically. This setup allows a completely automated operation of the HTDMA.

2.3.3. Residence time chambers

In order to study the effect of residence time of the aerosol in the HTDMAs, chambers of different volumes were installed after the humidifier (before entry to DMA2), allowing the aerosol to equilibrate at the specified RH for a range of residence times. The chambers were kept at the same temperature as the DMA2 in order to ensure constant RH from the chambers to DMA2. The chambers were of different sizes yielding measured residence times ($\tau_{\text{res}}$) ranging from 3 s to 2 min in total. The errors in $\tau_{\text{res}}$ were on the order of +/- 4 s for $\tau_{\text{res}}<30$ s and +/- 11 s for $\tau_{\text{res}} \geq 30$ s. The geometries of the chambers were chosen as cylinders with a ratio of length to diameter of about 3 to 10, because of space availability and construction reasons. Several measurement scans, each with a duration varying between 1-3 min, were done after switching to the chamber with the longest $\tau_{\text{res}}$ to allow for a steady state to build up. Then, monotonically shorter $\tau_{\text{res}}$ were measured (by turning 3-way valves), until only connecting tubing was used for the shortest $\tau_{\text{res}}$. If the pre-humidifier was used, the $\tau_{\text{res}}$ was increased by 10 s (time from the middle of the pre-humidifier to the main humidifier). The residence times stated below are thus from the middle of the first humidifier (pre-humidifier or main humidifier) through the tubing and residence chambers up to the entry point of the sheath air inside the DMA2. The time from the entry point of DMA2 to where the aerosol flow mixes with the sheath air is 3.5 s for the PSI HTDMA and 2 s for the UMan HTDMA.

2.3.4. Electrodynamic balance

An electrically charged particle (typically 2-10 µm in radius) is levitated in an electrodynamic balance (Davis et al., 1990). The RH is set by adjusting the N₂/H₂O ratio of constant gas flow, using automatic mass flow controllers. During an experiment, the temperature is kept constant while the RH is changed with a constant rate. The sensor was calibrated directly in the trap using the deliquescence relative humidity of different salts. Its accuracy is ±1.5%RH between 10%RH and 80%RH and ±3%RH above 80%RH.

To characterize the particle a HeNe laser (633 nm) illuminates the particle from below. The video image of the particle on a CCD detector and an automatic feedback loop are used to adjust the DC-voltage for compensating the gravitational force. A change in DC voltage is therefore a direct measure of the mass change. If the voltage at dry conditions (RH<10%) corresponds to the dry mass of the particle ($M_{\text{dry}}$) we can deduce the mass growth factor. In addition, we use a photomultiplier with a conical detection angle (approximately 0.2° half-angle) to measure the scattering intensity at 90° to the incident beam and feed this signal to an analog lock-in amplifier to measure the intensity fluctuations, that is, the root mean square deviation from the intensity mean (RMSD intensity). Because of its symmetry, a homogeneous spherical particle will show a constant scattering intensity and hence a very small fluctuation amplitude (corresponding to a value of 0.04, for our noise level). A nonspherical particle will scatter light with different intensity in the detection angle depending on its orientation relative to the incoming laser beam. All particles perform Brownian rotational motion in an EDB, which leads to an RMSD intensity between 0.5 and 5 depending on the deviation from spherical symmetry of the particle in its dry, solid state. We have used these intensity fluctuation amplitudes previously to characterize liquid microdroplets with a single solid inclusion (Krieger & Braun, 2001). In the following we will use this to identify the occurrence of phase transitions and to characterize the morphology of complex aerosol particles.
2.3.5. Aerosol generation / substances tested

Aerosol mixtures were generated using an atomizer (Type TSI 3076) operated with purified compressed air. Details on the substances investigated are found in Table 2-1. The substances were dissolved in MilliQ-water (18 MΩ·cm). All solutions appeared completely dissolved at visual inspection. It is assumed that the resulting aerosol was an internal mixture with the same mass ratio as in the solution (cf. Gysel et al., 2004). This seems plausible, as no broadening of the growth factor distributions from the HTDMA could be detected while switching from the pure AS to the mixtures. The solutions were diluted further with MilliQ-water in the case the original solution yielded too high particle concentrations for the HTDMA at the size studied. The nebulized aerosol produced was subsequently dried in a silica gel diffusion dryer (residence time 30 s). It was found that the dried aerosol was irregular in shape and restructured up to 5% in mobility diameter after deliquescence. These shape effects have been minimized by introducing a subsequent hydration/dehydration cycle (RH>82%) to allow for deliquescence followed by efflorescence before the HTDMA. With this setup it was found that the particles did not restructure further in the HTDMA (within the instrument’s precision), which indicates a more compact, spherical, shape. The dried particles were neutralized by means of a Kr-85 source and then fed into the HTDMA for the hygroscopicity measurement.

Table 2-1. Substances used during the experiments.

<table>
<thead>
<tr>
<th>Substance</th>
<th>Purity</th>
<th>Producer</th>
<th>Product n°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammonium sulfate, MicroSelect</td>
<td>99.5%</td>
<td>Fluka</td>
<td>09978</td>
</tr>
<tr>
<td>Adipic acid, Puriss</td>
<td>99.6%</td>
<td>Riedel-deHaen</td>
<td>27635</td>
</tr>
<tr>
<td>Humic acid, sodium salt, tech. isolated from crude lignite</td>
<td>N.a.</td>
<td>Aldrich (purchased 2003)</td>
<td>H16752</td>
</tr>
</tbody>
</table>

2.4. Results

2.4.1. Comparison of the two HTDMAs with pure AS

The sizing of the DMAs in both instruments was verified with polystyrene latex spheres in the size range from 90-400 nm. Thereafter instrument performance was verified by measurements of hygroscopicity of the ammonium sulfate (AS). AS is a well investigated substance and the two HTDMA instruments measured reproducible results ($GF_{PSI} = 1.48$ and $GF_{UMan} = 1.46$ at 80%RH and for $D_0=100$ nm) which correspond well with literature (Gysel et al., 2002; Hennig et al., 2005). The modeled curve is calculated as in Topping et al. (2005a). The calculated DRH of AS is 79.9%RH for large particles (Tang & Munkelwitz, 1993). As the particle diameter decreases, the DRH is theoretically predicted to increase. Deliquescence occurs when the free energy of the effloresced particle surface equals the free energy of the deliquesced particle. The surface energy increases due to the Kelvin effect (Russell & Ming, 2002). A negligible increase is predicted for $D_0=100$ nm particles. Moreover, a recent experimental study showed no significant increase of DRH for AS nanoparticles down to 6 nm (contrary to NaCl), within the range of RH uncertainty (±2.5%RH in that study) (Biskos et al., 2006). The PSI HTDMA measured a DRH of 80.5%RH (average of 6 measurements, standard deviation 0.75%, $D_0=100$ nm), which is in the range of literature values reported. The $\tau_{res}$ at the conditioned RH for different runs was varied between 4 and 40 s, and no influence of varying the $\tau_{res}$ was detected. This confirms that equilibration of inorganic salts is fast, << 1s. Measurements of AS were done at the beginning of the intercomparison period and after regular intervals (about every 2 weeks) thereafter.
Fig. 2-2. Humidogram of laboratory-generated $D_0 = 100$ nm ammonium sulfate aerosol from the two HTDMAs ($T \approx 20^\circ$C). The two instruments show a good agreement.

2.4.2. Hygroscopicity of pure adipic acid and pure humic acid

Pure adipic acid (AA) does not show any uptake of water (e.g. $GF = 1.00 \pm 0.02$ up to 96%RH) (Joutsensaari et al., 2001), which was confirmed up to RH 92% with both HTDMAs and the EDB in this study. AA is considered to be present as a crystalline solid in this study. This was confirmed with the two-dimensional angular scattering pattern from the EDB.

The hygroscopicity of pure NaHA has also been measured in two former studies (Badger et al., 2006; Gysel et al., 2004). Within experimental error, our results on the growth measured with the dehydration mode are comparable with these studies. However, measurements with the hydration mode differ at lower RH just outside the experimental error. This could be due to different morphology of the particles caused by differences in nebuliser conditions and/or drying conditions after the nebuliser. Particles composed of only NaHA showed no difference in $GF$ as the residence time was varied at high RH. However, as the hygroscopicity of the NaHA is relatively low, the resolution of the HTDMA might not be sufficient to discern an effect for pure NaHA.

2.4.3. Hygroscopicity of AS/AA mixtures

The hygroscopic growth of 4 mixtures, with mass ratios of 1:1, 1:2, 1:3 and 1:4 AS/AA, were measured. In order to evaluate the equilibration time of the water uptake, the hygroscopic growth factor was measured with the HTDMAs at various residence times. The hygroscopic growth factors of deliquesced particles measured in the RH range 70-95% (for the hydration mode data only above DRH was used) were interpolated with an empirical fit to 85%RH for each mixture and residence time. Most points were measured in the vicinity of 85%RH. Fig. 2-3 shows box plots of the determined growth factors at 85%RH as a function of residence time for the 1:1, 1:2, 1:3 and 1:4 mixtures. The box plots consist of the mean growth factor (star), as well as 75/25 percentile (box) and 95/5 percentile (whiskers) of the residuals between the measurements and the fit line. Experimental uncertainties for the $GF$ precision and $\tau_{res}$ accuracy are as stated in section 2.3.2 and 2.3.3.
Fig. 2-3. Hygroscopic growth for AS/AA mass ratios 1:1, 1:2, 1:3 and 1:4 (top to bottom panel), measured with different residence times. \( D_0 = 100 \) nm and \( GF \) relates to 85\%RH. The 3s and 60s residence time data for the AS/AA 1:3 mixture was measured with the UMan HTDMA, rest of data was measured with the PSI HTDMA. Each box represents on average 44 data points.

Fig. 2-4 (EDB) and Fig. 2-5 (HTDMA) show the humidograms of the AS/AA mixtures for residence times sufficiently long such that the equilibrium size is reached. In the ZSR relation AA was assumed solid, thus not contributing to the growth at all (\( GF = 1.0 \) at any RH). The presence of AA as a solid was confirmed by intensity fluctuation data from EDB measurements shown in Fig. 2-4: all mixtures over the whole relative humidity range show RMSD of scattered light intensity significantly above what is observed for completely liquid particles. Hence there was always a solid phase present in the particle. Note, however, that at RH substantially lower than the DRH of ammonium sulfate the intensity fluctuations decrease as a consequence of water uptake, leading to an optically more homogeneous spherical particle. The water uptake below ammonium sulfate DRH is clearly detected by the hygroscopic mass growth. At DRH of AS the intensity fluctuations stay constant or increase again (1:1 and 1:2 mixtures) because the water content is now large enough for Brownian motion of the solid adipic acid inclusion in the aqueous solution particle to occur.
Fig. 2-4. Experimental hygroscopic mass growth (\(M/M_0\), solid lines in lower panels) and ZSR model (dashed lines in lower panels) and intensity fluctuation data (RMSD intensity, upper panels) from EDB measurements for three mixtures of AS/AA: (a) 1:1 in mass ratio, (b) 1:2, (c) 1:3. The shaded area labeled (S) marks the RMSD intensities typical for a solid non-spherical particle, the line labeled (L) marks the RMSD intensity for a completely liquid and hence spherical particle. See text for details.

There is a substantial deviation of hygroscopic growth factors from ZSR prediction at RH above the DRH of ammonium sulfate for 1:2 and 1:3 mixtures, and a shift in DRH to lower RH. In 25 experiments with different particles of the 1:3 composition in the EDB we observed a scatter of values ranging from 1.16 to 1.45 in \(GF\) at DRH and a scatter ranging from 78 to 83%RH in DRH, which is significantly more scatter than instrument precision. This complex behavior of water uptake is most likely due to the morphology of the solid adipic acid (water uptake in confined spaces, e.g. grain boundaries), and it will be discussed to some extent in section 2.5.2 and in more detail in a separate paper.

For the 1:1 and 1:2 AS/AA mixture, no increase in growth with longer residence time at high RH was noted for the interval studied here (4.4-40s), as can be seen from the top two panels of Fig. 2-3. The hygroscopic growth of the 1:1 mixture is in good agreement with the ZSR approach (Fig. 2-4a and 2-5a) and with previous measurements (Hämmeri et al., 2002; Prenni et al., 2003).
Fig. 2-5. Humidograms of ammonium sulfate-adipic acid mixtures AS/AA. Mass ratios are indicated by the labels A-D, D₀=100 nm and data points were measured at equilibrium (data for AS/AA 1:4 at residence time >30 s, see text).

In the HTDMA measurements of the 1:3 mixture, a dependence on residence time of the measured GF was observed, which was larger than the experimental precision (estimated as 2x standard deviation), irrespective of the HTDMA instrument used (UMan or PSI). During the observable residence times (3 – 120 s) the GF increased from 1.15 to 1.24, reaching its equilibrium value after about 10 s. For this mixture, the equilibrium hygroscopic growth exceeds the one predicted by the ZSR model by 0.08. This deviation is larger than the precision of the measurements, and also slightly larger than the typical deviations stated for instance in (Prenni et al., 2003), where the difference between measurement and prediction was on average 0.05 for 1:1 mixtures of ammonium sulfate and dicarboxylic acids at 90%RH. The 1:3 AS/AA mixture was also measured by (Hämeri et al., 2002) who reported a hygroscopic growth in agreement with ZSR predictions up to about 85%RH, but at higher RH the measured growth was higher than ZSR (i.e. GF 1.3 at 90%RH).

For the 1:4 mixture the hygroscopic growth doubles when the residence time is increased from 6s to 40 s. A comparison with the ZSR model in Fig. 2-5d shows that the observed growth is below the predicted one, indicating that even 40 s may not be sufficient to reach equilibrium. Furthermore the irregularity of the particles increases with increasing AA content (see section 2.5.2), and we cannot exclude compaction of the particles as they take up water, potentially leading to mobility diameter growth factors smaller than volume equivalent diameter growth factors due to shape effects in this case.
2.4.4. Hygroscopicity of AS/NaHA mixture

The hygroscopicity and dependence of residence time on the water uptake was measured for an AS/NaHA mixture with mass ratio 1:3 with the HTDMA. For this mixture a small increase, 0.04 in GF, was seen as the $t_{\text{res}}$ increased from 10 s to above 30 s (Fig. 6). This is close to the limits of the experimental repeatability, but as the 95/5 percentiles for this mixture are quite small, we find it worth mentioning. This would imply that some mass transfer limitations can also be expected in the presence of NaHA, which is an amorphous solid. In section 2.5.2, possibilities for mechanisms are discussed, which are based on two-phase systems. We visually investigated a mixture with a 1:3 mass ratio in a vial (~1 g total dry products), with water added accordingly to the measured hygroscopicity at 85%RH, and found the resulting mixture to be a thick paste, with undissolved grains from the NaHA inside. Thus it seems probable that the less soluble fraction of the NaHA remains solid also at higher RH. In Fig. 2-7 humidograms of the mixture and of pure NaHA can be seen. The results correspond well with another study (Badger et al., 2006). For the ZSR model, full efflorescence of AS at 35%RH was assumed. The hygroscopicity of the mixture is low compared to the ZSR relation (panel A), which was explained by Badger et al. (2006) as interactions between AS and NaHA. They investigated a range of concentrations, and we refer to their publication for further information.

![Figure 2-6](image_url)

Fig. 2-6. Hygroscopic growth for AS/NaHA mass ratio 1:3, measured with different residence times. $D_0=100$ nm and GF relates to 85%RH. Data is from the UMan HTDMA, except the 29 s data which was measured by the PSI HTDMA.
2.5. Discussion on mass transfer and hygroscopicity

There are several possible reasons for the observed effect of prolonged water vapor equilibration times. This will be addressed in the following.

2.5.1. Mass transfer limitations of water vapor transport to the particle

If we consider a particle and the surrounding water vapor, the first limiting step could be the gas diffusion of water molecules to the particle’s surface (e.g. Kerminen, 1997). These studies show that gas diffusion is fast (i.e. <<1s), for the conditions used here. A subsequent step is the transfer across the gas-particle interface. This step is seen as a thin layer where water molecules are arriving from the gas, molecules are leaving the surface back to the gas, and molecules are diffusing into the particle. The rate governing these processes is described by the accommodation coefficient, $\alpha$, defined as

$$\alpha = \frac{\text{number of molecules entering the liquid phase}}{\text{number of molecular collisions with the surface}}$$

Under the assumptions of a spherical particle, a constant water vapor pressure, an equilibrium governed by Henry’s law and a high water solubility, the accommodation coefficient, $\alpha$, can be approximated with the following equation (Kumar, 1989):

$$\alpha \geq \frac{R_p H_A \sqrt{2\pi M_A RT}}{3 \tau_p}$$

where $R_p$ is the particle radius, $H_A$ the Henry’s law constant for water in the concentrated solution, $M_A$ the molecular weight of water and $\tau_p$ the time needed to obtain equilibrium. $R$ and $T$ are the universal gas constant and the temperature, respectively. If we consider the 1:3 mass ratio AS/AA mixture (measurements discussed in detail above), we obtain $\tau_p = 10$ s for a particle with diameter 100 nm, for which $\alpha$ becomes >3·10^{-6} (for $H_A = 2.9$ mol·g^{-1}·atm^{-1}). Such a low mass accommodation coefficient for a liquid in contact with the gas phase is not to be expected (Chuang, 2003), thus the mass transfer is consequently assumed...
to be limited inside the particle. If the particle is completely liquid the liquid diffusion should be fast (<<1s for a submicrometer-sized particle consisting of a typical salt solution, if assuming a typical aqueous diffusion coefficient of $10^{-5}$ cm$^2$·s$^{-1}$). In the next section mass transfer limitations due to inhomogeneous morphology inside the particle will be discussed.

### 2.5.2. Influence of morphology on hygroscopic growth and transfer limitations

The hygroscopic growth of the AS/AA mixtures presented in section 2.3.4 shows deviations from the ZSR approach: for the HTDMA and the EDB measurements, the measured hygroscopic growths of the 1:3 and to a lesser extent the 1:2 mixtures are higher than predicted by the model with deviations that exceed the measurement uncertainties. Systematic changes of particle composition during the nebulizing process in the HTDMA or during the injection of a particle in the electrodynamic balance seem unlikely since such an effect was not found for other particle compositions. Moreover, we verified that no AA evaporated in the HTDMA by nebulizing pure AA particles for which no change in the mobility diameter was noted during the time in the HTDMA. This is consistent with the electrodynamic balance experiments which showed no weight loss of the particles over extended measurement periods.

The ZSR approach usually leads to accurate predictions of the water uptake of ammonium sulfate mixed with dicarboxylic acid mixtures (Choi & Chan, 2002; Marcolli et al., 2004). Since AA deliquesces only at 99.9%RH, we based the ZSR calculation for AS/AA mixtures on the assumption that there is no water uptake connected with the adipic acid fraction over the whole RH range. In addition to the results from the EDB as detailed above, we validated this assumption by determining the eutonic composition and the water activity of AS/AA mixtures by the methods described in Marcolli et al. (2004).

#### Table 2-2. Solubility measurements.

<table>
<thead>
<tr>
<th></th>
<th>Saturation solubility (moles/kg water)</th>
<th>Water activity $a_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adipic acid</td>
<td>Ammonium sulfate</td>
</tr>
<tr>
<td>Adipic acid</td>
<td>0.15 ± 0.01</td>
<td>-</td>
</tr>
<tr>
<td>Ammonium sulfate</td>
<td>-</td>
<td>5.76 ± 0.02</td>
</tr>
<tr>
<td>Eutonic composition</td>
<td>0.014 ± 0.003</td>
<td>5.74 ± 0.02</td>
</tr>
</tbody>
</table>

The results in Table 2-2 show that the solubility of AA is reduced by about a factor of ten, while the one of ammonium sulfate remains unchanged within the error of the experiment. The water activity of the saturated AA solution is close to 1 while the eutonic composition deliquesces at a similar RH as AS. Moreover, we performed water activity measurements for 1:3 AS/AA aqueous suspensions in the range of $a_w = 0.8 - 1$ which showed good agreement with the ZSR model, indicating that the change of water activity due to the presence of dissolved or crystalline (particle sizes of a few micrometers) AA is below the detection limit. These bulk measurements confirm the findings from the electrodynamic balance that AA remains crystalline over the whole measured humidity range.
Fig. 2-8. SEM images of spherical pure ammonium sulfate particles, irregular particles of the 1:3 ammonium sulfate/adipic acid mixture and pure adipic acid (from left to right). The dark spherical features in the pure AA frame are the holes of the Nuclepore filter and not deposited particles.

Fig. 2-9. Schematic drawing of the process resulting in an inverse Kelvin effect.

In the following, we explore the possibility that the high water uptake of the 1:2 and 1:3 and the low one of the 1:4 AS/AA mixtures are due to morphological effects. SEM images were taken (Fig. 2-8) showing that under dry conditions the AS/AA mixed particles consist of a
conglomerate of nanocrystals with irregular shapes, with cracks, pores and veins with diameters of 20 – 100 nm between them. When the DRH of ammonium sulfate is reached, it can be assumed that these pores and veins between the crystals fill with aqueous ammonium sulfate, because water molecules diffusing to the opening of a vein would more easily adsorb to the concave vein wall than the convex particle surface. The water uptake in such pores and veins is enhanced compared to the one of a flat surface or the convex particle surface. The enhancement depends on the vein diameter, determining the concavity of the liquid surface at the opening of the vein, and results in a Kelvin effect that is inverse compared to a convex liquid droplet. We denote this in the following with “inverse Kelvin effect” (Kärcher & Lohmann, 2003; Weingartner et al., 1997), as we describe the increased water uptake of the capillary due to the concave solution surface. The inverse Kelvin effect can be described by the standard Kelvin equation, with the difference that the water activity has to be divided by the Kelvin factor to obtain the equilibrium RH (Eq. 7). To explore the influence of this effect, we calculated the water uptake for a 1:3 AS/AA particle with vein systems of varying lengths. Assuming that the liquid portion of the particle is present totally in veins and keeping the length of the vein system constant with increasing RH, the veins have to increase in diameter to accommodate the increasing solution volume (for a schematic drawing, see Fig. 2-9). Thus, for a fixed length of the vein system and any given solution volume, the solution concentration (i.e. the Raoult effect) as well as the vein diameter assuming veins with circular cross sections (i.e. the Kelvin effect) is given and the equilibrium RH above the vein can be calculated by

\[ RH = a_w \cdot e^{-4\sigma_{sol} \bar{V}_w \cos\phi / D_v RT} \quad (2-7) \]

In this equation \( a_w \) is the water activity calculated from the growth factor of a pure AS particle as parameterized in Eq. 4, \( \sigma_{sol} \) is the surface tension of the solution, \( \bar{V}_w \) the partial molar volume of water, \( D_v \) the vein diameter, \( \phi \) the contact angle between the solution and the vein surface, \( R \) the ideal gas constant and \( T \) the absolute temperature. For simplicity, we calculated the vein diameter \( D_v \), assuming that AS is totally dissolved and AA totally insoluble and approximated the surface tension of the solution by the one of water. Moreover, we assumed that the solution is completely wetting the vein surface (\( \phi = 0^\circ \)). This assumption is in accordance with Raymond and Pandis (2002).

In Fig. 2-10 the water uptake for a 100 nm diameter 1:3 AS/AA particle with a vein system of a total length of 400 nm is compared to the HTDMA measurement. This vein system length is compatible with a particle consisting of about eight AA crystallites with ~50 nm diameters. The inverse Kelvin effect leads to an enhanced water uptake above 50%RH. From 50 – 90%RH the vein diameter increases from 26 to 50 nm. These diameters have to be considered as upper limits, since in our model description, we assume that all the liquid is present in veins. In reality, it will be present in grain boundaries, triple junctions as well as veins, resulting in smaller vein diameters for the same water uptake. We assume that above a critical upper value of RH the solution volume can no longer be accommodated within the veins and the inverse Kelvin effect vanishes. This upper limit does not seem to be reached yet for the 1:3 mixture, while in the case of the 1:2 mixture the slightly increased water uptake around 80%RH might indicate an inverse Kelvin effect which vanishes again at higher RH.
Fig. 2-10. HTDMA measurements of the 1:3 AS/AA mixture with the water uptake modeled with the ZSR relation, as well as modeled with the additional water uptake of an inverse Kelvin effect from a 400 nm length vein system.

The inverse Kelvin effect also leads to a decrease of the DRH. For the vein system of a total length of 400 nm, a decrease of the DRH from 80.8 to 76%RH is expected. A slight decrease of DRH was observed for the particle in the electrodynamic balance, and a DRH of 78.8%RH was measured with the HTDMA for the AS/AA 1:3 mixture. We assume that after efflorescence the AS crystals are present in the veins or even totally enclosed by AA (see Fig. 2-9). Due to capillary forces, water can enter the veins and dissolve AS partly before the deliquescence RH is reached, as can be seen from the mass increase of the particles in the electrodynamic balance starting at 50%RH. This partial dissolution is limited by the space available in the vein system and might be accompanied by a transport of AS out of the veins where it recrystallizes because the inverse Kelvin effect is no longer present. We assume that before the veins can start to grow in diameter, they have to be filled completely with solution because adhesion forces between crystals impede the expansion. Full deliquescence would therefore in this case only be reached at an RH closer to the one in the absence of a Kelvin effect.

We think that the long residence times needed in the HTDMA to reach full hygroscopic growth is due to the presence of AS in veins or even totally enclosed by AA. While the spreading of the solution in the veins should not be slowed down considerably as long as the solution is wetting the vein surface (Liu et al., 2005), the expansion of the veins in diameter might be the rate limiting step. Alternatively, in the case of a total enclosure, the AA forms a barrier that has to be overcome by the water molecules leading to a slow humidification. This effect seems to be stronger the higher the AA fraction is. The characteristic time for diffusion through the solid organic matrix can be described with:

\[
\tau_p = \frac{R^2_p}{\pi^2 D_{Sol}} 
\]  

(2-8)
where \( R_p \) is the particle radius, \( D_{Sol} \) the solid diffusion coefficient and \( \tau_p \) the characteristic time needed to reach equilibrium. If we calculate \( D_{Sol} \), again for a 100-nm diameter particle and \( \tau_p = 10 \) s, we obtain \( 8.0 \cdot 10^{-13} \text{ cm}^2 \text{ s}^{-1} \). This is a value in the range for solids, but would in our case only be applicable to a part of the particle. If water must diffuse through this solid matrix to dissolve the AS into ions that participate in the hygroscopic growth, a fraction of the equilibration times measured can be explained.

### 2.6. Conclusions

Some of the inorganic/organic mixed-phase solutions studied with two HTDMAs in the present work required residence times of >40 seconds in order for the particles to reach equilibrium after water uptake. It is proposed that in these cases the organic compound, when present in major fractions, is solid (verified with an EDB) and encapsulates some of the inorganic species residing in between the solid organic grains in veins and pores. The water uptake rate of the mainly inorganic solution is possibly slowed down by solid phase diffusion. It is important for measurements of such mixtures to allow for a sufficient residence time at the specified humidity for the system to equilibrate. Otherwise, the resulting underestimation of the hygroscopicity may have implications for derived aerosol properties such as light scattering (direct aerosol effect in climate considerations) and cloud activation (indirect aerosol effect).
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3.1. Abstract

Atmospheric aerosols are often mixtures of inorganic and organic material. Organics can represent a large fraction of the total aerosol mass and are comprised of water-soluble and insoluble compounds. Increasing attention was paid in the last decade to the capability of mixed inorganic/organic aerosol particles to take up water (hygroscopicity). We performed hygroscopicity measurements of internally mixed ammonium sulfate and carboxylic acids (citric, glutaric, adipic acids) particles in parallel with an electrodynamic balance (EDB) and a hygroscopicity tandem differential mobility analyzer (HTDMA). The organic compounds were chosen to represent three distinct water uptake characteristics. Pure citric acid was always liquid, adipic acid was always solid, while glutaric acid can be both during hygroscopicity cycles covering hydration and dehydration measured by the EDB and the HTDMA. We show that the hygroscopicity of mixtures of the above compounds is well described by the Zdanovskii-Stokes-Robinson (ZSR) relationship as long as the two-component particle is completely liquid in the ammonium sulfate/citric acid and ammonium sulfate/glutaric acid cases. However, we observe discrepancies compared to what is expected from bulk thermodynamics when a solid component is present. We explain this by the complex morphology resulting from the crystallization process leading to pores, triple junctions and grain boundaries which allow for water sorption in excess of bulk thermodynamic predictions due to the Kelvin effect on concave surfaces.
3.2. Introduction

Atmospheric aerosols influence the climate directly through scattering and absorption of radiation, and indirectly through modification of clouds properties. The climate forcing resulting from these aerosol effects is still characterized by large uncertainties (IPCC, 2007). Organic material accounts for 20% to 50% in total fine aerosol mass at continental midlatitudes and for as much as 90% in tropical forested areas (Kanakidou et al., 2005). Organics in the condensed phase comprise a large variety of chemical compounds (Rogge et al., 1993). Although large uncertainty remains concerning the detailed composition, it is established that a considerable fraction of the organic aerosol is water-soluble, thus contributing to the aerosol hygroscopicity (Choi and Chan, 2002; Saxena et al., 1995). Moreover, organics are typically found to be internally mixed with inorganic compounds (Middlebrook et al., 1998; Murphy et al., 2006), and may therefore influence the water uptake and phase changes of the inorganic aerosol fraction (Saxena et al., 1995; Cruz and Pandis, 2000; Dick et al., 2000). Considering the complex composition of atmospheric aerosols with thousands of different compounds, Marcolli et al. (2004) suggested that the physical state of the organic aerosol fraction is typically liquid (or amorphous solid). The determination of the physical state (liquid or crystalline) and the amount of water present in the condensed matter is crucial to assess the aerosol impact on climate and atmospheric chemistry. Chemical interactions between the inorganic and organic species may lead to a decrease of the deliquescence relative humidity of the inorganic component, or even to a water uptake of the aerosol particle at every RH (Braban and Abbatt, 2004; Choi and Chan, 2002). Also, a liquid/liquid phase separation into a predominantly organic and an aqueous inorganic phase with no change of the inorganic salt deliquescence relative humidity may occur (Marcolli and Krieger, 2006). Moreover, mass transfer limitations between gas and particle phase play a role in water uptake kinetics, increasing the time needed for the particles to equilibrate with ambient relative humidity (Chan and Chan, 2005; Sjogren et al., 2007).

We observed slow water uptake for mixed inorganic/organic particles in HTDMA measurements (Sjogren et al., 2007) and we hypothesized that complex morphology of mixed solid/liquid aerosol particles is responsible for this behavior. The method of choice often used to predict the hygroscopic behavior of multicomponent particles is the Zdanovskii-Stokes-Robinson’s approach (Zdanovskii, 1948; Stokes and Robinson, 1966). It assumes no mutual influences between components of the mixed solution particle, and therefore the total water uptake is simply the sum of the individual uptakes by the single components. While this method proved to be valid for many systems, discrepancies still remain for systems involving for instance pinonic acid (Cruz and Pandis, 2000), succinic acid (Svenningsson et al., 2006), and adipic acid (Sjogren et al., 2007, and this study). As pointed out by Fuzzi et al. (2006), despite the remarkable advances in recent years, physicochemical properties like the hygroscopicity of organic particles need further investigation and improvements of measurement techniques. This study aims at shedding more light on the problem by investigating the hygroscopicity (growth factor and phase changes) and morphologies of mixed inorganic/organic particles made of ammonium sulfate as inorganic and either citric, glutaric, or adipic acid as the organic components. These organic compounds are typically attributed to secondary or aged primary organic aerosols. Measurements are performed in parallel with an electrodynamic balance and an HTDMA instrument, and results are compared with literature data and/or bulk thermodynamics. A comparison of the measured growth factors with the Zdanovskii-Stokes-Robinson (ZSR) approach is also shown.
3.3. Experimental section

Electrodynamic Balance

The basic experimental setup has been described previously (Krieger et al., 2000). Briefly, an electrically charged particle (typically 5-25 µm in radius) is levitated in an electrodynamic balance (Davis et al., 1990), see a schematic of the setup in Fig. 3-1. The balance is hosted within a three wall glass chamber with a cooling agent flowing between the inner walls and an insulation vacuum between the outer walls. A constant flow (typically 30 sccm) of an N₂/H₂O mixture with a controlled H₂O partial pressure is pumped continuously through the chamber at a constant total pressure adjustable between 200 and 1000 mbar. The temperature can be varied between 330 K and 160 K with a stability better than 0.1 K and an accuracy of ±0.5 K. The relative humidity (RH) in the chamber is set by adjusting the N₂/H₂O ratio, using automatic mass flow controllers. The relative humidity is registered by a capacitive thin film sensor that is mounted in close vicinity of the levitated particle (<10 mm). The sensor was calibrated directly in the electrodynamic balance using the deliquescence relative humidity of different salts. Its accuracy is ±1.5% RH between 10% and 90% RH. A single-particle generator (Hewlett-Packard 51633A ink jet cartridge) is used to inject a liquid particle from solutions prepared by mass percent with MilliQ water using an analytical balance and analytical grade reagents with purities of 99% or higher. Two collinear laser beams illuminate the particle from below (HeNe @ 633 nm, Ar+ @ 488 nm).

To characterize the particle three different, independent methods are employed. First, we use the video image of the particle on CCD detector 1 and an automatic feedback loop to adjust the DC-voltage for compensating the gravitational force (Richardson, 1990). A change in DC voltage is therefore a direct measure of the mass change, allowing to calculate a radius change when the density of the particle is known or can be estimated. Second, the two-dimensional angular scattering pattern is recorded with CCD sensor 2 by measuring the elastically scattered light from both lasers over observation angles ranging from 78° to 101°. If the particle is liquid, and therefore of spherical shape, the scattering pattern is regular, with the mean distance between fringes being a good measure of the radius of the particle, almost independent of its refractive index (Davis and Periasamy, 1985). Third, we use a photomultiplier with a relatively small conical detection angle (approximately 0.2° half angle) to measure the scattering intensity at 90° to the incident beam, and feeding this signal to an analog lock-in amplifier (Stanford Research System model SR510) to measure the intensity fluctuations at the frequency of the AC field of the electrodynamic trap (with a 10 Hz ENBW). This yields the root mean squared deviation (RMSD) from the intensity mean of the scattered intensity, which can be associated with the particle morphology: low values for spherical homogeneous particle and high values for crystalline shape (see Videen (1997) and Krieger and Braun (2001) for details).
Fig. 3-1. Schematic of the electrodynamic balance. A three-wall glass chamber hosts four metal rings which supply the electric field needed for particle levitation. The particle is illuminated by two laser beams from below. The scattered light is collected in the near and far field view by two CCD cameras, and its intensity monitored by a photomultiplier (PMT).

Hygroscopicity Tandem Differential Mobility Analyzer

The HTDMA was used to determine the hygroscopic growth, i.e., the change of aerosol particles diameter due to the uptake of water. The experimental set up has been fully described before (Weingartner et al., 2002; Gysel et al., 2004; Sjogren et al., 2007). The compounds were dissolved in MilliQ water (typically 0.1-1 g/L) and all solute appeared completely dissolved at visual inspection. The particles were generated using an atomizer (TSI 3076) operated with purified compressed air. It is assumed that the resulting aerosol was internally mixed with the same mass ratio as in the solution as no broadening of the growth factor distributions from the HTDMA could be detected while switching from the pure ammonium sulfate to the mixtures. The particles first entered a silica gel diffusion dryer (flow rate: 300 sccm) in order to dry the sample to RH < 10% at 25°C. The dry aerosol is subsequently brought to charge equilibrium using a bipolar diffusion charger (85Kr) and then fed into the first differential mobility analyzer (DMA), where a narrow size cut of the dry aerosol ($D_0 = 100$ nm) is selected. The particle diameter resulting after equilibration at a well defined higher RH (20 to 25 s residence time) is then measured using a second DMA and a condensation particle counter (CPC; TSI CPC 3022A). The exact $D_0$ is determined by keeping the particles exposed to dry conditions (RH ≤ 10%), in which case no size change occurs. With this apparatus, hygroscopic growth of particles with diameters between 20 and 250 nm can be determined in the temperature range of -20°C to 30°C and the humidity range of 10% to 95% RH with an accuracy of $\Delta T = \pm 0.1$°C and $\Delta RH = \pm 1.6\%$. The hygroscopic growth factor is determined with a precision of $\pm 0.01$ (at $D_0$) and $\pm 0.03$ (at RH=80%) (Sjogren et al., 2007). Since the HTDMA $D_0$ is 100 nm, the Kelvin effect plays a role limiting the water uptake due to high curvature of smaller droplets. For solution droplets with surface tension of pure water the growth factors measured with the HTDMA are therefore expected to be 1-2% lower than those calculated with the EDB and bulk samples. No correction for this effect was applied.
During our measurement of hygroscopicity cycles, particles are exposed to RH increasing from RH 10% to RH 85% and again decreasing (at a typical rate dRH/dt \approx 10%/hour for the EDB), while pressure and temperature are kept constant at T \approx 290K and P \approx 1atm. Particle mass (for the EDB) and mobility diameter (for the HTDMA) are monitored and the results are presented in so-called humidograms, where the mass growth factor \( g \) is plotted versus RH. In order to do so, the size change measured with the HTDMA is converted to a mass change via:

\[
 g(RH) = \frac{m(RH)}{m_0} = 1 + \left(G^3(RH) - 1\right) \frac{\rho_{H_2O}}{\rho_0},
\]

where \( m(RH) \) is the mass of the particle depending on relative humidity, \( m_0 \) and \( \rho_0 \) are the initial particle mass and density at dry conditions, and \( g \) and \( G = D/D_0 \) are the mass and size growth factors. This equation assumes that the density of the sample is linearly dependent on the volume mixing ratio of the solute and the absorbed water. It is further assumed that the measured mobility diameter is equal to the volume equivalent diameter, which is the case for a droplet with elevated water content, but might not be fulfilled for non-spherical dry particles due to dynamic shape factors being different from 1.0. As no significant deviations from sphericity at dry conditions were observed, the use of the above equation is justified. The EDB technique measures relative mass changes as explained in the experimental section. Therefore, it is necessary to identify a reference state to calculate the mass growth factor. One option can be the choice of the voltage at very dry conditions, typically RH=10%, as normalizing factor, in which case \( g(10\%) = 1 \). However, it is often difficult to assure that at a low RH the particle is completely free of water (Peng et al., 2001). In the present work, following previous hygroscopicity studies (Choi and Chan, 2002, for instance), we measured the water activity of the compounds listed in Table 3-1 and their mixtures at various concentrations using the AquaLab water activity meter. The EDB voltage was then normalized to match the bulk data at RH=80%.

For two-component particles as the ones studied in this paper the Zdanovskii-Stokes-Robinson (ZSR) relation (Zdanovskii, 1948; Stokes and Robinson, 1966) can be simply written as:

\[
 g(RH) = g_1(RH)w_1 + g_2(RH)w_2
\]

where \( g \) is the total mass growth of the two-component particle as a function of relative humidity, \( g_1 \) is the ammonium sulfate’s mass growth factor, calculated with the thermodynamic model proposed by Clegg et al. (1998) (available at http://mae.ucdavis.edu/wexler/aim.htm/), \( g_2 \) is the growth factor of pure organic particles measured with the EDB, and \( w_i \) are the mass fractions of the two components in the mixture. We assume therefore independent additive hygroscopic behavior of the different components in the mixed particles. The water activities of the compounds and their mixtures at different concentrations were measured using an AquaLab water activity meter (Model 3TE, Decagon Devices).

Table 3-1. Substances used during the experiments.

<table>
<thead>
<tr>
<th>Substances</th>
<th>Purity</th>
<th>( \rho ) (g/cm(^3))</th>
<th>M (g/mol)</th>
<th>Producer</th>
<th>Product n°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ammonium sulfate</td>
<td>99.99%</td>
<td>1.77</td>
<td>132.14</td>
<td>Aldrich</td>
<td>431540</td>
</tr>
<tr>
<td>Citric acid</td>
<td>\geq 99.5%</td>
<td>1.665</td>
<td>192.027</td>
<td>Fluka</td>
<td>27488</td>
</tr>
<tr>
<td>Glutaric acid</td>
<td>99%</td>
<td>1.424</td>
<td>132.12</td>
<td>Aldrich</td>
<td>U05447-124</td>
</tr>
<tr>
<td>Adipic acid</td>
<td>\geq 99.5%</td>
<td>1.362</td>
<td>146.14</td>
<td>Fluka</td>
<td>9582</td>
</tr>
</tbody>
</table>
3.4. Results and discussion

3.4.1. Ammonium sulfate and citric acid (AS/CA)

Hygroscopicity measurements of particles made of pure ammonium sulfate, pure citric acid, and mixtures of the two with different mixing ratios (AS:CA=4:1, 2:1, 1:1 molar ratios) are performed with the EDB and HTDMA. The results are compared with literature, bulk data and ZSR predictions in Fig. 3-2. The uppermost panel shows the humidogram of pure ammonium sulfate particles at ambient temperature. The hygroscopicity of a pure ammonium sulfate particle is well known: solid ammonium sulfate exposed to increasing RH initially does not take up water until it exhibits a distinct deliquescence point at RH ≈ 80%, the deliquescence relative humidity (DRH), where the crystalline to liquid phase transition occurs. The particle then takes up or releases water gradually upon RH changes without undergoing a phase change at the DRH. Instead, it remains in a supersaturated metastable condition at intermediate RH until it crystallizes at RH ≈ 40%, the efflorescence relative humidity (ERH), forming a solid particle again. The measured growth factors are in agreement with the thermodynamic model by Clegg et al. (1998) (see Fig. 3-2).

In contrast, pure citric acid particles are always in liquid state during our experiments as shown in the lowermost panel of Fig. 3-2: they take up or release water gradually without phase changes in the whole range of relative humidities studied here. EDB and HTDMA measurements of this study are in reasonable agreement with EDB and bulk measurements of previous studies (Levien, 1955; Apelblat et al., 1995; Peng et al., 2001). Note that citric acid retains some water even at low RH (g > 1 for RH=10%). Our pure citric acid cycles measured with the EDB together with bulk points were fitted to obtain the following parametrization for the pure citric acid growth factor: 

\[ g_2(RH) = 1.27774 - 0.05705\cdot RH + 0.00418\cdot RH^2 - 1.43806\cdot 10^{-4}\cdot RH^3 + 2.56938\cdot 10^{-8}\cdot RH^4 - 2.27958\cdot 10^{-11}\cdot RH^5 + 7.97803\cdot 10^{-15}\cdot RH^6 \] 

for RH between 10% and 90%.

This is used in Eq. 3-2 to calculate the ZSR predictions. In the AS:CA=4:1 case, panel b) of Fig. 3-2, the particles start to take up water well before the full deliquescence of AS at RH=78%. Thereafter, the particles are in fully liquid state and adsorb or desorb water according to RH changes until AS effloresces at ERH between 35% (HTDMA) and 38% (EDB). The red line results from the ZSR calculations in Eq. 3-2, assuming full dissolution of the components for the dehydration branch, and no dissolution of AS up to its deliquescence point for the hydration branch. This underestimates the measured water uptake during dehydration, indicating that in fact also AS takes up some water and start dissolving before full deliquescence. Results from both techniques, EDB and HTDMA, are in agreement with the ZSR prediction (within 10%) for the dehydration branch. Panel c) of Fig. 3-2 shows the hygroscopicity cycle of AS/CA particles, 2:1 mixture. Here the measurements from EDB and HTDMA differ: the single particle in the EDB exhibits clearly separated hydration/dehydration branches, while the HTDMA does not. After injection of the particle into the EDB, a solid inclusion forms and dissolves completely at RH=76% during moistening. Upon subsequent drying the particle remains liquid and it cannot be forced to effloresce even at RH as low as 10%. The presence of a solid inclusion, its deliquescence and the absence of efflorescence are confirmed by the light fluctuation signal in the uppermost panel of Fig. 3-3: the RMSD datapoints decrease to values typical for a homogeneous, spherical particle (i.e. liquid) at \( t = 20 \text{ ks} \). Also, the algorithm for calculating the particle radius (uppermost panel) works properly after \( t = 20 \text{ ks} \), providing indirect evidence for spherical shape with a homogeneous particle phase.
Fig. 3-2. Hygroscopicity cycles of pure ammonium sulfate (AS) and citric acid (CA) particles (panel a) and e), and mixtures of AS and CA with different molar ratios (4:1, 2:1, 1:1, from panel (b) to panel (d)). Pure AS exhibits hysteresis with distinct deliquescence and efflorescence at RH≈80% and RH≈40%. Pure CA particles, instead, are always liquid and absorb and desorb water according to RH changes at any given RH. In the 4:1 case the water uptake starts at RH≈60%, the DRH and ERH are slightly decreased (2% and 3%, respectively) compared to the pure AS case. The 2:1 case exhibits different behavior for particles in HTDMA (always liquid) and the particle freshly injected at dry conditions in the EDB (solid AS present at dry conditions during hydration) with bulk points very close to the hydration branch of EDB measurements. The massive presence of CA in the 1:1 mixture suppresses the hysteresis of AS in both EDB and HTDMA cycles and particles are always in liquid state.
The physical reason for partial efflorescence only occurring at initial particle injection into the trap is not clear. The crystallization must be attributed to the ammonium sulfate fraction (since citric acid is always in liquid state in our experiments) and it could be a consequence of the fast evaporation experienced by the particle after injection in the EDB. In fact, a liquid droplet of about 50 µm size is produced by the injection device, and shrinks suddenly (few ms) to the particle size in thermodynamic equilibrium (radius≈5 µm) with ambient conditions. The fast evaporation induces a cooling of the particle which in turn could be responsible for the AS crystallization. The reproducibility of partial efflorescence of the particle upon injection but not in subsequent hygroscopicity cycles was tested and confirmed by several injections in the EDB. The particles in the HTDMA, instead, are always liquid and gradually absorb or desorb water at any given RH.

Panel d) of Fig. 3-2 shows the hygroscopicity cycle of AS/CA, 1:1 molar ratio. No efflorescence/deliquescence occurrence is detected with either technique, i.e. the particles remain liquid and gradually absorb/desorb water. EDB and HTDMA measurements agree with literature data and with the ZSR curve. Overall, the hygroscopicity of the two-component system ammonium sulfate/citric acid is characterized by a distinct, reduced, and completely absent hysteresis when decreasing the molar mixing ratio from 4:1 via 2:1 to 1:1, respectively. In the 2:1 case both DRH and ERH are reduced, the ERH potentially to such an extent that it does not occur at the lowest RH reached in the HTDMA and the EDB, but only occurs for initial particle injection into the EDB. For the dehydration branches of the fully liquid particles, EDB and HTDMA measurements are in good agreement and the ZSR approach provides a suitable description. For the hydration branches, the ZSR approach assuming no dissolution of AS before full deliquescence underestimates the observed water uptake, indicating that AS dissolves partially in aqueous citric acid at low RH.

Fig. 3-3. Time evolution of the hygroscopicity cycle of one AS/CA particle, 2:1 molar ratio, in our EDB. The uppermost panel shows the RMSD of scattered light indicating AS deliquescence at t≈20 ks. Thereafter, the particle remains liquid without AS efflorescence reoccurring. The middle panel shows the radius calculated by means of the Mie phase functions (as explained in the experimental section). When the particle is not a homogeneous sphere (t≤20 ks), only an order of magnitude estimate for the radius can be inferred. The lowermost panel was used to construct the humidogram in Fig. 3-2, panel c).
Fig. 3-4. Hygroscopicity cycles of pure GA particles. GA exhibits hysteresis with distinct DRH and ERH. The HTDMA cycle from literature do not fit the bulk data and shows a deviating hydration branch likely due to evaporation of the particle during measurements. The discrepancy in DRH measured with different techniques is due instead to different ambient temperatures.

Fig. 3-5. Consecutive hygroscopicity cycles of a pure GA particle in our EDB. Insert: zoom on ERH showing that crystallization of GA has a low degree of reproducibility (in contrast to AS), ranging from gradual water release to a sharp efflorescence. This can lead to the presence of water also at very dry conditions.

Fig. 3-6. Time evolution of one hygroscopicity cycle of a pure GA particle in our EDB. The light intensity fluctuations in the uppermost panel show a clear deliquescence (\( t \approx 32 \text{ ks}, \text{RH} \approx 90.5\% \)) and efflorescence (\( t \approx 55 \text{ ks}, \text{RH} \approx 18\% \)), proving that the particle changes its phase from liquid to crystalline with no detectable mass change. The optical radius evolution is plotted in the middle panel and it is an indirect indication of a liquid particle in the region \( 32 \leq t \leq 55 \text{ ks} \). The lowermost panel was used to construct the humidogram in Fig. 3-5, black curve, where no efflorescence was detected solely based on mass measurements.
3.4.2. Ammonium sulfate and glutaric acid (AS/GA)

Fig. 3-7. Hygroscopicity cycle of AS/GA particles, 1:1 molar ratio. DRH and ERH points are lower compared to pure AS by 3% and 8%, respectively. DRH is lower than both deliquescence of pure AS and pure GA. ERH of GA is now triggered by the presence of AS.

Hygroscopicity cycles of pure glutaric acid and mixed ammonium sulfate/glutaric acid (AS:GA=1:1 molar ratio) particles were performed with the EDB. HTDMA cycles were also measured, but they are not shown because no reliable results could be achieved due to substantial evaporative shrinking of the particles within the instrument. Such evaporation artifacts in HTDMA instruments have previously been reported by Prenni et al. (2003), as well as Cruz and Pandis (2000) for submicrometer size glutaric acid particles. Pure glutaric acid exhibits hysteresis with distinct deliquescence and efflorescence as shown in Fig. 3-4. The DRH of glutaric acid has been determined by several groups: Brooks et al. (2002): DRH=87.5%; Wise et al. (2003): DRH=88.9%; Marcolli et al. (2004) DRH=88.2% (all bulk measurements at 25°C). Pant et al. (2004) found DRH≈89% by using a reflected-light microscope technique. In this study we found DRH≈90%, a slightly higher value likely due to the temperature dependence of glutaric acid DRH: unlike ammonium sulfate, the solubility of glutaric acid is strongly temperature dependent. HTDMA data from Cruz and Pandis (2000) strongly underestimate the amount of water uptake at deliquescence (DRH≈85%). In addition, a size decrease at RH≈50% possibly caused by structural rearrangements inside the particle or shrinking due to evaporation was observed. The DRH determined with EDB at 25°C by Peng et al. (2001) is 83.5%≤DRH≤85%. One reason for this lower value might be the presence of impurities in the glutaric acid used for the experiment. The efflorescence behavior, instead, is characterized by a low degree of reproducibility. EDB cycles in Fig. 3-4, suggests efflorescence at RH≈43% and between 28% and 32% for EDB measurements from this study and that by Peng et al. (2001). However, during consecutive cycles that we performed with another particle as shown in Fig. 3-5, efflorescence occurred at RH between 25% and 35% as a multi-step process, with a first mass decrease and a subsequent gradual water release (red and green curves), or as a gradual water release (black curve). In contrast, the analysis of scattered light fluctuations reveals that the phase change from liquid to solid is a well defined
efflorescence: during each cycle the particle solidifies at a well defined RH as indicated in Fig. 3-6, where the experimental raw data of the black curve in Fig. 3-5 are plotted. It is evident from the RMSD data (uppermost panel) that the particle undergoes two phase changes, one from solid to liquid at $t \approx 32$ ks (RH $\approx 90.5\%$), and one from liquid to solid at $t=55$ ks (RH $\approx 18\%$). This confirms that the physicochemical behavior of glutaric acid is very complex and more than one experimental technique has to be invoked to fully characterize it. Figure 3-7 shows one hygroscopicity cycle of an ammonium sulfate/glutaric acid particle with 1:1 molar ratio of the mixture together with results from literature. The particle is completely crystalline and does not take up water until its full deliquescence at DRH $\approx 77.5\%$ while the efflorescence occurs at ERH $\approx 32\%$. Both our cycle and the one from the literature (Choi and Chan, 2002) show a lower water uptake with respect to ZSR predictions in the metastable region at dry conditions, while the growth factor at DRH matches perfectly the ZSR curve. Pant et al. (2004) investigated in detail the DRH and ERH occurrence for the AS/GA system. For the AS:GA=1:1 mixture they found DRH $\approx 78\%$ and ERH $\approx 28\%$. DRH $\approx 76.7\%$ was observed in bulk measurements by Wise et al. (2003). All of these results are in agreement with ours.

Fig. 3-8. Hygroscopicity cycles of AS/AA particles in our EDB; 2:1 molar ratio (upper panel) and 1:3 molar ratio (lower panel). The 2:1 case resembles the pure AS behavior, while there are modified hydration and dehydration branches in the 1:3 case which strongly differ from ZSR predictions. Non-monotonous mass changes must be due to structural changes (particle compaction) occurring during water uptake.

Fig. 3-9. Two incomplete consecutive cycles of an AS/AA particle, 1:3 molar ratio. Light intensity fluctuations (orange symbols) are in phase opposition with the mass and ambient RH (black and red curves, respectively). This indicates that the pre-deliquescence water uptake described in the lower panel of Fig. 3-8 is reversible.
3.4.3. Ammonium sulfate and adipic acid (AS/AA)

Pure adipic acid particles remain crystalline and do not deliquesce at relative humidities up to 99%, therefore adipic acid is generally regarded as an inert component of atmospheric aerosols (Sjogren et al., 2007; Hameri et al., 2002). We already presented hygroscopic measurements of mixed ammonium sulfate/adipic acid particles in Sjogren et al. (2007). In that study the kinetics and morphology of the system was investigated: it was proposed that adipic acid, when present in major fractions (and always in solid state, as verified with light fluctuation measurements in the EDB), can encapsulate some of the inorganic species residing in the crystalline organic veins and pores. The water uptake rate of the inorganic solution is probably limited by solid phase diffusion (water through solid adipic acid). The conclusion was that sufficient residence time in the HTDMA is required for such systems to equilibrate, or measurements will be misleading.

Here we present two cases where the particles consist mostly of ammonium sulfate (AS/AA 2:1 molar fraction) or adipic acid (AS/AA 1:3 molar fraction), see Fig. 3-8. The 2:1 case (upper panel) resembles the behavior of pure ammonium sulfate of Fig. 3-2, uppermost panel. But now the growth factors of the dehydration branch are lower due to the presence of the inert adipic acid, in agreement with ZSR predictions. However, in the 1:3 case (lower panel) the hygroscopic cycle strongly differs from the ZSR prediction in both hydration and dehydration branches of the EDB measurements. A pre-deliquescence water uptake starting at RH ≈45% is followed by full deliquescence of ammonium sulfate. Upon dehydration, water is retained in the particle and released until the efflorescence of ammonium sulfate occurs. In particular, the blue curve in the lower panel indicates a pre-deliquescence water uptake which is followed by a water loss despite growing RH - presumably due to compaction and restructuring of the particle after partial dissolution of ammonium sulfate. This morphology change would cause part of the water to be released by the particle (see the Discussion section for details). Consecutive cycles made on several particles show a similar pre-deliquescence behavior with water uptake of 5-15% in mass starting at RH between 45% and 61%.

We investigate whether the pre-deliquescence is a reversible process with respect to relative humidity changes. Figure 3-9 shows the temporal evolution of two consecutive incomplete cycles where RH, starting from less than 10%, is increased to 70% and then lowered again to reach very dry ambient conditions. The scattered light intensity fluctuations (RMSD, orange symbols) are in opposite phase with the mass changes, indicating that the shape of the particle is getting more spherical while its mass and the RH are increasing (black and red curves). RMSD values are typical for crystalline particles during the whole experiment. This is consistent with a water uptake which fills the pores of the solid particle because of the Kelvin effect on concave surfaces, conferring a more spherical shape and possibly a more homogeneous refractive index. By decreasing the relative humidity, the water evaporates, pores and cavities are depleted of water and the particle turns back to a more irregular crystalline shape. The process is hence reversible with respect to relative humidity changes.

3.5. Discussion

We have studied three two-component inorganic/organic systems representing three distinct hygroscopic growth characteristics that can be found in atmospheric aerosols:

- Liquid phases;
- Liquid/solid phases.
- Solid phases;
**Liquid.** When both components of the particle are in the liquid state, we believe that the hygroscopicity can be explained by the simple ZSR approach. The water uptake of the particle is the sum of the water uptakes of the single components (see AS:CA=4:1, 2:1, 1:1, and AS:GA=2:1, dehydration branches). Our EDB and HTDMA measurements agree with the ZSR predictions and with bulk measurements.

**Solid/Liquid.** For the solid/liquid case of AS:CA=4:1 and AS:CA=2:1 (AS being the solid phase) we do not know the detailed composition of the solution in the particle during the hydration before the deliquescence of AS. Unfortunately, it is often not possible to infer this composition from bulk measurements where needed because of the formation of a third phase. Hence, the ZSR approach can not be applied without further assumptions. Application of ZSR with the assumption that AS is present as an inert mass before deliquescence (CA being the only responsible for water uptake) underestimates the observed water uptake for AS/CA mixtures. We therefore conclude that AS is partially dissolved in aqueous citric acid. In a similar study, Marcolli and Krieger (2006) observed higher water uptake than the bulk measurements for the system AS/PEG400 (solid AS, liquid organic). The system AS/AA 1:3 can be regarded as an extreme case showing discrepancies from ZSR both in hydration and dehydration branches. In the dehydration branch (now the organic AA is the solid phase) more water is present than expected by the ZSR predictions. Thermodynamics alone cannot explain the higher water uptake; the complex morphology involved and the consequent Kelvin effect play a crucial role.

**Solid.** For the solid/solid case there is no water uptake before deliquescence for the AS/GA system. In contrast, the hydration branch of the AS:AA=1:3 mixture exhibits a pre-deliquescence water uptake where AS should not take up water before deliquescence and AA should not take up water at all. We attribute this process to morphology effects as explained below. It is known that the condensation of water in micropores can be important for materials with complex morphology (Camuffo, 1998), such as insoluble aerosol particles or soluble ones with an immersed solid component. The ambient relative humidity in equilibrium with a micropore of radius \( r \) has been calculated by Thomson, later Lord Kelvin (Thomson, 1871):

\[
\text{RH}(r) = a_w \exp \left( \frac{2\sigma V_m}{r TR} \right),
\]

(3-3)

where \( a_w \) is the water activity (required when applying the equation to saline solutions), \( \sigma \) is the surface tension of water (\( \sigma = 72.2 \text{ J m}^{-2} \) at \( T=290 \text{ K} \)), \( V_m \) is the molar volume of water and \( R \) the gas constant. The Kelvin equation will be applied in the following to illustrate the morphology effects on the AS/AA particle (1:3 molar ratio) in the hygroscopicity cycles of Fig. 3-8 (black curve). We assume that the internal cavities, pores and veins of the AS/AA particle can be described by cylindrical veins of radius \( r_v \) and total length \( l_v \). For an average \( RH \approx 53\% \) between the onset and the maximum of the pre-deliquescence Eq. 3-3 yields a vein radius of \( r = 2.6 \text{ nm} \) calculated for equilibrium, when we assume that \( a_w = 0.8 \) for a solution inside the veins. The total vein length follows after quantifying the relative mass increase due to the water uptake (10% averaged on many cycles like the ones in Fig. 3-8, lower panel) simply from the formula for a cylindrical volume and from the density definition: \( l_v = m_v \left/ \rho_v \pi r_v^2 \right. \)

where \( m_v \) is the mass of liquid in the vein and \( \rho_v \) its density, which we assumed to be that of water for simplicity. The optical radius of the particle in the EDB can not be exactly calculated for this particular system because the particle is always non spherical. Nevertheless, a rough
estimate of $r \approx 3 \mu m$ can be inferred from the spread radius datapoints like those shown in the middle panel of Fig. 3-3 before deliquescence. The particle density is $\rho = 1.462 \text{ g/cm}^3$, and thus the absolute mass of the particle, and hence of the water uptake, can be easily calculated considering the 10% relative mass increase estimate. This yields a vein length of $l_v = 77 \text{ cm}$; this length, compared with a 3 $\mu m$ particle size, has to be taken as evidence for the highly complex morphology of the particle required to accommodate the water.

Part of the water can be released by the particle in case of partial dissolution of AS after the pre-deliquescence water uptake. The internal structure may partially collapse with a consequent vein length decrease resulting in a less amount of water to be in equilibrium with the particle internal structure. This can explain the mass loss after pre-deliquescence at RH $\approx 55\%$ shown in Fig. 3-8 (blue curve). The same analysis can be repeated using more realistic geometries in order to describe the surface and internal morphology of the particle. For instance, a rugged surface made of semi-spherical pores with the same Kelvin radius $r = 2.6$ nm can be envisaged. This surface structure can be reproduced in a number of similar underlying layers necessary to accommodate the 10% water uptake. Repeating the calculation above for this geometry leads to a number of 105 layers with a width of 2.6 nm per layer. The high degree of complexity of the particle morphology is again confirmed. The highest degree of morphological complexity would be the one which describes the particle as a packing of spherical voids with a radius equal to the Kelvin radius calculated above. The AS/AA material would be in the lattice of this arrangement, with discontinuities which allows water to penetrate the particle and fill the voids. The problem of packing a sphere or a cube with small spheres (which in the present situation would represent the pores) is an old one in mathematics, starting with Kepler in the 17th Century and it is still a matter of discussion (Gensane, 2004). The percentage of filling ranges from 50% up to 77%, confirming that a high pre-deliquescence water uptake in pores structures is in principle possible, but not realized to such an extent for the AS/AA particles which take up water between 5% and 15% at low relative humidity.

3.6. Conclusions

This combined study aimed at shedding more light to the thermodynamic characterization of mixed inorganic/organic aerosol particles by means of two widely used techniques: the electrodynamic balance and the hygroscopicity tandem differential mobility analyzer. We focused on three organic acids of atmospheric relevance (citric, glutaric, adipic acids) in mixtures with ammonium sulfate. These are representative of three different types of water uptake characteristics. The results strongly indicate that as long as the two-component particles are fully liquid, the ZSR (Zdanovskii-Stokes-Robinson) relation adequately predicts the water uptake. Whereas with the presence of a solid phase, (being it inorganic, like in the AS:CA=2:1 particles, or organic like in the AS/AA 1:3 case), thermodynamics alone is not sufficient to fully characterize the system. In fact, morphology effects play an important role resulting in the presence of water in two-component particles even at dry ambient conditions. In addition, we showed that organic substances like glutaric acid need to be investigated by multiple independent techniques in order to assess the water uptake and the physical state of the particle at different ambient conditions.
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CHAPTER 4

4. Generation of submicron Arizona Test Dust aerosol: chemical and hygroscopic properties
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4.1. Abstract

This paper describes a submicron dust aerosol generation system based on a commercially available dust disperser intended for use in laboratory studies of heterogeneous gas-aerosol interactions. Mineral dust particles are resuspended from Arizona Test Dust (ATD) powder as a case study. The system output in terms of number and surface area is adjustable and stable enough for aerosol flow reactor studies. Particles produced are in the 30-1000 nm size range with a log-normal shape of the number size distribution. The particles are characterized with respect to morphology, electrical properties, hygroscopic properties and chemical composition. Submicron particle elemental composition is found to be similar for the particle surface and bulk as revealed by X-ray photoelectron spectroscopy (XPS) and inductively coupled plasma optical emission spectroscopy (ICP-OES), respectively. A significant difference in chemical composition is found between the submicron aerosol and the ATD bulk powder, from which it was generated. The anionic composition of the water soluble fraction of this dust sample is dominated by sulfate. Resuspended dust particles show, as expected, non-hygroscopic behaviour in a humid environment. Small hygroscopic growth of about 1% (relative change in mobility diameter) was observed for 100 nm particles when the relative humidity (RH) was changed from 12% to 94%. Particles larger than 100-200 nm shrank about 1% once exposed to RH > 90%. This was interpreted as a restructuring of the larger agglomerates of dust to particles of smaller mobility diameter, under the influence of water vapor.
4.2. Introduction

Arid areas of our planet generate large amounts of dust, which is uplifted to the atmosphere. These natural sources are mainly deserts, which together with anthropogenic dust sources are considered to be responsible for one-third to one-half of annual aerosol emissions by mass [Penner et al., 2001]. Through processes of saltation and sandblasting, dust particles are uplifted into the air and may travel over long distances. While larger particles sediment out due to gravity in the vicinity, smaller particles (<10 µm) could reside in the atmosphere for more than a week. The strongest regional effect of so-called “dust events” is the considerable decrease of visibility due to light-scattering enhanced by dust particles. Mineral dust aerosol could also absorb incoming solar radiation and reflect back the infrared radiation coming from the ground. Due to the complexity of dust composition and the incomplete understanding of transport and removal processes, an assessment of the influence of dust on the global radiation balance is still uncertain [Ramaswamy et al., 2001]. Recent field studies have shown dust particles acting as ice nuclei in clouds [Cantrell and Heymsfield, 2005; DeMott et al., 2003; Sassen et al., 2003]. Although large dust storms are episodic, dust particles are often present in the atmosphere and so could affect ice formation in clouds.

Heterogeneous interactions between atmospheric trace gases and mineral dust aerosol are important in several issues of atmospheric chemistry. This processing may affect the chemical and physical properties of the aerosol [Putaud et al., 2004]. On the other hand, it may also impact the global budget of important trace gas compounds [Bauer et al., 2004; Bian and Zender, 2003; Liao and Seinfeld, 2005]. Among the many potential reactions occurring, the reaction with HNO₃ might be the most important as it affects the ozone budget of the upper troposphere, because there the photolysis of HNO₃ is a significant source of NO and NO₂, to which ozone sensitively responds. This reaction is also of significant interest because it converts barely soluble calcium carbonate into very soluble calcium nitrate, which can therefore dramatically affect the properties of dust as cloud condensation nuclei [Krueger et al., 2003; Laskin et al., 2005].

Several laboratory studies have been performed to understand and quantify these processes [Hanisch and Crowley, 2001; Mamane and Gottlieb, 1992; Underwood et al., 2001]. In these studies, dust was exposed to the trace gas of interest in the form of single particles or powder samples. The use of bulk powder samples is accompanied with a large uncertainty of the particle surface area actually exposed to the trace gas, and the way these measurements should be interpreted is somewhat under debate (Usher et al. 2003). Single particle techniques are illustrative for changes in morphology and structure, but may not be sensitive enough to address kinetic issues at the low trace gas concentrations typically encountered in the environment. As an alternative, airborne mineral dust particles at atmospheric pressure could be used in laboratory studies. This method has been established for the study of heterogeneous reactions with several other aerosol systems [Ammann et al., 1998; Guimbaud et al., 2002; Mozurkewich et al., 1987], with a variety of methods to determine mass transfer to the aerosol particles. The requirements for kinetic flow reactor studies are a well-defined size distribution and a constant output with time. Working with particle sizes below about 1 µm is favorable for two reasons: mass transfer to aerosol particles is less affected by diffusion in the gas phase [Fuchs and Sutugin, 1970; Kulmala and Wagner, 2001], so that also fast uptake to aerosol particles can be addressed. Furthermore, flow reactor work is technically facilitated, because submicron particles are less subject to impaction losses in inlet/exit systems. So far, a dust aerosol generation system for this purpose has not been reported in the literature.
Applying strong shear forces in expanding flows (nozzles), mechanic uplifting using a brush, or fluidized bed disintegration are typical processes for powder resuspension. While in industrial applications, usually a substantial mass output is required, control of size distribution, stability and suspension in a chemically well defined carrier gas of relatively low flow rate is required in the context of interest here. Commercially available dust generators [Blackford and Rubow, 1986; Marple et al., 1978] produce mainly coarse particles (particle diameter larger than 1 µm), which may not be completely deagglomerated to represent mineral dust aerosol typically undergoing long-range transport in the atmosphere. In this study, we present a dust aerosol generation system based on a new commercially available system. The system is characterized with respect to generation stability and some physical and chemical properties of the aerosol produced, and to what degree the product aerosol represents the chemical composition of the original powder processed. The choice of Arizona Test Dust as our test material for resuspension in this study has been motivated by the possibility to use it directly without any further pre-treatment, that it represents a naturally occurring dust type and that it has also been used previously in studies addressing related issues (e.g., [Hanisch and Crowley, 2001]).

4.3. Experimental

The material used in this study to produce airborne particles is Arizona Test Dust (Ultrafine Grade A1, Ellis Components, UK), specified in ISO12103-1 standard and obtained from naturally occurring sand from a specific area of desert in Arizona, USA. According to the manufacturer, this sand was jet milled to reduce its particle size. Jet milling uses high pressure compressed air to propel the sand particles in opposing directions so that they collide. The resulting dust was then passed through a classifier to produce the required particle size distribution of the powder.

![Experimental setup to resuspend mineral dust into aerosol form and control the particle size distribution.](Fig. 4-1)

Our submicron mineral dust aerosol generation system consists of three stages: powder dispersion, particle size separation, control of particle charge and carrier gas (nitrogen). The setup is shown in Fig. 4-1. First, the sample powder is dispersed by a solid
aerosol generator (SAG, TOPAS GmbH, Germany). A special belt feeds the dust to the injector nozzle, which is a dual-stream injection nozzle (similar to standard ISO 5011:2000). The defined segments of the belt warrant a small but constant and reproducible supply of powder. Shear forces created in the injector nozzle at a flow rate of 20 L·min⁻¹ disperse and disaggregate the powder to form particles. The resulting particle number concentration can be adjusted by setting the feeding belt speed over a wide range. Particle production can be stopped without changing the gas flow through the generator by stopping the belt movement. The original construction of the SAG by TOPAS allows the powder sample to come into contact with laboratory air through the opening of the dust container. Additionally, the laboratory air is admixed to the flow of resuspended dust through the opening of the dispersion unit. These two features of the manufacture design induce a contamination of the dust aerosol by the laboratory air. To solve this problem, we modified the original instrument by introducing a purge flow of nitrogen to the dust container, to the nozzle region and into the inner room of the housing (see Fig. 4-1). The resulting aerosol contains a significant amount of large particles. These particles readily sediment and hence could cause a problem due to deposition in the aerosol experiments envisaged with this source, which rely on a relatively narrow submicron size distribution. The coarse particles are removed by passing the 20 L·min⁻¹ of aerosol flow through a homemade cyclone with a tangent inlet and axial discharge design (see Fig. 4-1). The dimensions of the cyclone are given in Table 4-1. The cyclone is immediately followed by a virtual impactor, where a final particle separation is achieved. This impactor is built according to the design by [Marple et al., 1995] and has a cut-off diameter of 0.8 µm, removing particles above that size. The total input flow into the impactor is 2.2 L·min⁻¹, the major exiting flow is 2 L·min⁻¹ and the minor exiting flow is 0.2 L·min⁻¹. The diameter of the impactor entrance nozzle is 0.8 mm and the diameter of the collection probe is 1 mm. The nozzle protrusion length and the spacing between the nozzle and the collection probe were both set to 1 mm. The construction of the cyclone and the impactor were optimised to facilitate disassembling the devices for routine cleaning.

Table 4-1. Standard dimensions [Buonicore and Davis, 1992] of the cyclone used in this study. All units are millimeters.

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>mm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Body diameter</td>
<td>68</td>
</tr>
<tr>
<td>Inlet diameter</td>
<td>4</td>
</tr>
<tr>
<td>Exit diameter</td>
<td>4</td>
</tr>
<tr>
<td>Vortex finder length</td>
<td>60</td>
</tr>
<tr>
<td>Body Length</td>
<td>63</td>
</tr>
<tr>
<td>Cone length</td>
<td>150</td>
</tr>
<tr>
<td>Dust outlet diameter</td>
<td>22</td>
</tr>
</tbody>
</table>

During dust dispersion, particles acquire a high electrical charge. This could cause an irreproducible particle loss to the walls of flow tubes consisting of insulating materials such as Teflon varieties necessary in experiments with reactive trace gases. To avoid this problem the aerosol is passed through a neutralizer (4 mCi 85Kr source, denoted as Kr source no 1 in Fig. 4-1, inner volume 170 cm³) to reduce the high particle charge, followed by an electrical precipitator (ESP). The ESP is a 29 cm long coaxial cylindrical condenser. A high voltage (5kV) is applied between the outer tube (3.8 cm diameter) and inner rod (1.9 cm diameter) allowing all charged particles below about 2µm diameter to deposit inside the precipitator. Only electrically conductive tubing is used to transport charged particles to this point.

The aerosol humidity could be adjusted by passing it through a vertically mounted tube with a H₂O permeable Goretx membrane (150 mm length, 6 mm i.d.) immersed in demineralised water. The relative humidity was measured by capacitance humidity sensors at room temperature.
Finally, the aerosol size distribution and number concentration was obtained by a Scanning Mobility Particle Sizer system (SMPS), which consisted of an $^{85}$Kr neutralizer (denoted as Kr source no 2 in Fig. 4-1), a differential mobility analyzer DMA (model 3071, TSI) and a condensation particle counter CPC (model 3022, TSI). The system was operated at 3 L·min$^{-1}$ sheath and 0.3 L·min$^{-1}$ sample flow rates, respectively. Optionally the sheath flow could be humidified as the aerosol flow described above. The same relative humidity is maintained in both the DMA sheath air and in the aerosol flow since the aerosol liquid water content and consequently the particle diameter may be dependent on the relative humidity. Scanning time (300s) is long enough to get good counting statistics and a smooth particle spectrum. The performance of the system to resolve particle size was tested with the help of 40 nm (particle diameter) and 150 nm PSL particles (Duke Scientific Corporation, US). The SMPS system is configured to measure aerosol sizes from 20 to 800 nm. For sizing larger particles, an optical particle counter (OPC, GRIMM Labortechnik GmbH, Model 1.108) was used. That instrument was operated at 1.2 L·min$^{-1}$ to measure the aerosol size distribution in the 0.3-20 $\mu$m size range. The averaging interval of the OPC was 60s. The instrument was calibrated by the manufacturer with polystyrene latex spheres (PSL). Application of both techniques allowed the measurement of the full size spectrum, which slightly exceeded the range covered by the SMPS system. Adequate control of even low numbers of larger particles is a prerequisite in experiments on trace gas uptake to particles as it strongly depends on surface area, and the larger particles may significantly contribute to the overall aerosol surface area.

Hygroscopic properties of the ATD particles were measured with a hygroscopicity tandem DMA (H-TDMA) instrument. A detailed description of the H-TDMA setup is given elsewhere [Weingartner et al., 2002; Weingartner et al., 2001] and thus will be given here in brief. A narrow size range of the polydisperse dry dust aerosol was selected with a first DMA. These monodisperse particles were humidified, and the resulting size of the humidified aerosol was measured by a SMPS consisting of a second DMA and a CPC. The RH was determined by measurement of the system temperature and sheath air dew point using dew point sensors. Two different H-TDMA operation modes were used [Gysel et al., 2004]: During the hydration mode, the monodisperse dry particles were exposed to a well defined higher RH and experience strictly increasing RH conditions. During dehydration, the dry particles are first exposed to high RH (>95% during ~5s) and are then exposed to a lower RH (~15s) in which their final size was determined.

Resuspended dust aerosol was sampled on polycarbonate filters (Nuclepore) with 0.05 $\mu$m pore size and 47 mm diameter. After collection, samples were analysed at the Laboratory of Material Behaviour of Paul Scherrer Institute using a Scanning-electron-microscope “Zeiss DSM 962”. The SEM is equipped with an EDS System from Tracor Noran, the System "Voyager" with a Pioneer Detector. The electron gun has a simple tungsten filament, and the microscope can reach a resolution of 4 nm. The microscope was operated at a high voltage of 20 kV. Five sampled particles were analysed for elemental composition.

Elemental composition of ATD powder and submicron ATD aerosol was measured using inductively coupled plasma optical emission spectrometry (ICP-OES). Powder samples and dust particles collected on filters (MF-Millipore) were dissolved in HNO$_3$-HF-H$_2$BO$_3$-H$_2$O solution, heated overnight at 95°C and introduced into a VISTA-AX ICP-OES spectrometer (Varian Inc.).

The elemental composition of the particle surface was analysed with the help of X-ray Photoelectron Spectroscopy. This method is very surface sensitive due to the low escape depth of photoelectrons of a few nanometers beneath the sample surface. Resuspended particles were deposited on conductive silver fiber filters with 25 mm diameter. Several mass loadings on the filter were tested. The amount of 2-5 mg of dust per filter was found to be an
optimum in having complete coverage of the silver substrate while minimising charge build-up in the sample. XPS analysis was performed on an ESCALAB 220i XL instrument (Thermo VG Scientific). Binding energies were all referenced to the C 1s peak at 284.6 eV. In principle, the peak positions are specific for the chemical environment of each element. The samples were evacuated over night, but not heated.

The water soluble fraction of mineral dust was analysed by our Wet Effluent Diffusion Denuder / Aerosol Collector system, WEDDAC [Zellweger et al., 1999]. The aerosol flow first passes through the wet effluent denuder, where water soluble components of the gas phase are absorbed. The aerosol particles pass through the denuder unaffected (due to their lower diffusion coefficient) and are then trapped in a mist chamber aerosol collector system, where the particles are exposed to a high water supersaturation. Both denuder and aerosol collector effluent aqueous solutions are concentrated on ion-exchange columns for the gas and particulate phase fractions, respectively. The columns are eluted into an ion-chromatography system (DIONEX) every 30 min. This technique provides a quasi-online analysis of the anionic fraction of the resuspended aerosol and of acidic gases eventually desorbing from the aerosol surface.

4.4. Results and discussion

The output stability is an important characteristic of an aerosol generator. Some instruments require some time to reach a steady state output and may show significant variation in the output upon repeated usage. These factors could limit the instruments application for studying heterogeneous reactions in flow tubes. The dust generator was tested by continuously running it over long time periods and also with intermittent stops of the feeding belt. Fig. 4-2 shows a typical on/off test series with relatively stable output during 6 hours and satisfying recovery behaviour. When the generator dust production was switched off and on again the aerosol concentration reached the same value as before within 15 minutes. The observed variation of particle number concentration of 14% ($\sigma_{n-1}$) and the aerosol surface area (11%) is higher than that of and the particle mean geometric diameter (3%).

The particle size spectrum was measured with the SMPS system by direct sampling (without dilution) of the aerosol flow. In accord with the cut-off characteristics of the virtual impactor, particles larger than 500 nm are effectively removed. Still, the SMPS measurement has shown a small number of large particles. The tail towards larger sizes of the spectrum was observed to be unresolved due to a limit of the SMPS sizing over 800 nm. To backup the SMPS measurement the optical particle counter (OPC) was used for particles larger than 300 nm. The aerosol flow from the generator was diluted with particle free air by a factor of about 15 to decrease the particle concentration to $3.4 \cdot 10^4$ cm$^{-3}$ to avoid exceeding the counting limit of the OPC. The measured aerosol size spectrum from both methods is shown in Fig. 4-3. It should be mentioned that the methods provide different size characteristics: optical particle diameter (OPC) and mobility diameter (SMPS). The relation between these parameters depends on particle geometrical shape and refraction index. The OPC was calibrated with the help of PSL spheres. The shape of mineral dust particles is obviously different from PSL spheres, while their refractive index (e.g., SiO$_2$: 1.49, Al$_2$O$_3$: 1.77) might be comparable to that of PSL (1.59).

We observed that both techniques show a good agreement, at least within the logarithmic plot of Fig. 4-3 in the overlapping size range of 300-800 nm with a slight overestimation for the larger particle sizes by the SMPS system. Another study [Stolzenburg et al., 1998] has also shown a good agreement of the optical and mobility diameters, though for very different kind of ambient and laboratory-generated aerosol particles. For the purpose
here, the most important result is that the OPC data show that the particle size distribution does not exhibit another mode, and drops rapidly with increasing particle diameter.

---

**Fig. 4-2.** Production stability and switch on/off test. Solid squares represent total aerosol surface area (panel A). Open circles represent particle number concentration (panel B). Crosses represent the particle mean geometric diameter (panel C). The labels “OFF” indicate the time intervals when the generator feeding belt was stopped.

---

**Fig. 4-3.** Typical particle number size distribution measured by the SMPS system (open circles) and by the optical particle counter (solid squares). Measured data are fitted by a log-normal function (dashed line).

The observed size spectrum was fitted with a log-normal distribution by varying the geometric mean diameter \( D_g \) and the geometric standard deviation \( \sigma_g \). Then, the other statistical parameters of the spectrum were calculated with the help of the Hatch-Choate equations for lognormal distributions of spherical particles [Cooper, 2001]. The log-normal fit function is...
calculated for the combined data-set measured by SMPS and OPC. Table 4.2 shows the results in comparison with the parameters calculated by the SMPS software and based on SMPS data only.

Table 4.2. Spectral statistics of the resuspended mineral dust aerosol. All particle diameters are given in nanometers, aerosol surface area in nm²/cm³

<table>
<thead>
<tr>
<th></th>
<th>Lognormal fit</th>
<th>SMPS data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement method</td>
<td>SMPS+OPC</td>
<td>SMPS</td>
</tr>
<tr>
<td>Dg</td>
<td>180</td>
<td>185</td>
</tr>
<tr>
<td>Dmean</td>
<td>204</td>
<td>212</td>
</tr>
<tr>
<td>Dmode</td>
<td>140</td>
<td>195</td>
</tr>
<tr>
<td>Dmedian</td>
<td>180</td>
<td>184</td>
</tr>
<tr>
<td>σg</td>
<td>1.65</td>
<td>1.74</td>
</tr>
<tr>
<td>Surface area</td>
<td>6.40·10⁹</td>
<td>5.22·10⁹</td>
</tr>
</tbody>
</table>

The total particle surface area was calculated using the log-normal fit function for the number size distribution and assuming spherical shape of the particles. This parameter was compared to the value given by the SMPS software, which assumes the same particle shape. The SMPS software shows a value smaller by about 25% (Table 4-2). It means that the sole use of the SMPS system would lead to a systematic 25% underestimation of particle surface area measurement due to the upper size limit of the SMPS system.

The dust generator output is controlled primarily by the speed of the conveyer belt (Fig. 4-4). Increasing the belt speed obviously provides more powder to the nozzle, which leads to higher concentrations of resuspended aerosol. The size of the resuspended particles (D₀) does not change because the separation devices remove the large particles, and the conditions at the nozzle do not change. Originally (by the manufacturer) the generator was designed for high mass output that could be achieved by providing large amounts of powder by the belt to the nozzle. In contrast, our purpose was to produce submicron mineral dust, which was achieved by varing the belt speed the range 1-15% of maximum speed. Increasing the belt speed further did not lead to accordingly higher concentrations of submicron particles, but rather to higher concentrations of large particles that are removed.

Hence, the combination of cyclone and virtual impactor proved to be a good choice for the size separation, the resuspended dust particles is in the designated submicron range. The production of mineral dust is stable with a sufficiently adjustable output.

The electrical properties of the resuspended dust aerosol were studied using the electrical precipitator and the neutralizer containing radioactive Kr-85. The aerosol flow was drawn through the electrical precipitator to the condensation particle counter (CPC), which measures the particle number concentration. When the voltage is not applied to the precipitator, the CPC measures the total particle concentration (charged and neutral). The concentration of only neutral particles was measured by passing the aerosol flow through the precipitator with the voltage applied. The measurements revealed that the resuspended aerosol leaving the nozzle and separation stages turned out to be highly charged. This is in accord with the study of [Forsyth et al., 1998] reporting a high charge level of Arizona road dust dispersed by a fluidised bed dust generator. Similar to that study, we used a Kr-85 source (source 1 on Fig. 4-1) to neutralize the resuspended dust aerosol.

Passing the aerosol flow through the neutralizer decreased the concentration by about 40%, possibly due to losses inside the neutralizer and tubing. Using the measured aerosol size distribution and the symmetric Boltzman distribution of charges for aerosol particles [Flagan, 2001], we calculated that after passing through the radioactive source the aerosol should contain 31% of neutral particles. The experimentally measured value was 22% which means that neutralization was not efficient enough (probably due to the low residence time of 5s within the neutralizer), to completely reach ideal Boltzman equilibrium distribution charges.
For the purpose of the present setup to provide a stable flow of a sufficient amount of neutral particles, it was not crucial to achieve an ideal equilibrium charge distribution, and therefore no further investigation was performed into this.

The hygroscopic properties of the submicron ATD particles were studied with the HTDMA. Experiments were performed at four different particle sizes, with dry mobility diameter $D_0$ = 55, 100, 250 and 400 nm, respectively. The measured humidograms at $D_0$ = 100 and 250 nm are shown in Fig. 4.5. The results obtained for particles with $D_0$ = 55 nm are not shown since they behaved very similar to those with $D_0$ = 100 nm, i.e. they also experienced a small hygroscopic growth of about 1% at RH = 90%. For the two larger sizes ($D_0$ = 250 and 400 nm) a different hygroscopic behavior was observed: During hydration, no water uptake (growth factor = 1.00) was measured up to 90 %RH. At RH > 90%, a distinct decrease of 1% in the hygroscopic growth factor was encountered. These points fit to the measurement performed in the dehydration mode. This diameter change is interpreted as a small restructuring of the larger agglomerates of dust to particles of smaller mobility diameter, under the influence of water vapor. Such a phenomenon was earlier also observed for soot particles [Saathoff et al., 2003; Weingartner et al., 1997]. The shrinking, which was more pronounced in the case of soot, was explained by capillary condensation in small angle cavities of aggregates. Capillary forces induced on any asymmetric part of the particles caused them to attain a more compact structure. In contrast, ATD particles smaller than 100-200 nm are not agglomerates and already substantially round, which can be seen in SEM images (Fig. 4-6). These particles do not undergo restructuring once exposed to RH above 90%.

Overall, the observed hygroscopic growth of the ATD particles is very small, as compared to aerosols composed of soluble salts. An evident explanation for such a behavior is the very small amount of soluble material associated with ATD mineral dust (see also below). Similar non-hygroscopic behavior of mineral dust particles was previously reported by [Li-Jones et al., 1998; Twomey, 1977] measured the hygroscopic properties of African dust in the marine boundary layer using an integrating nephelometer. Their data also suggest that Saharan dust particles are essentially non-hygroscopic. Weingartner et al (2001) also found that during a Saharan dust event on a high alpine site 250 nm sized dust particles experience no hygroscopic growth. Note that processing of mineral dust with atmospheric trace gases.
Fig. 4-5. Growth factors of $D_0=100$ and 250 nm ATD particles as a function of RH at 20°C. $D_0$ is the mobility size of monodisperse particles at the lowest RH. Hydration curve relates to the process when the dry particles are exposed to a well defined higher RH and experience strictly increasing RH conditions. Dehydration curve relates to the process when the dry particles are first exposed to high RH (>95%) and are then exposed to a lower RH in which their final size was determined.

could also substantially change this picture, when barely soluble mineral components are converted into very soluble products [Krueger et al., 2003; Laskin et al., 2005].

ATD mineral dust morphology was studied using scanning electron microscopy. Fig. 4-6 displays images of dust particles resuspended by the setup described above and deposited on a filter. It shows a heterogeneous mix of particles of different size and irregular shape. Some particles look like agglomerates either from incomplete disintegration during resuspension, or aggregation during sampling. Other particles (smaller than 200 nm) seem to be more compact, rather representing the primary mineral particles. The pictures somewhat overemphasizes the larger particles. On average, the pictures were consistent with the size distribution measured with the SMPS, with a mode at about 200 nm. A quantitative comparison of submicron aerosol composition with that of the original powder was obtained from ICP-OES measurements shown in Table 4-3. The notable difference between the two is the apparent depletion in the silica content in submicron particles. Several authors [Gomes et al., 1990; Reid et al., 2003] have shown that dust silica is mainly associated with coarse...
particles (quartz, alumino-silicates). In line with this, in our system, Si-rich particles would be preferentially removed in the separation stages, leading to the depletion in the silica content (Table 4.3).

Table 4-3. Elemental composition of mineral dust expressed in % of atoms. * XPS data on Mg is not available because Mg anticathode was used as X-ray source.

<table>
<thead>
<tr>
<th>Element</th>
<th>ATD powder</th>
<th>Particle bulk</th>
<th>Particle surface</th>
<th>XPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na</td>
<td>2.3±0.2</td>
<td>2.9±0.2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Mg</td>
<td>2.1±0.2</td>
<td>4.7±0.2</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Al</td>
<td>8.2±0.3</td>
<td>15.9±0.3</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>Si</td>
<td>79.1±1</td>
<td>63±1</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>K</td>
<td>1.7±0.2</td>
<td>3.1±0.2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Fe</td>
<td>2.2±0.1</td>
<td>4.9±0.2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Ca</td>
<td>4±0.2</td>
<td>4.8±0.2</td>
<td>5</td>
<td></td>
</tr>
</tbody>
</table>

Energy dispersive X-ray analysis (EDX) of a few particles as those shown in Fig. 4-6 was roughly consistent with the ICP-OES results (data not shown). It might be interesting to note that no substantial amount of Ca was found in the few particles analysed, while both the original powder and the average aerosol contains calcium. Obviously, the Ca containing minerals are distributed non-homogeneously among dust particles. Given the importance of calcium carbonate as a reactive component [Fenter et al., 1995; Goodman et al., 2000; Hanisch and Crowley, 2001], this reminds us that the heterogeneous reactivity of dust may be associated only with a certain particle fraction only.

XPS was employed to analyze the surface composition of a large ensemble of particles sampled into a layer a few particles thick on the silver fiber filter. A small shift in the position of the peaks (binding energy) provides information about the chemical environment of each element as the method probes the valence electrons. The analysis revealed (Table 4-3) that the samples were comparatively clean with regard to carbon contamination. Usually, samples exposed to air prior to analysis become rapidly contaminated with low volatile organic compounds resulting in the so called adventitious carbon-peak apparent with dominant intensity in all spectra [Miller et al., 2002]. This peak is then usually used as reference to refer the kinetic energies of the other peaks to. In our samples, the intensity was surprisingly low, e.g. as compared to the blank filter substrate or as compared to other samples routinely used in the same apparatus. The ATD powder was exposed to air prior to introduction into the SAG. After sampling, the filters were stored in Ar until analysis. We therefore believe that most surfaces of our submicron aerosol have not been exposed to air before disaggregation. In addition, the XPS data indicated that calcium was present on the surface in the form of carbonate (based on the binding energy) rather than phosphate or nitrate. Comparison of the elemental composition suggests enrichment of Al at the surface.

Table 4-4. Mass concentration (in µg·m⁻³) of identified compounds in water-soluble fraction of mineral dust aerosol generated from ATD. Concentrations of acetate and formate are smaller than the detection limit of the method.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fluoride</td>
<td>0.1±0.05</td>
</tr>
<tr>
<td>Acetate</td>
<td>&lt; 0.3</td>
</tr>
<tr>
<td>Formate</td>
<td>&lt; 0.5</td>
</tr>
<tr>
<td>Chloride</td>
<td>0.7±0.1</td>
</tr>
<tr>
<td>Nitrate</td>
<td>0.2±0.1</td>
</tr>
<tr>
<td>Sulphate</td>
<td>41±0.5</td>
</tr>
<tr>
<td>Phosphate</td>
<td>3±0.3</td>
</tr>
</tbody>
</table>
The water soluble composition of mineral dust aerosol was measured by the Wet Effluent Diffusion Denuder system with anion chromatography detection. The mass concentrations measured are given in Table 4-4. Sulphate was the major anion, which is similar to the finding of [Falkovich et al., 2001] in the dusts from the Sahara. In addition, Cl\(^-\), PO\(_4\)\(^{3-}\), small amounts of NO\(_3\)\(^-\) and fluoride anions were detected. Concentrations of the organic anions formate and acetate were small, and the corresponding chromatogram peaks were the same as in blank samples. Phosphate components of mineral dust are less soluble than others. The non-soluble components were retained in pre-filters in front of the preconcentrator columns. After switching off the aerosol production the concentration of phosphate was decreasing exponentially with time while other anions were washed out immediately. This behavior is similar to the dissolution of Sahara dust samples reported by [Desboeufs et al., 1999]. Other water soluble components of the dust aerosol are extracted efficiently since the concentrations of anions scale linearly with the mineral dust mass aerosol concentration.

If we assume equal concentrations of cations and anions, then the water soluble fraction comprises only about 2% of the resuspended dust (by mass). Such a low water solubility of dust particles observed in our experiments is consistent with the non-hygroscopic behavior described earlier (Fig. 4-5). Note that also with regard to the water soluble components, the situation may dramatically change upon atmospheric processing.

### 4.5. Conclusions

A commercially available dust disperser has been modified and extended by size separating devices to produce a submicron aerosol prepared for heterogeneous chemical reaction studies. The adjustable output of the system is relatively constant with respect to aerosol number, surface and mass concentration. Submicron particles are produced with a log-normal shape of the size distribution. The system was used to produce and analyze aerosol from Arizona Test Dust, a widely used standard material representative of desert dust. Particle elemental composition is found to be similar for the particle surface and bulk, and in agreement with expectations from the size fractionated composition of the original powder. Resuspended dust particles show nonhygroscopic behaviour in a humid environment due to the low amount of soluble material associated with unprocessed dust particles. Interestingly, particles larger than 100-200 nm shrank about 1% (in mobility diameter) once exposed to RH > 90%. This was interpreted as a restructuring of the larger agglomerates of dust to the particles of smaller mobility diameter, under the influence of water vapor. The system described in this study, together with the chemical characterization employed, is ideal to provide atmospherically relevant mineral dust aerosols (from various authentic or chemically well-defined dust powder sources) for heterogeneous reaction studies in flow reactors.
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5.1. Abstract

This study presents the first laboratory observation of HNO3 uptake by airborne mineral dust particles. The model aerosols were generated by dry dispersion of Arizona Test Dust (ATD), SiO2, and by nebulizing a saturated solution of calcium carbonate. The uptake of 13N-labelled gaseous nitric acid was observed in a flow reactor on the 0.2-2 s reaction time scale at room temperature and atmospheric pressure. The amount of reacted nitric acid was found to be a linear function of aerosol surface area. SiO2 particles did not show any significant uptake, while the CaCO3 aerosol was found to be more reactive than the ATD. Due to the smaller uncertainty associated with the reactive surface area in the case of suspended particles as compared to bulk powder samples, we believe that we provide an improved estimate of the uptake kinetics of HNO3 to mineral dust. The uptake coefficient averaged over the first 2s of reaction time at a concentration of 1012 molecules cm⁻³ was found to increase with increasing relative humidity, from 0.022±0.007 at 12% RH to 0.113±0.017 at 73% RH, scaling along a water adsorption isotherm. The processing of the dust at 85% RH leads to a water soluble coating on the particles and enhances their hygroscopicity.
5.2. Introduction

Heterogeneous interactions between atmospheric trace gases and aerosols are important in several issues of atmospheric chemistry. The processing of atmospheric particles might affect the chemical and physical properties of the aerosol; on the other hand, it may also impact the global budget of important trace gas compounds. Among the many potential reactions occurring, the reaction of mineral dust aerosol with HNO$_3$ might be very important as it affects the ozone budget of the upper troposphere, because there the photolysis of HNO$_3$ is a significant source of NO and NO$_2$, to which ozone sensitively responds [Bauer et al., 2004; Bian and Zender, 2003; Dentener et al., 1996].

The heterogeneous reactions of mineral dust particles are also of significant interest because they could change the particle surface properties, which can therefore affect the properties of dust as cloud condensation or ice nuclei. The importance of this issue on a global scale has been demonstrated by several modelling studies [Kärcher and Lohmann, 2003; Lohmann et al., 2004]. Laskin et al (2005) reported field evidence of complete, irreversible processing of particles containing solid calcium carbonate and quantitative formation of liquid calcium nitrate particles, apparently as a result of the heterogeneous reaction of calcium carbonate with gaseous nitric acid. Such conversion of insoluble material to soluble material strongly affects the radiative properties of these aerosol particles as well as their ability to act as cloud condensation nuclei. Recent ambient studies have shown the ability of Saharan dust aerosol particles to form ice crystals in cirrus clouds [DeMott et al., 2003; Sassen et al., 2003]. Currently, the question to what degree processing of dust particles by trace gases affects heterogeneous ice nucleation is subject of laboratory and field investigations [Archuleta et al., 2005].

Mineral dust is a complicated mixture of different minerals, and its reactivity with trace gases obviously depends on the composition. To understand the mechanism of the heterogeneous interaction with dust one could study the reactions with each of the components. However, the reactive behaviour of complex mixtures is not only a superposition of the behaviour of their individual components. In addition, in practice it would be a hard task to complete due to the complexity of the dust composition. Therefore, in the case of HNO$_3$, many studies have concentrated on identifying the most reactive components, among which is CaCO$_3$, and assessing their reactivity. [Fenter et al., 1995; Goodman et al., 2001; Hanisch and Crowley, 2001; Krueger et al., 2004]. In the present work, the heterogeneous reactivity of CaCO$_3$ and SiO$_2$ has been compared to the reactivity of the Arizona Test Dust (ATD) aerosol particles. These components are chosen since quartz is one of the major (by weight) constituent of the dust in general and in the ATD in particular; and calcite is suggested to be one of the most reactive constituents of the dust [Usher et al., 2003]. While many other studies focussed on Ca rich authentic dusts, ATD used in the present study is among the Ca poorer, though not less abundant forms of dust.

In this study, a dry dispersion generation method was used to produce submicron mineral dust aerosol and to measure the kinetics of the heterogeneous reaction with gaseous nitric acid with the aerosol particles in gas suspension. To our knowledge it is the first time that such a method was used for the production of a surrogate for atmospheric mineral dust in combination with a kinetic flow-tube technique. This approach is an alternative to the published studies of heterogeneous interactions in a Knudsen cell or with single particle techniques.

This study concentrates on basic uptake data and its dependence on relative humidity as well as the consequences on the hygroscopic properties of the dust particles. Ongoing, more detailed kinetic experiments will be reported elsewhere.
5.3. Experimental

The experimental method used is similar to the ones reported previously [Ammann, 2001; Guimbaud et al., 2002]. Nitric acid labelled with a short-lived radioactive isotope $^{13}$N is mixed with the aerosol particles in a flow reactor. After a certain reaction time, gas phase and particulate phase products are separated and trapped in a parallel-plate denuder and in a filter, respectively. The concentration of each species is measured by counting the number of $^{13}$N decays in each trap per unit time. In this way, the loss of nitric acid from the gas phase and its irreversible uptake by the aerosol particle surface are measured simultaneously. The scheme of the setup is given in Fig. 5-1. Apart from the kinetic experiments, ATD aerosol particles were also processed by gaseous HNO$_3$ in a larger reactor. Hygroscopic properties of dust particles were studied before and after HNO$_3$ exposure using a HTDMA system described below.

![Schematic diagram of the flow reactor and detection system.](image)

**Production of HNO$_3$**

The production of $^{13}$N in the form of $^{13}$NO has been described in detail elsewhere [Ammann, 2001]. In brief, the $^{13}$N isotope is produced via the reaction $^{16}$O(p, α)$^{13}$N in a gas-target, which is set up as a flow cell, through which 20% O$_2$ in He pass at 1 l/min stp at 2.5 atm, and which is continuously irradiated by 15 MeV protons provided by the accelerator facilities at Paul Scherrer Institute. The primary $^{13}$N molecules and radicals are reduced to $^{13}$N labelled NO over a TiC catalyst immediately after the target cell. The resulting gas is continuously transported to the laboratory through a 580 m capillary. There, a small fraction of this flow (typically 25 ml/min ) is mixed with nitrogen as carrier gas (1 lpm) in our experiments. Additional amounts of non-labelled NO can be added from a certified cylinder (10 ppm in N$_2$) to vary the total concentration of NO within a range of 1 ppb to 1 ppm. NO is oxidized to NO$_2$ by reaction with ozone in a flow reactor with a volume of 2 liters. Ozone is generated by passing a mixture of synthetic air in nitrogen through a quartz tube irradiated by a mercury penray UV lamp (185 nm wavelength). HNO$_3$ is produced from the reaction of NO$_2$ with OH radicals; the flow containing NO$_2$ is humidified to 40% relative humidity and irradiated by a second 172 nm excimer UV lamp to produce OH radicals, which rapidly convert a large fraction of NO$_2$ to HNO$_3$ (see results section).
Aerosol particle generation

In this study, two types of aerosol generation methods were employed: dry dispersion from a powder and atomisation of an aqueous solution. The dispersion of Arizona Test Dust and detailed characterisation of the resulting aerosol is published elsewhere [Vlasenko et al., 2005]. Here only a short description of the technique is given. In a first step, the sample powder is dispersed by a solid aerosol generator (Topas GmbH, Dresden, Germany). Therein, a special belt feeds the dust to an injector nozzle in order to provide a constant input. Shear forces created in the injector disperse and disaggregate the powder to form submicron particles. In a second step, the remaining coarse particles are removed by a cyclone and a virtual impactor. This method is used to produce submicron particles from Arizona Test Dust (Ellis Components, England) and silica (Aerosil 200, Degussa, Germany). Calcium carbonate aerosol was generated by nebulizing a saturated aqueous CaCO₃ solution (Model 3075, TSI, USA). The resulting droplets are dried by passing the flow through a diffusion dryer. Charged particles from both aerosol sources are removed by passing the flow through an electrical precipitator. Finally, the aerosol flow is conditioned to a certain relative humidity. The humidifier is a vertically mounted tube with a H₂O permeable Goretex membrane (150 mm length, 6 mm i.d.) immersed in demineralised water. The relative humidity was measured by capacitance detectors at room temperature. The aerosol number concentration, size distribution and total aerosol surface area are controlled by a Scanning Mobility Particle Sizer (SMPS, TSI, USA). The size spectra of the aerosols obtained are given in Fig. 5-2. One can see that the particle concentration was largest for silica aerosol and lowest for the calcium carbonate particles.

![Fig. 5-2. Size distribution of aerosol particles used to study the heterogeneous reaction with gaseous nitric acid.](image)

Flow reactor for kinetic experiments

Mineral dust aerosol and nitric acid flows are mixed to react in the flow tube reactor with cylindrical geometry. The reactor is a PFA Teflon tube of 8 mm inner diameter and 10 mm outer diameter. The PFA Teflon material has been chosen to minimise the losses and retention of HNO₃ on the surface [Neuman et al., 1999]. Gaseous nitric acid is introduced via an injector along the axis of the flow reactor. The injector is a PFA tube (i.d. 4mm), which could be moved along the axis of the reactor. The position of the injector determines the gas-aerosol contact or reaction time. When the injector is pushed all the way in to the maximum position inside the flow reactor then the reaction time is minimum (0.2 s) and vice versa (2 s). The end of the injector tube is supplied with a special plug so that the gas enters the flow reactor through small openings at the end of the injector, perpendicular to the flow of aerosol. This is used to facilitate rapid mixing of the flows, which is critical for exactly controlling the reaction time. The degree of mixing was checked by measurement of the aerosol particle concentration upstream and downstream of the injection point by extracting a small flow with a small capillary pushed in from the opposite end of the reactor. The particle concentration
was decreased immediately after the mixing with the gas flow in accord with the dilution factor of the corresponding volumetric flows. The flow tube is operated under laminar flow conditions, and it is assumed that the laminar flow profile is established a few cm downstream of the injector. The outer flow tube is replaced after each 6 hours of operation to avoid wall losses of HNO₃ driven by the particles deposited on the inner wall. The system is kept at room temperature. The relative humidity of the flow is continuously measured downstream of the reactor.

Detection system
The flow leaving the flow reactor was directly entering the parallel-plate denuder system. The latter captures the gaseous species HNO₃, HONO, NO₂ on different chemically selective coatings by lateral diffusion. Note that this denuder train also effectively scrubs HNO₃ reversibly adsorbed to the particles. The sub-micron aerosol particles have a small diffusivity and pass through the denuder without being collected. Gaseous nitric acid is taken up in the first denuder section coated with NaCl. HONO is collected in the next section coated with Na₂CO₃, while NO₂ is absorbed in the third section by reaction with NDA (N-(1-naphthyl) ethylene diamine dihydrochloride) mixed with KOH. These coatings are freshly prepared after each 6 hours of operation. Generation of HNO₃ by reaction of NO₂ with OH is accompanied by ozone production under UV radiation. High concentrations of O₃ are not desirable because ozone reacts with the NDA-coating and depletes the capacity of the coating to absorb NO₂. To minimise this effect the parameters of the HNO₃ generation (UV radiation exposure and amount of synthetic air) are optimised in a way to keep the output concentration of O₃ at minimum (below 30 ppb).

After passing the denuder, the aerosol particles are captured by a glass fiber filter. To each trap (the coatings and filter) a separate CsI scintillator crystal with integrated PIN diode is attached (Carroll and Ramsey, USA) which detects the gamma quanta emitted after decay of the ¹³N atoms. The detector signal is converted to the flux of the gaseous species into the trap using the inversion procedure reported elsewhere [Guimbaud et al., 2002; Kalberer et al., 1996; Rogak et al., 1991]. This flux is proportional to the concentration of the species in the gas phase.

An additional NaCl-trap is used to monitor the concentration of gaseous HNO₃ in a small side flow before entering the reactor. The trap consists of a quartz-fiber filter, soaked with a saturated aqueous NaCl solution and dried. Also to this trap, a scintillator device as that described above is attached. This measurement provides a “reference” for the generation of gaseous nitric acid and reduces the uncertainty related to the instability of the flux of ¹³N arriving in the laboratory. The relative counting efficiency of each detector is determined by accumulating a certain amount of H¹³NO₃ in the “reference” trap and exposing it to each of the other detectors attached to the denuder sections and the particle filters in a way that closely mimics the geometrical configuration at each trap. The concentration of non-labelled NO and NO₂ is monitored by a chemiluminescence analyser (Ecophysics, Switzerland). Further details of the preparation of the coatings, trap and filter efficiencies, and the performance of the detection system are published elsewhere [Ammann, 2001; Guimbaud et al., 2002].

Mineral dust processing and measurement of hygroscopic properties.
Apart from the kinetic experiments, ATD aerosol particles were also processed by gaseous HNO₃ in a laminar flowtube reactor at room temperature and atmospheric pressure over longer time scales. The mean residence time of the aerosol in this reactor was 3 min at a flowrate of 0.3 lpm. Relative humidity in the reactor was monitored by a capacitance detector. To vary the relative humidity in the reactor chamber, the aerosol flow passes through the humidifier (identical to the one described above). The flow of HNO₃ was maintained by passing a 0.2 lpm flow of nitrogen through a bubbler, which contained a nitric acid solution in
H₂O (0.1 M) at 12°C. Half of this flow was directed to a molybdenum converter held at 400°C and then to a NO chemiluminescence detector to monitor the concentration of nitric acid in the gas phase [Joseph and Spicer, 1978]. The concentration of gaseous HNO₃ detected in this way was 3×10¹³ molecules cm⁻³ at 298K. The other half of the HNO₃ flow is mixed with the ATD aerosol flow (0.2 lpm) prior to the reactor entrance. After the reaction chamber, the aerosol flow was drawn through a NaOH coated denuder tube to remove HNO₃ from the gas phase. The hygroscopic properties of the processed ATD aerosol was measured by a Hygroscopicity Tandem Differential Mobility Analyzer (HTDMA) system described elsewhere [Weingartner et al., 2002]. Briefly, in this instrument, the aerosol is first dried to a low RH (< 5%) and fed into the first differential mobility analyzer (DMA) where a monodisperse particle size fraction is selected (diameter D = D₀). Then, the aerosol is exposed to higher RH during ~60 s, and the resulting new particle size distribution is determined with a second DMA combined with a condensation particle counter. This instrument is capable of measuring the hygroscopic growth factor (GF) defined as the relative particle diameter increase from dry to humidified state, D/D₀. A prehumidifier (RH=95%) is included or bypassed in order to measure hygroscopic growth factors during dehydration or hydration.

Table 5-1. Flow reactor parameters and measurement conditions.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reaction time</td>
<td>0.2-2 s</td>
</tr>
<tr>
<td>Concentration H¹⁵NO₃ (labelled)</td>
<td>~10⁶ cm⁻³</td>
</tr>
<tr>
<td>Concentration of HNO₃ (not labelled)</td>
<td>10¹¹-10¹² cm⁻³</td>
</tr>
<tr>
<td>Pressure</td>
<td>~ 1 atm</td>
</tr>
<tr>
<td>Relative humidity</td>
<td>12-73 %</td>
</tr>
</tbody>
</table>

5.4. Results and discussion

Procedure of the kinetic experiments

The time profiles of the NO₂, HNO₃(g), HNO₃ (γ-reference) and HNO₃(aerosol) concentrations during an individual uptake experiment is illustrated in Fig. 5-3 and described in detail below. The experiment starts with equilibrating the system by running all gas flows without the admission of ¹⁵N-labelled nitrogen dioxide (0-12 min time interval). At this time the background signals of the gamma detectors are recorded. Then at 12 minute, a small flow of ¹⁵NO₂ is admitted to the main gas flow. The NDA coating of the denuder starts to absorb nitrogen dioxide from the gas phase, accompanied by an increasing number of decays observed in this trap (panel A, dashed line). This growing signal is inverted to the flux of ¹⁵N labelled molecules into this trap, which is proportional to the concentration of the ¹⁵NO₂ in the gas phase (panel A, solid line). Because this flux is calculated based on the difference of two consecutive activity measurements only, the inverted data (solid line) show more apparent scatter than the raw activity signals (dashed line). Prior to the reactive absorption in the NDA-trap the nitrogen dioxide molecules travel along the NaCl and Na₂CO₃ traps. Due to reversible adsorption and some slow conversion to HNO₃ and HONO, some of the ¹⁵N atoms are also being absorbed on these traps, which leads to a small increase of the corresponding detector signals (panel B: solid line). For the same reason, the signal at the “reference” trap detector is increased (panel B, dashed line). The efficiency of the NO₂ absorption in the NDA-trap is not
entirely 100%, so that a small fraction of NO$_2$ may penetrate the denuder to the aerosol filter and manifests itself as a slight increase of the signal (panel C). Note that this penetrating fraction may be extremely low but may still allow a detectable signal.

Fig. 5-3. Online record of an uptake experiment. Panel A: dashed line represents the signal of detector at the NDA-trap and solid line corresponds to the concentration of nitric dioxide. Panel B: the dashed line represents the “reference” gas phase concentration of HNO$_3$ (concentration before entering the reactor) and the solid line corresponds to the concentration after the reactor. Panel C: the solid line represents the concentration of nitric acid on the aerosol surface. The grey bar (75-90 min) corresponds to the time when aerosol was present in the flow reactor. The HNO$_3$ gas phase concentration in the flow tube was 10$^{12}$ cm$^{-3}$ and RH 33%.

At 33 min of the experiment, the production of HNO$_3$ is started by switching on the UV lamp for OH production to convert NO$_2$ into HNO$_3$. As a result, the detector signal of the NDA-trap decreases by about a factor of three (panel A, solid line). It indicates that two thirds of the labelled NO$_2$ molecules were oxidized to HNO$_3$. We use this conversion factor to calculate the overall concentration of nitric acid in the gas phase by applying the same factor for the conversion of non-labelled NO$_2$, the concentration of which is measured by the chemiluminescence detector. The increase of the HNO$_3$ concentration is detected at the NaCl denuder (panel B, solid line) and in the reference trap (panel B, dashed line).

The mineral dust particles are introduced to the flow reactor at 75 min of the experiment. The gas phase nitric acid concentration drops (panel B, solid line) due to reaction with the aerosol surface, while the concentration of the particulate HNO$_3$ increases (panel C). As noted above, the signal associated with particulate HNO$_3$ is due to HNO$_3$ irreversibly taken up to the particles. HNO$_3$ desorbing from the particles faster than 0.1 s would be detected as gas phase HNO$_3$ in the first denuder. No increase of the signals in the other denuders has been observed during the presence of aerosol, so that not significant amounts of HNO$_3$ desorbing on the time scale of a second while travelling along the denuder train had been associated with the aerosol. A significant loss of HNO$_3$ from the particles on the filter on the time scale of minutes would have resulted in a lack of mass closure for HNO$_3$.

Using the procedure given here, uptake to aerosol particles can be measured as a function of reaction time, HNO$_3$ concentration in the flow tube and relative humidity. The algorithm to derive the value of the uptake coefficient from the measurements shown in Fig. 5-4 is described below.
Calculation of the uptake coefficient

The uptake coefficient is usually defined as the ratio between the net flux of molecules from the gas phase to the aerosol particles and the gas-kinetic collision flux of the molecules to the surface of the particles.

\[
\gamma = \frac{J_{\text{net}}}{J_{\text{coll}}}
\]  

(5-1)

The observations from an individual experiment shown in the previous section allow determining the rate of change of gas-phase and particulate phase concentrations. In principle, the mechanism leading to the net transfer of HNO₃ to an irreversibly bound product in the particulate phase can be very complex. Nevertheless, to obtain first insights into the kinetics, the uptake coefficient can be estimated in a first order approach similar to that reported earlier [Guimbaud et al., 2002]. Note that this approach assumes a constant (quasi-steady state) uptake to the aerosol during the residence time of the aerosol in the flow reactor. Because, as noted above, reversibly adsorbed HNO₃ is not detected in the aerosol phase, the uptake coefficient obtained this way is the probability that an HNO₃ molecule colliding with the dust surface is irreversibly reacting with a dust component. Therefore, initial loss from the gas phase could be stronger than the quasi-steady state uptake coefficient assumed in this approach. The rate equation for the depletion of radioactively labelled HNO₃ from the gas phase in the cylindrical flow tube is given by

\[
-\frac{dC_g}{dt} = (k_w + k_p)C_g
\]  

(5-2)

where \(C_g\) is the average concentration of HNO₃ in gas phase. \(k_w\) is the constant which describes the pseudo first order loss of H\(^{13}\)NO₃ from the gas phase due to its adsorption to the walls of the reactor. \(k_p\) is the constant, which describes the heterogeneous reaction between gaseous nitric acid and aerosol particles. The presence of the wall-loss is rather specific for the radioactively labelled molecules used in this study and will be discussed in detail in the next section. Integration of the Eq.(5-2) with respect to time gives the concentration of H\(^{13}\)NO₃ molecules in the gas phase as a function of time:
where \( C_g(t) \) is the initial concentration at time zero. \( k_w \) can be obtained from the measurement of the concentration of \( \text{H}^{13}\text{NO}_3 \) as a function of time in absence of aerosol \((k_p=0)\). The loss rate of \( \text{H}^{13}\text{NO}_3 \) in presence of the aerosol then allows determining \( k_p \).

The kinetics of appearance of \( \text{H}^{13}\text{NO}_3 \) in the particulate phase is given by:

\[
C_p(t) = C_{g}^{t=0} \frac{1-e^{-(k_w+k_p)t}}{1+\frac{k_w}{k_p}}
\]

where \( C_p(t) \) is the concentration of \( \text{H}^{13}\text{NO}_3 \) in the particulate phase.

In practice, we used Eq.(5-4) and not Eq.(5-3) to calculate the constant \( k_p \), because the experimental measurement of \( C_p \) is more accurate than that of \( C_g \). The heterogeneous constant \( k_p \) is related to the effective uptake coefficient \( \gamma_{\text{eff}} \) according to following equation:

\[
k_p = \frac{\gamma_{\text{eff}} S_p \omega}{4}
\]

where \( S_p \) is the aerosol surface to volume ratio, \( \omega \) is the mean thermal velocity of HNO₃ given by \( \omega=(8RT/(\pi M))^{1/2} \), \( R \) is the gas constant, \( T \) is the absolute temperature and \( M \) is the molar weight of HNO₃.

The value of \( S_p \) was measured in the experiment by the SMPS and the values of \( k_p \) and \( \omega \) could be calculated using the equations listed above.

The value of the effective uptake coefficient, calculated in this way, depends slightly on the aerosol particle size, because gas phase diffusion affects the rate of transfer to larger particles more strongly than that to smaller particles. The diffusion correction was made using Eq.(5-6) and Eq. (5-7) [Pöschl et al., 2005].

\[
\frac{1}{\gamma} = \frac{1}{\gamma_{\text{eff}}} - 0.75 + 0.28 Kn
\]

\[
Kn = \frac{6D}{\omega d_p}
\]

where \( D \) is the diffusion coefficient of HNO₃, \( d_p \) is aerosol particle diameter and \( Kn \) is the Knudsen number. Note that for the experiments reported in this study, the correction was always below 5% as discussed below.

**Retention of \( \text{H}^{13}\text{NO}_3 \) on the flow reactor wall**

The observations show that there is a steady state drop of the gas phase concentration of \( \text{H}^{13}\text{NO}_3 \) during passage through the flow reactor even without aerosol. As already pointed out by Guimbaud et al. (2002), this is not due to an irreversible chemical loss of HNO₃ on the wall, but rather due to retention driven by adsorption and desorption. When considering the non-labelled HNO₃ molecules, this effect leads to the well-known slow response time of this sticky gas measured at the reactor outlet when switching it on and off. At low concentrations, the observed response time is directly related to the average residence time of individual molecules in the flow tube. If this residence time is comparable to the half-life of the radioactive \(^{13}\text{N}\)-tracer, 10 min., a drop in the \( \text{H}^{13}\text{NO}_3 \) concentration along the flow tube can be observed, while the concentration of the non-labelled HNO₃ concentration remains constant, if equilibrium with the wall is established.
The details of lateral diffusion, adsorption, desorption, and radioactive decay are lumped into the pseudo-first order decay constant $k_w$. Therefore, Eq. (5-3) with $k_p=0$, was used to fit the experimentally observed $\text{H}^{13}\text{NO}_3(\text{g})$ concentration drop in absence of aerosol as shown in Fig. 5-4 for two examples. Typical residence times of HNO$_3$ derived from these loss curves are about 4 min. $k_w$ obtained from these fits significantly decreased with increasing HNO$_3$ concentration, possibly because saturation coverage of HNO$_3$ on the PFA Teflon surface was reached above $10^{12}$ molecules cm$^{-3}$. $k_w$ was also observed to increase with increasing relative humidity. This might be related to higher surface coverage by H$_2$O molecules at higher relative humidity and the formation of surface-adsorbed nitric acid–water complexes.

Apart from these effects, $k_w$ also varied to some degree from tube to tube. Therefore, each time some parameter of the experimental system was changed or a new PFA flow tube was installed, a new measurement of $k_w$ was performed.

**Effect of aerosol surface area and “diffusion resistance” on uptake**

The dependence of the amount of $\text{H}^{13}\text{NO}_3$ taken up on the aerosol of the aerosol surface area was investigated at an HNO$_3$ concentration in the gas phase of $10^{12}$ cm$^{-3}$, RH of 33% and reaction time of 1.9 s. The aerosol surface area was varied by changing the dust generator output, which results in a change of the particle number concentration but not particle size.

Fig. 5-5 shows the number of HNO$_3$ molecules reacted per cm$^3$ as a function of the particle surface area per cm$^3$. The error bars represent the 1σ deviation of data about the mean. The amount of nitric acid reacted on the surface should be a linear function of the particle surface area, as long as $(k_w + k_p)t < 1$, so that $C_p(t) = C_{g0} \exp(-k_p t)$, and for fixed reaction time t, $C_p \propto S_p$. This confirms that our experiment lies well within pseudo-first order kinetics and that the availability of HNO$_3$ is not limiting the uptake.

![Fig. 5-5. HNO$_3$ reacted with ATD particles as a function of specific aerosol surface area. The nitric acid gas phase concentration in the flow tube was $10^{12}$ cm$^{-3}$ and RH 33%.](image)

To estimate the limitation of uptake by the diffusion of HNO$_3$ in the gas phase we use the expressions (5-6) and (5-7). The HNO$_3$ diffusion coefficient $D$ has been taken as 0.118 cm$^2$s$^{-1}$ [*Durham and Stockburger, 1986*], which had been measured at atmospheric pressure,
298 K and 5-95% relative humidity. The “diffusion limitation” effect is stronger for higher values of the uptake coefficient. Based on Eq.(5-6) and Eq.(5-7), the maximum correction $\gamma/\gamma_{\text{eff}}$ is 1.5 at 1 micrometer particle diameter for $\gamma_{\text{eff}} = 0.1$. When integrated over the full aerosol spectrum of ATD, the correction is about 5% or less for smaller values of $\gamma$.

**Uptake coefficient on Arizona Test Dust aerosol**

The experimental data of the $\text{H}^{13}\text{NO}_3(g)$ concentration drop and the corresponding gain of $\text{H}^{13}\text{NO}_3(p)$ in the aerosol phase shown in Fig. 5-6 was fitted using Eq. (5-4) and Eq. (5-5), with $k_p$ as independent variable. The constant $k_p$ was varied using the least square method to achieve the best agreement between the data points of the concentration in the aerosol phase and model curve, calculated by Eq. (5-4), because, as noted above, the changes in the aerosol phase could be detected with better accuracy than those in the gas phase. The result is given in Fig. 5-6 and Table 5-2. The fit and the data agree quite well. One should notice that within accuracy of the experiment the drop of the $\text{HNO}_3(g)$ concentration due to uptake to the aerosol corresponds to the growth of the $\text{HNO}_3(p)$ signal. Most of the discrepancy between data and model has been assigned to the instability of aerosol generation. For instance, the deviation of the data points from the fit at 1.9 s reaction time in the example shown in Fig. 5-6 is due to an increase of the aerosol surface area recorded by the SMPS system at that time and as a result a higher uptake to the aerosol phase and stronger depletion of the $\text{HNO}_3$ concentration in the gas phase.

![fig5-6](image_url)

**Fig. 5-6.** Change of the $\text{HNO}_3$ concentration in the gas (open circles) and particulate (solid squares) phases as a function of reaction time. Experimental data are represented as the concentrations normalized by the concentration in the gas phase at reaction zero time. The HNO$_3$ gas phase concentration in the flow tube was $10^{11}$ cm$^{-3}$ and RH 33%. The error bars represent the 1σ deviation of data about the mean.
Table 5-2. Conditions of the uptake experiments and the results of the fits to the data.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>HNO$_3$ concentration in the gas phase in flow reactor, molecules cm$^{-3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH, %</td>
<td>$(1\pm0.5)\times10^{11}$</td>
</tr>
<tr>
<td>$S_e \times10^{-5}$, cm$^{-3}$</td>
<td>$8.6\pm0.5$</td>
</tr>
<tr>
<td>$k_w$, s$^{-1}$</td>
<td>$0.152\pm0.002$</td>
</tr>
<tr>
<td>$k_p$, s$^{-1}$</td>
<td>$0.063\pm0.005$</td>
</tr>
<tr>
<td>$\gamma_{eff}$</td>
<td>$0.10\pm0.01$</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>$0.105\pm0.01$</td>
</tr>
</tbody>
</table>

The uptake coefficient is found to be a function of HNO$_3$ concentration in the gas phase (Table 5-2). At higher concentration of nitric acid in the flow tube the uptake coefficient drops by more than a factor of three. Previous work on this and similar heterogeneous reaction systems indicate that the HNO$_3$+mineral dust reaction could be considered as a two stage process: adsorption of HNO$_3$ on the dust surface followed by a reaction of the adsorbed HNO$_3$ with a basic surface site (surface OH—group on aluminosilicate or similar minerals or bulk CaCO$_3$). Therefore, the decrease of the uptake coefficient, which is an average over the two seconds reaction time, could be either due to the depletion of the reaction sites or due to saturation of the adsorbed precursor [Ammann et al., 2003]. The available data points at HNO$_3$(g) concentration $10^{12}$ cm$^{-3}$ still fit the model (which assumes an average uptake coefficient over the time scale of the experiment) reasonably well, so that depletion of the reactants during the early periods of the reaction time is likely not the reason for the concentration dependence. While the amount of HNO$_3$ found on the particle surface after two seconds of about $2\times10^{14}$ molecules cm$^{-2}$ could be considered close to a monolayer surface coverage, the degree with which components contained in the bulk of the particles can react and thus extend the capacity of the particles to react is not known. Therefore, this apparent non-first order behavior of the rate of product appearance indicates that the simple approach adopted here is not sufficient to retrieve a reliable parameterization of the kinetics. A more extended kinetic data set associated with proper kinetic modeling is necessary to extract the parameters describing the elementary processes of the uptake process. This will be part of a follow-up study of this, while here we concentrate on the humidity dependence.

**Uptake coefficient on SiO$_2$ and CaCO$_3$ aerosols**

In an attempt to understand the mechanism of the heterogeneous reaction between HNO$_3$ and the ATD and for the purpose of comparison with other studies, we also made experiments of uptake of HNO$_3$ to silica and calcite aerosol particles.

Fig. 5-7 shows the uptake of the gaseous nitric acid to silica and CaCO$_3$ aerosol particles. To simplify the discussion of this comparison, we show the raw data in the same way as discussed above. The experiment starts with recording the background detector signal, as shown in Fig. 5-3. After 20 minutes, the aerosol is introduced into the flowtube, adjusted to a reaction time of 1.9s. One may see that the detector signal level does not change with the introduction of SiO$_2$ particles at a statistically significant level. This means that silica aerosol seems rather inert with respect to reaction with HNO$_3$. Assuming the detection limit at $3\sigma$ of the background noise level of the signal of the $\gamma$-detector at the aerosol filter and taking into account the measured SiO$_2$ aerosol surface area of $10^{11}$ cm$^2$ cm$^{-3}$, an upper limit to the uptake coefficient of $5\times10^{-4}$ is obtained.
Fig. 5-7. Online record of uptake experiments between gaseous HNO₃ and aerosol particles of different materials. Panel a, b and c represent the reactions with the aerosol composed of silica, calcium carbonate and Arizona Test Dust, respectively. The time period 0-20 min corresponds to the background readings of the detector. The grey bar (20-40 min) corresponds to the time when aerosol was present in the flow reactor. The HNO₃ gas phase concentration in the flow tube was 10¹² cm⁻³ and RH 33%.

This result is in agreement with the Knudsen cell study of Underwood et al. (2001) who reported the uptake of HNO₃ to a SiO₂ surface “too low to be measured”. Goodman et al. (2001) studied the heterogeneous reaction of silica powder with gaseous nitric acid using transmission FT-IR spectroscopy and classified the SiO₂ as a non-reactive neutral oxide with respect to this reaction. The authors also concluded that the adsorption of nitric acid on silica surface is reversible at 296 K. This is also in agreement with the data of the present study because HNO₃ reversibly adsorbed to the SiO₂ particles in the flow tube is desorbed in the denuder and not detected in the aerosol phase. This reversible nature of HNO₃ adsorption on silica surfaces was also reported by DubowskI et al. (2004) who found no significant amounts of covalently bonded nitrate on glass and quartz surface after exposure to HNO₃.

In contrast, CaCO₃ particles are more reactive with respect to nitric acid than ATD, as also shown in Fig. 5-7. The uptake to CaCO₃ is almost 4 times higher than to ATD. This is not surprising, since the reactivity of CaCO₃ with HNO₃ is well known, while ATD contains only little CaCO₃ but much more of the less reactive silica and alumino-silicates. This is in agreement with the studies of Krueger et al. (2003, 2004), which showed the formation of Ca(NO₃)₂ in single CaCO₃ and authentic dust particles as a reaction product at conditions close to the experimental conditions of this study (RH 38%, HNO₃ concentration 4.6×10¹¹ molecules cm⁻³). To some extent the nature of the mineral surface under the humid conditions of the present study could be rationalized from the way how the major mineral constituents are expected to dissolve in near neutral or acidic aqueous solution [Desboeufs et al., 2003; Schott and Oelkers, 1995]:

\[
\text{SiO}_2\text{(quartz)} + 2\text{H}_2\text{O} \rightleftharpoons \text{H}_4\text{SiO}_4 \tag{5-8}
\]

\[
\text{Albite} + H^+ \rightleftharpoons H_{1/3}\text{Al}_{1/3}\text{SiO}_{8/3} \text{(hydrogenated albite)} + \text{Na}^+(K^+) \tag{5-9}
\]
\[ H_{1/3}Al_{1/3}SiO_{8/3} + H^+ + (n - 2/3)H_2O \iff (SiO_2 \cdot nH_2O) + 1/3Al^{3+} \] (5-10)

\[ CaCO_3(\text{calcite}) + H^+ \iff HCO_3^- + Ca^{2+} \] (5-11)

This list of reactions is not complete and one should also consider the dissolution of minor components of the ATD: microcline, illite, etc. Most of these minerals dissolve similar to albite and some could additionally release Mg\(^{2+}\) cations. Exposure of ATD to HNO\(_3\) under humid conditions certainly helps promoting these hydrolysis processes by providing protons. Even though these hydrolysis processes might not be complete on the surface, especially at relatively low humidity, partial solvation might be enough for providing a reactive site to HNO\(_3\).

**Effect of humidity on uptake**

The hydrolysis reactions (5-8) to (5-11), which might promote the surface (and eventually also bulk) reactivity of dust towards HNO\(_3\), are directly suggesting that a significant humidity dependence should exist. The effect of variation in relative humidity on the uptake coefficient was investigated using a fixed HNO\(_3\) concentration of 10\(^{12}\) molecules cm\(^{-3}\) and a fixed reaction time of 1.9 s. The data displayed in Fig. 5-8 indeed show that \(\gamma\) increases steadily from 0.022±0.007 at 12\% RH to 0.113±0.017 at 73\% RH. A possible explanation to this is the increasing amount of H\(_2\)O adsorbed on the surface of ATD particles, which may promote the hydrolysis processes. Some information on the amount of water associated with ATD aerosol can be obtained from the hygroscopic growth of ATD aerosol particles investigated in a previous study [Vlasenko et al., 2005].

![Fig. 5-8. Uptake coefficient of nitric acid to ATD mineral dust aerosol as a function of relative humidity. Open circles represent the experimental values of the uptake coefficient reaction time 1.9 s, the concentration of nitric acid in the flow tube was 10\(^{12}\) cm\(^{-3}\). The solid line represents a BET isotherm (Eq. 5-8, c=8) for water adsorption, scaled to match the uptake data.](image)

The main conclusion was that the ATD particles adsorb water under increasing RH conditions, to some degree related to the presence of water soluble material. However, the small size changes did not allow retrieving a well resolved water adsorption isotherm. For bulk oxide materials it has been shown that several monolayers of water can be formed on the surfaces of SiO\(_2\), Al\(_2\)O\(_3\) and CaCO\(_3\) with increasing relative humidity [Al-Abadleh and Grassian, 2003; Goodman et al., 2001; Goodman et al., 2000]. Similar behavior was shown for water adsorption on a borosilicate glass surface [Dubowski et al., 2004; Sumner et al., 2004]. These authors have adapted the BET equation [Adamson, 1982] to describe water adsorption on the surface of solids. We used the same approach to calculate the isotherm for the adsorption of water by
One can see in Fig. 5-8 that this isotherm can be well fitted to the experimental data of the uptake coefficient of HNO₃ on ATD. This observation continues the row of “BET isotherm like” humidity dependent heterogeneous reactions on solid surfaces: HNO₃(g)+NaCl(s) \cite{Davies and Cox, 1998}, HNO₃(g)+CaCO₃(s) \cite{Goodman et al., 2000}, NO₂+1,2,10-anthracenetriol (s) \cite{Arens et al., 2002} and NO₂+borsilate glass \cite{Finlayson-Pitts et al., 2003}, in all of which hydrolysis of the substrate provides the reactive components. This contrasts other heterogeneous processes, such as oxidation reactions \cite{Adams et al., 2005; Pöschl et al., 2001}, in which water adsorption competes with the adsorbing gaseous reactant, so that humidity has an inhibiting or no effect on the overall process. Furthermore, the increase of the uptake coefficient with humidity measured in this study is consistent with data from the ACE-Asia field campaign, where the mass accommodation coefficient of HNO₃ on ambient dust was found to depend on RH \cite{Maxwell-Meier et al., 2004}.

Comparison to literature data

Several aspects should be considered, when comparing the uptake data of the present study to those currently available in the literature as listed in Table 5-3. Our data suggest a strong humidity dependence of the uptake coefficient, while the previously available kinetic studies were all performed under completely dry conditions. If we would extrapolate our data along the water adsorption isotherm to very low humidity (0.1% RH) in Fig. 5-8, we expect the uptake coefficient to get into the range of 10⁻³ for ATD, and a similar shift might be expected for the uptake on CaCO₃, if we would assume a similar dependence on humidity. Hanisch et al. (2001) report an about a factor of 2 change in the uptake coefficient on CaCO₃ measured under dry conditions, when water remaining after evacuation was further removed by baking the dust powder.

<table>
<thead>
<tr>
<th>Study</th>
<th>Reactor</th>
<th>Sample</th>
<th>SiO₂ Conc, cm⁻³</th>
<th>Composition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fenter et al. 1995</td>
<td>KC Powder</td>
<td>10⁻¹⁰⁻¹⁻¹³</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>Goodman et al. 2001</td>
<td>DRIFTS KC Powder</td>
<td>10⁻¹²⁻¹⁻¹⁰⁻¹⁵</td>
<td>10⁻⁹</td>
<td>2.5×10⁻⁴</td>
</tr>
<tr>
<td>Goodman et al. 2000</td>
<td>DRIFTS KC Powder</td>
<td>10⁻¹⁰⁻¹⁻¹⁰⁻¹⁵</td>
<td>10⁻⁹</td>
<td>2.5×10⁻⁴</td>
</tr>
<tr>
<td>Johnson et al. 2005</td>
<td>KC Powder</td>
<td>10⁻¹⁰⁻¹⁻¹⁰⁻¹²</td>
<td>10⁻⁹</td>
<td>2×10⁻³</td>
</tr>
<tr>
<td>Hanisch et al. 2001</td>
<td>DRIFTS KC Powder</td>
<td>10⁻¹⁻¹⁻¹⁻¹⁰⁻¹⁰⁻¹²</td>
<td>0.18, 0.1*</td>
<td>0.06</td>
</tr>
<tr>
<td>Seisel et al. 2004</td>
<td>DRIFTS Powder</td>
<td>10⁻¹⁻¹⁻¹⁻¹⁰⁻¹⁰⁻¹²</td>
<td>0.18, 0.1*</td>
<td>0.06</td>
</tr>
<tr>
<td>this work**</td>
<td>FT Aerosol</td>
<td>10⁻¹⁻¹⁻¹⁻¹⁰⁻¹⁰⁻¹²</td>
<td>&lt;5×10⁻⁴</td>
<td>0.11</td>
</tr>
</tbody>
</table>

A second aspect relates to the issue of surface area to normalize the uptake according to equation (2). The significant disagreement between the values reported by Goodman et al. (2000) and by Johnson et al. (2005) on the one hand and those reported by Fenter et al. (1995) and Hanisch et al. (2001) on the other are due to different ways of taking into account internal surface areas of the powders used. Goodman et al. (2000) measured the specific area of CaCO₃ powder with a BET method and applied the Keyser-Moore-Leu model.
et al., 1991] to account for the contribution by the internal surface area, while Fenter and Hanisch referred to the geometric sample surface area to calculate the collisional flux in the molecular flow regime to the external powder surface. In our study with suspended aerosol particles, we estimate the reactive surface area from the measurement of the mobility diameter (measured by SMPS) and assuming that the particles are spherical, even though it has been shown [Vlasenko et al., 2005] that the ATD particles used in this study are not perfectly spherical and could be to some degree agglomerates, especially for particle sizes larger than 200 nm. Experimentally, the relation between the surface of aerosol agglomerates available for reaction and the surface measured by SMPS is only known for a perfectly sticking (γ=1) species, namely 211Pb atoms. Rogak et al. (1991) experimentally proved that the mobility diameter measured by SMPS is equal to the “mass transfer” diameter not only for spherical particles but also for complex agglomerates, namely soot. Other existing theoretical approaches to account for the additional internal surface of aerosol agglomerates rely strongly on empirical parameters [Naumann, 2003; Xiong et al., 1992]. In the absence of a more accurate way to evaluate the true dust surface area (available for reaction with HNO3) we used the surface area measured by the SMPS system to calculate the uptake coefficient. Bearing in mind that only part of all the particles are slightly agglomerated (particles larger than 200 nm) we guess a not more than 20% systematic underestimation of the dust surface area given by the SMPS. Therefore, the apparent agreement of the uptake coefficients observed under humid conditions of this study with those of Hanisch and Fenter for CaCO3 and Hanisch and Seisel for ATD under very dry conditions might be accidental. And our data might be in closer agreement with the Goodman and Johnson data than it would seem at first glance.

Implications for the hygroscopic properties of ATD aerosol

One of the atmospherically relevant consequences of the heterogeneous interaction between HNO3(g) and mineral dust is the associated change of hygroscopic properties of the dust particles. Fig. 5-9 shows the hygroscopic growth of ATD particles before and after reaction with gaseous nitric acid and water vapor.

Fig. 5-9. Hygroscopic growth of ATD particles before (circles) and after (squares) reaction with gaseous nitric acid (3×10^{13} molecules cm^{-2}) and water vapor. (a): circles represent ATD particles with D_0=100nm before reaction, squares represent particles of the same size after reaction with HNO3 at 30% RH. (b): circles represent ATD particles before reaction, squares represent ATD particles after reaction with HNO3 at 85% RH. D_0 is the mobility size of monodisperse particles at lowest RH at 20°C. Open and solid symbols correspond to hydration and dehydration curves, respectively.
When dust particles are exposed to HNO$_3$ (3×10$^{13}$ molecules cm$^{-3}$) for 3 min at 30% relative humidity the hygroscopic properties do not change significantly (Fig. 5-9(a)). The exposure in this experiment corresponds to the integrated exposure of an atmospheric dust particle to 0.1-1 ppb of HNO$_3$ during a typical life-time of 1-10 days, even though we are aware that in view of the concentration dependence observed this might be an over-simplification. The ATD hygroscopicity is significantly changed after weathering the particles at the same concentration of HNO$_3$ and 85% RH. Fig. 5-9(b) shows that after the exposure the particle diameter is increased by 7% while increasing the humidity from 10% to 78%. This finding is consistent with the kinetic data that show a strong effect of humidity on the speed and extent of processing of the dust particles by HNO$_3$ (Fig. 5.8). Even though the formation of a liquid phase is thermodynamically not favored (for the pure HNO$_3$-H$_2$O system) under our conditions, we nevertheless assume that the concomitant exposure to nitric acid and high humidity of 85% over longer time scales promotes the significant dissolution of the particle surface material through reactions (5-9) to (5-12) [Desboeufs et al., 2003; Schott and Oelkers, 1995]. Desboeufs et al. (1999) studied the dissolution rates of different elements from Sahara dust at different pH and reported the increasing solubility sequence Si<Mg<Ca<K<Na. From these data we concluded that the uptake of HNO$_3$ from the gas phase to mineral dust particles at 85% RH increases the acidity of the adsorbed water layers and strongly promotes the dissolution of major minerals. The weathering of silica is believed to be small on a time scale of our experiment (3 min). In our experiments, after the processing the aerosol was dried, and possibly separate phases of Ca/Mg/Na nitrates are formed on the particles. Laskin et al. (2005) interpreted the increase in O,N atomic content of the Ca-rich mineral dust particles after HNO$_3(g)$ exposure as formation of calcium nitrate. We use the assumption (that the reaction product is Ca(NO$_3$)$_2$) to calculate the amount of product built up after processing of ATD with gaseous nitric acid. Using the approach of Saathoff et al. (2003) and assuming spherical shape of particles and independent additive hygroscopic behaviour of the different components one may calculate the volume fraction of Ca(NO$_3$)$_2$ coating on the processed particles according to the following equation:

$$
\varepsilon = \frac{GF_{\text{proc}}^3 - GF_{\text{nonproc}}^3}{GF_{\text{Ca(NO}_3)_2}^3 - GF_{\text{nonproc}}^3}
$$

(5-13)

where GF$_{\text{proc}}$ and GF$_{\text{nonproc}}$ are hygroscopic growth factors of the processed and nonprocessed ATD particles, respectively. GF$_{\text{Ca(NO}_3)_2}$ is a hygroscopic growth factor of pure calcium nitrate, which is quite similar to the other soluble nitrates in dust (sodium nitrate and magnesium nitrate).

Using the measured values of the hygroscopic growth factors (Fig. 5-9(b)) for the ATD and the literature value for the calcium nitrate hygroscopic growth [Tang and Fung, 1997] as a proxy for the behaviour of the soluble nitrates, we calculate a 8% volume fraction of Ca(NO$_3$)$_2$ in the processed particles. Expressed as an external coating, this corresponds to an about 1 nm thick layer. This rough estimate shows that several monolayers of hygroscopic reaction products could be formed on the surface of the ATD particles as a result of processing with gaseous nitric acid. Note that extrapolation of our processing experiment to atmospheric conditions is only valid under the assumption that the degree of processing is a function of the integrated exposure only and not a function of HNO$_3$ concentration during the exposure.
5.5. Atmospheric Implications

The major atmospheric implication of this study is the experimentally determined humidity dependence of the heterogeneous uptake on the dust aerosol. It has been shown that increasing the relative humidity promotes the uptake of nitric acid. However, recent modeling studies [Bauer et al., 2004; Bian and Zender, 2003; Tang et al., 2004] consider the heterogeneous reactivity of the dust independent of relative humidity. While the order of magnitude of the uptake coefficient used by Bauer et al. (2004) based on the data of Hanisch and Crowley (2001) obtained under very dry conditions (RH<1%) is similar to what we report here, we strongly suggest that a humidity dependent uptake coefficient scaling along a water isotherm as shown in Fig. 3.8 could be used in modeling studies. Implementing this dependence into global dust models will certainly reduce their uncertainty.

Another atmospherically relevant outcome of the present study is the experimental evidence that extensive processing of mineral dust by HNO$_3$(g) and possibly other acidic gases results in significant hygroscopic growth. The enhanced water uptake by dust particles increases their interaction with solar radiation. To illustrate this effect we estimate an increase of the dust single scattering albedo (SSA). SSA is the commonly used measure of the relative contribution of absorbing aerosol to extinction and is a key variable in assessing the climatic effect of the aerosol [Seinfeld et al., 2004]. Assuming that the processing does not change the refractive index (n=1.52, k=0.00133) of the dust shown on Fig. 5-9(b) and only increases the particle size we estimate 3% increase of the SSA for the aged dust at 550 nm wavelength of incident light. This calculation is very crude but indicates the potential of the dust aging process to affect the radiation balance of the planet.
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6. Hygroscopicity of the submicrometer aerosol at the high-alpine site Jungfraujoch, 3580 m asl, Switzerland
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6.1. Abstract

Data from measurements of hygroscopic growth of submicrometer aerosol with a hygroscopicity tandem differential mobility analyzer (HTDMA) during four campaigns at the high alpine station Jungfraujoch (JFJ), Switzerland, are presented. The campaigns took place during the years 2000, 2002, 2004 and 2005, each lasting approximately one month. In parallel, size resolved chemical composition measurements with an aerosol mass spectrometer were done. A hygroscopic closure was done with the composition data using the Zdanovskii-Stokes-Robinson relation. In general, quantitative agreement between measured and modeled data was found, with some discrepancies caused by instrumental noise at low aerosol loadings. Hygroscopic growth factors (GF, i.e. the relative change in particle diameter from dry diameter, $D_0$, to diameter measured at higher relative humidity, RH) are presented for three distinct air mass types, namely for: 1) free tropospheric winter conditions, 2) planetary boundary layer influenced air masses (during a summer period) and 3) Saharan dust events (SDE). The GF values at 85% RH ($D_0=100$ nm) were 1.40±0.11 and 1.29±0.08 for the first two situations while for SDE a bimodal GF distribution was often found. No phase changes were observed when the RH was varied between 10-90%, and the continuous water uptake could be well described with a single-parameter empirical model. The frequency distributions of the average hygroscopic growth factors and the width of the retrieved growth factor distributions (indicating whether the aerosol is internally or externally mixed) are presented, which can be used for modeling purposes.
6.2. Introduction

Aerosol particles in the atmosphere affect the earth’s radiation balance in various ways (e.g. Solomon et al., 2007). Firstly, aerosol particles absorb and scatter radiation. This direct aerosol effect is influenced by the hygroscopicity of the aerosol particles, which is determined mainly by their chemical composition. Secondly, the tendency for cloud formation and resulting cloud properties similarly depend on chemical composition as well as on size distribution of the aerosol particles (e.g. McFiggans et al., 2006). Thus the cloud albedo and the radiative properties of cloud droplets are influenced; this is termed the indirect aerosol effect. The presence of particulate water allows for physical processes (e.g., shape modification) or heterogeneous chemical reactions, which in turn influences the chemical composition. These processes are commonly referred to as the ageing of aerosols.

Aerosols and their properties, such as hygroscopicity, are currently modeled in global climate models (GCMs), mostly to better predict the scattering properties and size distribution under varying humidity conditions (Randall et al., 2007). Relatively few measurements of background aerosol from the lower free troposphere exist (e.g. Kandler & Schutze, 2007). To increase available data and validation possibilities four measurement campaigns at the high alpine site Jungfraujoch (JFJ), with a duration of about one month each, are presented here. During 2000, 2002, 2004 and 2005 the CLACE (CLoud and Aerosol Characterization Experiment) field studies were performed within international collaborations, including both summer and winter seasons. The general goals of the field campaigns were i) a physical, chemical, and optical characterization of the aerosol at the JFJ in order to better quantify the direct aerosol effect, and ii) an investigation of the interaction of aerosol with clouds, for a better quantification of the indirect effect. The cloud forming processes were studied under different meteorological conditions, with a special focus on aerosol-cloud partitioning in mixed-phase clouds (Cozic et al., 2007b; Verheggen et al., 2007). Further topics were the physical and chemical characterization of ice nuclei (Cozic et al., 2007a; Mertes et al., 2007), and the processes responsible for the formation of new particles in the free troposphere. Instrumentation was deployed to characterize the aerosol size distribution (scanning particle mobility sizer and optical particle counter), size segregated chemical composition (Aerodyne aerosol mass spectrometer, AMS) and hygroscopicity (hygroscopicity tandem differential mobility analyzer, HTDMA). In this study AMS and HTDMA results will be analyzed in greater detail.

Atmospheric aerosol components can be classified into inorganic and organic fractions (e.g. Kanakidou et al., 2005). The hygroscopic properties of most inorganic salts present in the atmospheric aerosol are known. Of the many organic species identified in the aerosol (e.g. Putaud et al., 2004), the hygroscopic properties of quite a few substances have been investigated. Inorganic salts (for instance ammonium sulfate (AS) and sodium chloride (NaCl)) can show a hysteresis behavior during uptake and loss of water, i.e. by exhibiting a difference between the deliquescence and efflorescence relative humidities (DRH/ERH), and with a higher water content of the deliquesced than the effloresced particles in this relative humidity (RH) range. Conversely, organic constituents of the aerosol often do not show efflorescence which can contribute to an uptake of water at lower RH than the DRH of inorganic salts. A method for characterizing water uptake is the HTDMA (Liu et al., 1978; Rader et al., 1986; Weingartner et al., 2002b). The set-up used in three of the campaigns was a low-temperature HTDMA (-10°C during the winter campaigns and 0.5°C during the summer campaign), and in the winter campaign 2005 measurements were done at laboratory temperature (25-33°C). Furthermore, measurements with an AMS supplied time- and mass-resolved chemical composition of sulfate, nitrate, ammonium and organics during the campaigns 2002, 2004 and 2005. The hygroscopic growth was predicted with the Zdanovskii-Stokes-Robinson (ZSR) relation using the measured composition from the AMS (Gysel et al., 2006; Stokes et al., 1966), and compared with the hygroscopicity measured by the HTDMA.
6.3. Methods

6.3.1. Site and air mass types

The JFJ is a European high-alpine background site located on an exposed mountain col in the Bernese Alps, Switzerland, at 3580 meters altitude (46.33 °N, 7.59 °E). Throughout the year the station is within clouds about one third of the time (Baltensperger et al., 1998). During winter it is predominantly in lower free tropospheric air masses. During summer the aerosol sampled is influenced by injections of air from the planetary boundary layer (PBL) (Baltensperger et al., 1997; Nyeki et al., 2000). The station is surrounded by glaciers and rocks, and no local vegetation is present. The JFJ boasts the highest European (electrical) railway station and is easily accessible throughout the year. Within the World Meteorological Organization (WMO) Global Atmosphere Watch (GAW) program continuous measurements of aerosol parameters are performed at the JFJ site since 1995. The research station is also part of the Swiss National Monitoring Network for Air Pollution (NABEL) and the Swiss Meteorological Institute (SMI).

The aerosol loading at the JFJ shows an annual cycle with highest concentrations in August to July and minimum concentrations in January to February (e.g. Cozic et al., 2007c; Nyeki et al., 1998; Weingartner et al., 1999). Based on comparison with the continuous aerosol measurements that are available for the JFJ since 1995, campaigns in 2000 and 2004 appear as typical winter conditions (with low aerosol concentration present in the free troposphere), while the campaign in 2002 is typical of summer conditions, and the 2005 campaign can be considered as spring-like conditions, with features situated in between winter and summer. In the following, the data are separated accordingly to these cases: non-disturbed lower free tropospheric winter conditions (abbreviated FT) and PBL influenced summer conditions (abbreviated PBL INF). Further, at times the JFJ is influenced by Saharan dust events (SDE). These events were detected according to the method described by Coen et al. (2004), which shows that during SDE the Angström exponent of the single scattering albedo is negative. This method was also corroborated by size resolved ion chromatography, where, during dust events, ~6% of the total calcium concentration was found in the PM1 samples. Thus, a third type of air mass (abbreviated SDE) is distinguished here. The criterion used for SDE was when the Angström exponent was less than -0.1 for more than three hours. Conversely non-disturbed FT air masses were defined as the periods where the Angstrom exponent was positive, and furthermore 1 h around each SDE was removed from the data to avoid transition periods.

6.3.2. Measurements

Several different inlets were used during the experiments. In this study a heated total inlet (25°C) was used, which was designed to evaporate the condensed water from cloud hydro-meteors thus sampling the sum of all particles including both cloud droplet residual and interstitial particles. Calculations for this setup showed that cloud droplets smaller than 40 µm can be sampled at wind speeds up to 20 ms⁻¹ (Weingartner et al., 1999). An interstitial inlet was operated with a PM10 or PM2.5 cyclone and sampled only the interstitial submicron-sized aerosol, with hydro-meteors being precipitated in the cyclone. The difference in response downstream of the two different inlets provides insight into the fractionation of aerosol particles between the cloud phase and the interstitial phase.

Table 6-1 lists the dates for the campaigns as well as details of instruments used and setup of the HTDMA.
<table>
<thead>
<tr>
<th>Year</th>
<th>Season</th>
<th>Date</th>
<th>Number of scans* at constant RH</th>
<th>Number of humidograms</th>
<th>T setting HTDMA, inlet type</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>Winter</td>
<td>21.02 to 27.03.2000</td>
<td>1698 1855 1648</td>
<td>11 15 11</td>
<td>-10°C, interstitial, PM₁</td>
</tr>
<tr>
<td>2002</td>
<td>Summer</td>
<td>08.07 to 17.07.2002</td>
<td>528 746 517</td>
<td>4 43 4</td>
<td>0.5°C, interstitial, PM₁</td>
</tr>
<tr>
<td>2004</td>
<td>Winter</td>
<td>01.03 to 01.04.2004</td>
<td>499 1767 1295</td>
<td>4 4 4</td>
<td>-10°C (as well as shortly 20°C), interstitial, PM₂,₅</td>
</tr>
<tr>
<td>2005</td>
<td>Spring-like</td>
<td>13.02 to 16.03.2005</td>
<td>306 1533 162</td>
<td>6 6 6</td>
<td>25°C, total inlet</td>
</tr>
</tbody>
</table>

*each scan had a duration of 300 s.

### 6.3.3. AMS (Aerosol Mass Spectrometer)

An Aerodyne quadruple AMS (Jayne et al., 2000) was used to provide on-line, quantitative measurements of the total mass and size distributed non refractory chemical composition of the submicron ambient aerosol at a high temporal resolution. The instrument works by sampling air through an aerodynamic lens to form a particle beam in a vacuum and accelerating the focused beam of particles as a function of their momentum towards a tungsten heater (550°C) that flash vaporizes the particles. The volatilization stage is performed adjacent to an electron impact ionizer (about 70 eV) and the ions are analyzed by a quadruple mass spectrometer (QMA 410, Balzers, Liechtenstein) with unit mass-to-charge (m/z) resolution. In typical field operation, the AMS alternates between two modes: (i) in the mass-spectrum (MS) mode the averaged chemical composition of the non-refractory (NR) aerosol ensemble is determined by scanning the m/z spectrum with the quadruple mass
spectrometer, without size resolved information, (ii) using the aerosol time-of-flight (ToF) mode selected m/z representative of key chemical components can be resolved as a function of the vacuum aerodynamic diameter of the particles. More detailed descriptions of the AMS measurement principles and various calibrations (Canagaratna et al., 2007; Jayne et al., 2000), its modes of operation (Jimenez et al., 2003) and data processing and analysis (Allan et al., 2004; Allan et al., 2003) are available. The AMS supplies the concentrations of inorganic ions, i.e. sulfate, nitrate and ammonium. It has been reported that these ions account for 96% of the composition of inorganic ions at the JFJ (Cozic et al., 2007c; Henning et al., 2001). Furthermore the total concentration of the organic content is supplied, although no detailed speciation is possible. Mass loadings at the JFJ site are generally low. Therefore 3-h averages were calculated as a compromise between counting statistics and time resolution.

6.3.4. Black carbon concentration

During the first two campaigns 2000 and 2002 the black carbon (BC) concentration was measured with an AE 31 Aethalometer (at wavelength $\lambda = 880$ nm) (Weingartner et al., 2003). During the last two campaigns BC was measured with a multiple angle absorption photometer (MAAP, at wavelength $\lambda = 630$ nm) as well as with an AE 31 Aethalometer (at $\lambda = 880$ nm). A mass absorption efficiency of 7.6 m$^2$g$^{-1}$ for winter and 11.1 m$^2$g$^{-1}$ for summer was used for the MAAP data (Cozic et al., 2007c). BC concentrations from the aethalometer were determined accordingly, taking advantage of a high correlation between these two instruments during simultaneous measurements (Cozic et al., 2006). As no size resolved BC measurements were available it was assumed that the BC fraction in each size range was independent of size and thus equal to the BC fraction in PM1 (defined as the sum of the AMS and the BC data). The choice of the mass absorption efficiency for the BC concentration and the assumption of size independence are not critical due to the low sensitivity of the hygroscopicity closure to these values.

6.3.5. HTDMA (Hygroscopicity Tandem Differential Mobility Analyzer)

Briefly, the HTDMA functions as follows: a differential mobility analyzer (DMA1) selects a monodisperse aerosol size cut with mobility diameter, $D_0$, under dry conditions. The aerosol then passes through a humidifier with a controlled higher RH, and the mobility diameter $D$ is measured with a second DMA (DMA2). The two DMAs are similar to the TSI 3071 type. The relevant RH in DMA2 was determined by measurement of the system temperature and the DMA2 excess sheath air dew point using a dew point mirror (model 2002 Dewprime, EdgeTech). The accuracy of the RH measurement at higher RH is for example 85±1.1%, assuming no temperature gradients in the DMA2. The residence time of the sampled aerosol at the set RH was >20 s before size measurement (Sjogren et al., 2007). The HTDMAs were employed in slightly different ways during the different campaigns (see Table 6-1). In general the HTDMA measured at constant RH, set to 85%. On occasions the RH-dependence of the hygroscopic growth was investigated by both increasing and decreasing the RH in DMA2 between 10 and 85%. These are known as the dehydration and hydration modes of operation, respectively. This allows for detecting potential hysteresis effects in the hygroscopic growth behavior with distinct efflorescence and deliquescence transitions. The hydration mode, where the mono-modal dry particles were exposed to a monotonically increasing RH in the HTDMA prior to the size measurement in DMA2 (allowing measurements of DRH), was applied during all campaigns, and is also the mode of operation used during measurements at constant RH. The dehydration mode, where the dry particles are first exposed to RH>80% using a pre-humidifier before monotonically lowering the RH towards the RH in DMA2 (Gysel et al., 2004; Sjogren et al., 2007), was mainly applied during the 2004 winter campaign (allowing measurements of ERH).

The hygroscopic growth factor (GF) indicates the relative increase in mobility diameter of particles due to water absorption at a certain RH, and is defined as
\[ GF(RH) = \frac{D(RH)}{D_0}, \]

where \( D(RH) \) is the mobility diameter at a specific RH and \( D_0 \) is the particle mobility diameter measured under dry conditions (91% of the data were with DMA1 at RH<15%). However to increase available data we included periods where the RH in DMA1 was up to 35%, the water uptake being no more than 3% at 35% RH for the ambient aerosol). Mobility diameter growth factors obtained with an HTDMA are only equal to volume equivalent growth factors if the particles do not change their shape during water uptake. This assumption is justified as the hygroscopicity was characterized by a continuous growth curve for the majority of the time (see below), thus the particles can be considered liquid and consequently roughly spherical at all measured RH. During the first three campaigns both DMAs and the humidifier were inserted in a well-circulated water bath, ensuring constant temperature as indicated. The aerosol line was cooled and insulated from the outside of the building to the entry of the first DMA. This ensured that no artifacts during the sampling occurred (i.e. volatilization of semi-volatile material), as the measurements were performed close to ambient temperatures (Gysel et al., 2002; Weingartner et al., 2002b). During the campaign 2005 the first DMA was maintained at the laboratory temperature (25-33°C) and only DMA2 was kept at a constant temperature in a water bath (22.8°C) (Sjogren et al., 2007). This was done because of the functionality of the HTDMA used, and because it was deduced from the three first campaigns that temperature artifacts were negligible (i.e. compared to measurement uncertainties). The HTDMA data were averaged to 3h, in order to match the AMS time series. The performance of the instruments was verified with extensive testing with AS and NaCl before the campaigns. During 2004 and 2005 these salts were also measured at JFJ. The growth of AS and NaCl particles was compared with the theoretical prediction using the Aerosol Diameter-Dependent Equilibrium Model (ADDEM) (Topping et al., 2005a; Topping et al., 2005b), and corresponded to within less than 0.04 in GF at 85% RH.

**Inversion algorithm**

Atmospheric particles of a defined dry size typically exhibit a range of growth factors or even clearly separated growth modes, because of external mixing or variable relative fractions of different compounds in individual particles (hereinafter referred to as quasi-internally mixed). Growth factor probability distributions \( c(GF) = \frac{dC}{dGF} \) are retrieved from each measurement, and normalised such that \( C = \int c(GF) dGF = 1 \). The inversion method applied to the raw data (Gysel et al., in prep.) has similarities to the inversion algorithm described by Cubison et al. (2005). The distribution \( c(GF) \) is also inverted from the measurement distribution into contributions from fixed classes of narrow growth factor ranges, but instead of using a linear inversion, \( c(GF) \) is fitted to the actual measurements using a full TDMA transfer forward model. A bin resolution of \( \Delta GF = 0.15 \) was chosen for the inversion because of counting statistics. The AMS provides chemical composition data for the entire submicron aerosol particle ensemble in the air sample, whereas no information on the mixing state of individual particles is obtained. Inverted growth factor distributions \( c(GF) \) obtained with the HTDMA provide some information on the mixing state. The ensemble mean growth factor \( GF^* \) is defined as the 3rd-moment mean growth factor of \( c(GF) \). \( GF^* \) represents the growth factor that would be observed if the absorbed water were equally distributed among all particles, even in the case of several distinct growth modes. Thus \( GF^* \) is the quantity to be compared with growth factor predictions based on composition data obtained by the AMS (see below). Thus even if the measured GF is broad or even clearly bimodal \( GF^* \) would represent the hygroscopicity as predicted from the AMS data as long as the AMS can measure all the relevant chemical components in both modes. This is not the case if some of the material sampled is composed of a refractory component such as dust or sea salt that cannot be observed by the AMS.
The standard deviation $\sigma$ of the inverted growth factor distribution $c(GF)$ is used as a measure for the spread of growth factors. With a bin resolution of $\Delta GF=0.15$ as chosen here for the HTDMDA data inversion, the $\sigma$ that would be obtained for a perfectly internally mixed aerosol with a well defined growth factor (i.e. $\sigma=0$) is between 0.06 and 0.10 depending on the bin positions relative to the $GF^*$. The $\sigma$ obtained with pure ammonium sulfate at 85% RH is $<0.05$, when inverting the data with high resolution. Therefore any $\sigma<0.10$ indicates absence of distinct growth modes, i.e. a quasi-internal mixture with limited spread of growth factors, while any $\sigma>0.15$ shows that the aerosol is externally mixed or quasi-internally mixed with substantial spread of growth factors. We use the $\sigma$ not only to describe the spread of a single mode, but also in the sense of describing a broader distribution, or describing cases which are clearly bimodal. Two HTDMDA measurement examples (red) and corresponding inverted growth factor distributions (green) as well as the inverted growth distribution reprocessed through the HTDMDA forward model (blue) are shown in Fig. 6-1. Panel A shows an aerosol observed during undisturbed FT conditions with $GF^*=1.28$ and $\sigma=0.08$, indicating that it was internally mixed. Panel B shows an aerosol observed during an SDE with $\sigma=0.22$. This aerosol is obviously externally mixed with two distinct modes at $GF=1.070$ and $GF=1.488$, whereof the former can be attributed to mineral dust. The $GF^*$ is 1.227 and is not representative of the hygroscopic behavior of the aerosol but would be the value to compare with the predicted hygroscopicity from the ensemble chemical composition, which would need to take mineral dust into account. In this case the blue line does not exactly follow the measurement because of the limited resolution of the inversion. However, better results cannot be obtained even with increasing the resolution, because the measurement uncertainties are too big at such a low number of measured counts.

6.3.6. Correction of HTDMDA data to 85% RH

The measurements were generally done at 85% RH. To obtain a more complete time series data set, data between 80 and 90% RH were corrected to 85% RH using the following equation:

$$k(GF,a_w) = \frac{(GF^3 - 1)(1-a_w)}{a_w} \Leftrightarrow GF_{RH=85\%}(a_w,k) = \left(1 + k \cdot \frac{a_w}{1-a_w}\right)^{1/3} \tag{6-2}$$

where $k$ captures all solute properties. $a_w$ is the water activity. First the $k$-value was calculated from the measured $GF$ and $RH$ (left hand side of Eq. 6-2), and then the corresponding corrected $GF$ at 85% was calculated using this $k$ (right hand side of Eq. 6-2). Eq. (6-2) is equivalent to Eq. (4) in the paper by Gysel et al. (2004) with
\[ k = \frac{(M_w \rho_s i_s)}{(\rho_w M_s)} \], where \( M_w \) is the molar mass and \( \rho_w \) the density of water, and \( M_s \) the molar mass, \( \rho_s \) the density and \( i_s \) the van’t Hoff factor of the solute. Eq. (6-2) is also equivalent to Eq. (1) in the paper by Dick et al. (2000) with \( a = k \) and \( b = c = 0 \), where \( a \), \( b \), and \( c \) are their model parameters. More details about the theoretical background of the functionality of Eq. (6-2) are given in Kreidenweis et al. (2005). Using a constant \( k \)-value for RH corrections is equivalent to a constant van’t Hoff factor, which means constant deviation from ideal behavior. This assumption is justified for differences of \( \pm 5\% \) RH as chosen here.

### 6.3.7. ZSR relation

The hygroscopic growth factor of a mixture (\( GF_{\text{mixed}} \)) can be estimated from the growth factors of the individual components of the aerosol and their respective volume fractions, \( \varepsilon \), with the ZSR relation (Gysel et al., 2004; Stokes et al., 1966):

\[
GF_{\text{mixed}} = \left( \sum_k \varepsilon_k GF_k^3 \right)^{1/3},
\]

where the summation is performed over all compounds present in the particles. The model assumes that: the particles are spherical; ideal mixing behavior (i.e. no volume change upon mixing); and independent water uptake of the organic and inorganic components. The volume fractions \( \varepsilon \) for the components in the particles were calculated as

\[
\varepsilon_i = \frac{w_i / \rho_i}{\sum_k (w_k / \rho_k)},
\]

where \( w_i \) is the mass fraction and \( \rho_i \) the density of component \( i \).

The AMS measured size-resolved component mass during the last three campaigns: 2002, 2004 and 2005. We compared the fraction of particles in the range 88-196 nm vacuum aerodynamic diameter (\( d_{va} \)) from the AMS with the measured 100 nm mobility diameter (\( d_{mob} \)) from the HTDMA. The range was chosen so that the volume difference was equal on each side of 100 nm, (i.e. 49-122 nm in \( d_{mob} \)). The chosen width of the size range is a compromise between size resolution and signal statistics. The mobility diameter can be calculated from the aerodynamic diameter as follows (Zelenyuk et al., 2006), with the assumption that the particles are spherical (\( \chi_v = 1 \), dynamic shape factor in the free molecular regime):

\[
d_{mob} = \frac{\rho_0 \ d_{va}}{\rho_p \ \chi_v},
\]

Where \( \rho_0 \) is standard density (1000 kg m\(^{-3}\)) and \( \rho_p \) is the particle density. The particle density was calculated from the bulk composition averaged over the campaigns and was 1565 kg m\(^{-3}\). In general the hygroscopicity, predicted with ZSR relation, is more sensitive to substances with higher GF than the ones closer to 1.0 due to the cubic weighting. Thus it is more important to accurately predict the hygroscopicity of the pure inorganic salts, than the organic or the soot components. A second factor of importance is the fraction of the more hygroscopic substances. All individual growth factors and densities used were taken from literature (see Table 6-2).
Table 6-2. GF’s for pure substances and physical properties used (Bulk properties, Topping et al., 2005a).

<table>
<thead>
<tr>
<th>Substance</th>
<th>GF (at $a_w = 0.85$)</th>
<th>Density [kg m$^{-3}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(NH_4)_2SO_4$</td>
<td>1.56</td>
<td>1769</td>
</tr>
<tr>
<td>NH$_4$HSO$_4$</td>
<td>1.62</td>
<td>1780</td>
</tr>
<tr>
<td>NH$_4$NO$_3$</td>
<td>1.59</td>
<td>1720</td>
</tr>
<tr>
<td>H$_2$SO$_4$</td>
<td>1.88</td>
<td>1830</td>
</tr>
<tr>
<td>BC</td>
<td>1.0</td>
<td>2000</td>
</tr>
<tr>
<td>Organics</td>
<td>1.20$^a$</td>
<td>1400$^b$</td>
</tr>
</tbody>
</table>


$^b$The density of organics was chosen to represent oxidized organics in aged atmospheric aerosol (Alfarra et al., 2006; Dinar et al., 2006).

6.3.8. Neutralization of aerosol

If one considers the major ions present in the JFJ PM$_1$ aerosol, and the ones with concentrations available from the AMS and filters, namely SO$_4^{2-}$, NO$_3^-$, NH$_4^+$, the aerosol mixture was mostly neutralized (Cozic et al., 2007c). However, occasionally the measured ammonium concentration was insufficient to fully neutralize the sulfuric acid, indicating an acidic aerosol. Then it was assumed that an equilibrium with first NH$_4$HSO$_4$ and subsequently H$_2$SO$_4$ was formed. As expected during cases with incomplete neutralization the NO$_3^-$ values were low. Note that this choice of sulfate salts is crucial for a correct application of the ZSR mixing rule, i.e. choosing only a combination of H$_2$SO$_4$ and (NH$_4$)$_2$SO$_4$ to match the measured sulfate and ammonium concentrations would result in significant prediction errors (Gysel et al., 2006). Splitting the sulfate salts based on the measured ammonium may not be highly accurate, but it indicates at least whether the aerosol is neutralized or acidic. The mass fractions of the different components are shown in the time series in Fig. 6-4.

6.4. Results

6.4.1. Hygroscopicity at the JFJ

The RH-dependence of GF was measured by variation of the RH in the HTDMA between 10 and 85%. Figure 6-2 shows three typical humidograms examples showing the features observed at the JFJ. Generally a continuous growth without differences between hydration and dehydration operating mode was found, thus indicating absence of phase changes. This does not exclude existence of efflorescence at RH<10%, because our measurements were technically limited to RH>~10%. Such continuous growth is expected and has been reported for complex mixtures with an increasing number of organic components (Marcolli et al., 2004; Marcolli & Krieger, 2006). The aerosol at the JFJ seems to exist predominantly as dissolved liquid or amorphous particles. Furthermore, the growth curves can be well described with the single-parameter ($k$) semi-empirical model given in Eq. 6-2, as can be seen from the solid lines in Fig. 6-2. The growth curves were also fitted with an empirical power law fit GF=$(1-a_w)^\gamma$ (Swietlicki et al., 2000), dashed lines in Fig. 6-2, but for this model we found consistently larger $\chi^2$-residuals than with the former model. As can be seen from Fig. 6-2, 6-3 and 6-4 the magnitude of the hygroscopic growth at the JFJ varies substantially over time, but the RH-dependence at any time can be captured with a single parameter ($k$).
Fig. 6-2. Typical humidograms of particles with $D_0 = 100$ nm sized particles during July 2002 (the other campaigns gave similar results). The hygroscopicity at the JFJ varies with varying season and origin of air parcels, but the water uptake at a specific time can be well described as a function of RH with a single-parameter model (solid lines).

Fig. 6-3. Temporal evolution of GF distributions for GF all measured sizes (50, 100, 250 nm) at RH=85%, during year 2000. Panel a shows the $k$-values indicating the solubility of the aerosol. The red lines on panels b, c and d represent the ensemble mean growth factor $GF^*$.

Figure 6-3 shows the temporal evolution of GF distributions for a period of the campaign in 2000. Several SDE were observed, as indicated with the shaded areas in panel a. During undisturbed FT conditions, a size dependence of the growth factor can be seen, with larger growth for larger particles. This feature, which has previously been shown by Weingartner et al. (2002b), was also observed during the other campaigns and is attributed to a size dependent chemical composition. This is confirmed by larger $k$-values at larger dry diameters (top panel of Fig. 6-3), which are a measure of the hygroscopicity without the influence of the Kelvin effect. The ensemble $k$-values have been calculated from the ensemble mean growth factor $GF^*$ using Eq. 6-2, whereas the water activity corresponding to the measured RH has been calculated assuming surface tension of pure water. It is
hypothesized that smaller particles contain a larger fraction of organic compounds from secondary organic aerosol (SOA) formation. Such a dependence was confirmed by AMS measurements during summer 2002 (Alfarra, 2004). During major SDE two distinct growth modes can be seen for the 250 nm particles, while no clear change in hygroscopic behavior is seen for the 50 nm particles. This is also reflected in strongly decreasing $k$-values at $D_0=250$ nm, while little or no changes occur at $D_0=100$ and 50 nm. Thus mineral dust particles are only found at larger sizes. As during SDE larger sized particles are more externally mixed, the reduction of the $k$-value in these periods only reflects the influence of the increasing amount of particles, presumably mineral dust, with lower hygroscopicity, not the $k$-value of each mode.

In summer, a strong diurnal variation is typically found in most aerosol variables (Lugauer et al., 2000). During the 2002 campaign this diurnal variation was also present in the observed mass loadings, though to a slightly lesser extent (Alfarra, 2004). However, the mass fractions of different components did not vary to a large degree during this diurnal variation, resulting in a fairly constant hygroscopicity on a timescale of hours seen both in the HTDMA results and in the closure (Fig. 6-4). However, more data with days showing a strong diurnal variation are required for a conclusive description of this influence. As can be seen from the $GF^*$ values in Table 6-3, the summer campaign is characterized by lower hygroscopicity, due to a higher organic loading (68% in summer compared to 42% in winter). This is most probably due to higher emission rates of SOA precursors and higher photo-oxidation activity, which can also be transported upwards through valley venting.

Figure 6-4 shows the predicted growth and $GF^*$ for the campaigns 2002, 2004 and 2005 (no high time resolution composition data were available for 2000). A growth factor for organic compounds of 1.2 at $a_w=0.85$, corresponding to 1.182 for a 100 nm particle at 85% RH was used in this work, which is in agreement with smog chamber experiments of organic aerosols (Duplissy et al., 2007; Baltensperger et al., 2005). The sensitivity to this value was tested by comparing the model fit to the data over several values of $GF_{org}$ and 1.2 at $a_w = 0.85$ gave the best fit with a slope of 1, though the fit is relatively insensitive as the influence of $GF_{org}$ is relatively low compared to the influence of the inorganic fraction. The mass spectrum delivered by the AMS at the Jungfraujoch is characterized by a relatively low $m/z$ 57 signal indicating that little unprocessed primary organic material is present and that the majority of the organics are composed of oxidized organic mater (Alfarra et al., 2006; Zhang et al., 2007). During SDE there will be an increased fraction of mostly insoluble mineral dust material (Vlasenko et al., 2006) which is not detected in the AMS. This will lead to an increase in the predicted GF compared to the measured one. However, during 2004 some SDE were detected when both instruments were in operation, but the residuals from measured minus predicted hygroscopicity for these SDE were similar to FT conditions. Probably the mass fraction of mineral dust components were not sufficiently high in the sizes <250 nm to significantly influence the ensemble mean growth factor $GF^*$.

Recently, Gysel et al. (2006) have found significant discrepancies between measured and predicted GFs if substantial mass fractions of ammonium nitrate were present. They concluded that the most likely cause for the discrepancies was an evaporation artifact of ammonium nitrate in the HTDMA, which was operated at ~25 °C and with a residence time of ~60 s. No systematic prediction bias for data points with high ammonium nitrate mass fraction was found in the data set presented here. An important difference is that the HTDMA measurements of this study were mostly done at low temperatures (T=10 to 0.5°C) and the residence time was kept short (in the order of 20 s), thus minimizing potential evaporation artifacts.
Fig. 6-4. Time series of the $GF^*$ for $D_p=100$ nm particles at JFJ for each campaign measured (each lower panel), as well as the chemical composition (each top panel). The predicted $GF^*$ from composition data is shown as the blue line in the GF panels and the measured in red. During winter 2000 no high time resolution composition data were available.

6.4.2. Frequency distributions of $GF^*$ and $\sigma$

Panels A, D and G of Fig. 6-5 show the averages of the normalized measured GF distributions for each dry size studied and for each air mass category. The air mass types distinguished in this analysis are the SDE, the non-disturbed FT conditions as well as the cases influenced by injections from planetary boundary layer air (i.e., during summer, PBL
INF). These averaged growth distributions illustrate the mean number fraction of particles in a defined air mass type exhibiting a certain growth factor, unlike Fig. 6-1 which shows snapshot growth distributions for a specific time. Thus the averages do not necessarily indicate the mixing state of the aerosol as the temporal variability increases the spread. Most of the time at JFJ one expects to encounter non-disturbed FT conditions or PBL INF during summer. It has been shown in Coen et al. (2004) that SDE are present only 5% of the time (yearly average). For the FT conditions the 50 and 100 nm particles appear internally mixed, however with a small fraction of particles with a GF between 1.0-1.2, which is not easily resolved with the inversion considering the instrument limits and the low mass loading. For the 50-nm particles this shoulder at low GFs is less pronounced, but this is to some extent a consequence of the smaller hygroscopicity of the main mode, which is slightly overlapping with this shoulder. Kandler et al. (2007) also reported GF values for March 2000 at the JFJ (measured at 90% RH at ~20°C), which are in agreement with the GFs shown here. Kandler et al. (2007) indicated a bimodal distribution for all sizes, however they do not show the relative number fractions in each mode, which, if small for the lower GF mode, would be in agreement with our data. The PBL INF measurements show a more homogeneous GF distribution, but the hygroscopicity is also lower. SDE only occurred during the two winter campaigns, and for these cases the $D_0 = 250$ nm particles showed an increase of non-hygroscopic particles in a distinct mode with a GF of 1.0. The hygroscopic properties of the $D_0 = 50$ and 100 nm particles do not differ between SDE / FT. Panels B, E, and H of Fig. 6-5 show the frequency distribution of $GF^*$, from which the mean $GF^*$ presented in Table 6-3 has been calculated. The hygroscopicity for summer indicates a similar chemical composition for different sizes, while during winter the hygroscopicity increases with size.

Panels C, F and I of Fig. 6-5 show the frequency distribution of $\sigma$ averaged for each of the relevant periods. The $\sigma$ of individual scans can be used to distinguish between quasi-internally mixed aerosols with limited growth factor spread ($\sigma \leq 0.1$) and externally or quasi-internally mixed aerosols with substantial spread ($\sigma \geq 0.15$). The frequency distribution of $\sigma$ thus indicates the fraction of time of each period that a certain mixing state ($\sigma$) is encountered. The most frequent spread observed in summer is $\sigma \sim 0.125$ which is internally mixed, whereas larger spread is seen in winter FT conditions. This can be attributed to a larger separation of the main growth mode from the minor fraction of particles with growth factors <1.2. For the same reason the spread also increases with particle size in winter with $\sigma \sim 0.1$, 0.125 and 0.15 for 50, 100 and 250 nm particles, respectively. This indicates that even under FT conditions observed during winter the aerosol contains a fraction of particles which appear to remain less processed and thus less hygroscopic also at a remote location. The mineral dust during SDE mostly influences the larger particles with $D_0=250$ nm, as already exemplified in Figs. 6-3 and 6-5A. Here it has to be stressed that different scenarios can end up with a bimodal shape of the mean GF distribution as shown in Fig. 6-5A. Either the GF distribution is always bimodal with similar number fractions of particles in both modes, or only monomodal but the GF distribution are observed with the mode centered at GF~1.0 or GF~1.45 during 50% of the time each. Frequent occurrence of $\sigma\geq 0.2$ and $GF^*\leq 1.3-1.5$ for $D_0=250$ nm during SDE indicates that the former alternative with simultaneous presence of non-hygroscopic mineral dust and more hygroscopic background particles, both in comparable number fractions, dominates. No clear influence of SDE on $\sigma$ and $GF^*$ is seen at 50 and 100 nm confirming the finding from panels D and G.

The frequency distributions of the $GF^*$ and $\sigma$ can be used to simulate internally or quasi-internally mixed hygroscopic behavior of particles in different air masses encountered at the JFJ. Additionally to the frequency distributions it has to be known whether $GF^*$ and $\sigma$ are dependent on each other. We explored the relationship between the two distributions, but no dependence between $GF^*$ and $\sigma$ was found. This is different from results found by Aklilu and Mozurkewich (2004) in Lower Fraser Valley, British Colombia, who have reported a horseshoe-shaped relationship with maximum $\sigma$ values at intermediate GF.
Fig. 6-5. From top row to bottom, the dry sizes $D_0 = 250, 100, 50$ nm are presented. First column shows the GF distribution for SDE, FT and PBL INF conditions. Second column shows the frequency distribution of $GF$. Third column shows the frequency distribution of the spread of the scans, $\sigma$. 
Table 6-3. Summary of averages of GF and σ for the campaigns.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Season</td>
<td>Winter</td>
<td>Summer</td>
<td>Winter</td>
<td>Spring-like</td>
</tr>
<tr>
<td>Dry sizes [nm]</td>
<td>50 100 250</td>
<td>50 100 250</td>
<td>50 100 250</td>
<td>50 100 250</td>
</tr>
<tr>
<td>85% RH</td>
<td>1.33 1.40 1.41</td>
<td>1.26 1.29 1.35</td>
<td>1.34 1.40 1.47</td>
<td>1.30 1.35 1.42</td>
</tr>
<tr>
<td>-Std.dev.</td>
<td>0.091 0.104 0.133</td>
<td>0.090 0.076 0.081</td>
<td>0.122 0.112 0.114</td>
<td>0.081 0.076 0.076</td>
</tr>
<tr>
<td>N (3h averages)</td>
<td>1698 1855 851</td>
<td>528 746 517</td>
<td>499 1767 1295</td>
<td>306 1533 162</td>
</tr>
<tr>
<td>σ</td>
<td>0.13 0.15 0.19</td>
<td>0.08 0.10 0.12</td>
<td>0.11 0.13 0.15</td>
<td>0.17 0.16 0.16</td>
</tr>
<tr>
<td>-Std.dev. of σ</td>
<td>0.041 0.046 0.070</td>
<td>0.045 0.043 0.043</td>
<td>0.050 0.055 0.063</td>
<td>0.095 0.058 0.089</td>
</tr>
<tr>
<td>Median GF* at 85% RH</td>
<td>1.34 1.41 1.44</td>
<td>1.25 1.29 1.36</td>
<td>1.33 1.41 1.48</td>
<td>1.31 1.34 1.41</td>
</tr>
</tbody>
</table>
6.5. Conclusions

A statistical analysis of measurements from four field campaigns of about one month each at the high alpine site Jungfraujoch is presented. During the winter season when the station was in the undisturbed free troposphere, the average GF measured with an HTDMA was 1.40±0.11 at 85% RH for 100 nm particles. During the summer season, due to higher SOA formation, the GF was 1.29±0.08 at 85% RH. During mineral dust events GF distributions were partly bimodal for \( D_0 = 250 \) nm particles. The frequency distributions of the width of the retrieved growth factor (internally/externally mixed) distributions are presented, which can be used to compare with simulations of the hygroscopic behavior of the aerosol encountered at the JFJ. The hygroscopicity was also predicted using the ZSR mixing rule along with chemical composition data. The ZSR mixing model can qualitatively describe the variability of measured hygroscopicity of submicrometer particles. However, due to low loadings at the JFJ (apart from times when influenced by PBL), the spread in error of the predicted GF from the chemical composition as well as the error for the HTDMA measurement is on average +/- 0.1, which makes it difficult to verify the absolute hygroscopicity values. The most important factor for the modeling is the accuracy in GFs of the inorganics and their composition. It is also important to consider the separation of \( \text{SO}_4^{2-} \) into ammonium sulfate, ammonium bisulfate and sulfuric acid.
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7. Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>Adipic acid</td>
</tr>
<tr>
<td>AS</td>
<td>Ammonium sulfate</td>
</tr>
<tr>
<td>ATD</td>
<td>Arizona test dust</td>
</tr>
<tr>
<td>CA</td>
<td>Citric acid</td>
</tr>
<tr>
<td>CCN</td>
<td>Cloud condensation nuclei</td>
</tr>
<tr>
<td>$D$</td>
<td>Particle diameter</td>
</tr>
<tr>
<td>$D_0$</td>
<td>Dry particle diameter</td>
</tr>
<tr>
<td>$D_{\text{Mob}}$</td>
<td>Mobility diameter</td>
</tr>
<tr>
<td>DMA1 or 2</td>
<td>Differential mobility analyzer ($1^{\text{st}}$ or $2^{\text{nd}}$)</td>
</tr>
<tr>
<td>DRH</td>
<td>Deliquescence relative humidity</td>
</tr>
<tr>
<td>EC</td>
<td>Elemental carbon</td>
</tr>
<tr>
<td>EDB</td>
<td>Electrodynamic balance</td>
</tr>
<tr>
<td>ERH</td>
<td>Efflorescence relative humidity</td>
</tr>
<tr>
<td>FT</td>
<td>Free troposphere</td>
</tr>
<tr>
<td>RH</td>
<td>Relative humidity</td>
</tr>
<tr>
<td>GA</td>
<td>Glutaric acid</td>
</tr>
<tr>
<td>GF</td>
<td>Hygroscopic growth factor, $D/D_0$</td>
</tr>
<tr>
<td>GCM</td>
<td>Global climate model</td>
</tr>
<tr>
<td>HNO$_3$</td>
<td>Nitric acid, chemical formula</td>
</tr>
<tr>
<td>HTDMA</td>
<td>Hygroscopicity tandem differential mobility analyzer</td>
</tr>
<tr>
<td>IPCC</td>
<td>Intergovernmental Panel on Climate Change</td>
</tr>
<tr>
<td>JFJ</td>
<td>High-alpine research station Jungfraujoch</td>
</tr>
<tr>
<td>lpm</td>
<td>Liters per minute</td>
</tr>
<tr>
<td>$M(dry)$</td>
<td>Dry mass of the particle</td>
</tr>
<tr>
<td>NaHA</td>
<td>Humic acid</td>
</tr>
<tr>
<td>O$_3$</td>
<td>Ozone, chemical formula</td>
</tr>
<tr>
<td>OC</td>
<td>Organic carbon</td>
</tr>
<tr>
<td>RMSD intensity</td>
<td>Root mean square deviation from the intensity mean</td>
</tr>
<tr>
<td>$T_{\text{res}}$</td>
<td>Residence time</td>
</tr>
<tr>
<td>ZSR</td>
<td>Zdanovskii-Stokes-Robinson</td>
</tr>
<tr>
<td>$\mu$m</td>
<td>Micrometer</td>
</tr>
<tr>
<td>nm</td>
<td>Nanometer</td>
</tr>
</tbody>
</table>
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