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Abstract 

Digital story maps present geographic information embedded in a narrative structure 
and often supplemented by multimedia elements. The currently predominant extrinsic 
approach, however, impedes following the storyline since the reader’s attention is split 
between maps and additional illustrative content in the user interface. Incoherent 
representations between abstract map elements and realistic multimedia elements can 
be seen as another shortcoming. To close these gaps, an intrinsically oriented approach, 
which is inspired by historical and contemporary pictorial maps, is proposed in this 
dissertation: Figurative objects, which act as storytellers, are introduced into the map. 
By spatially anchoring the complementary entities within 3D maps in particular, the 
connection between the cartographic model and geographic reality will be 
strengthened. The overall goal of this work is to automatically turn static objects from 
prevalent 2D pictorial maps into animated objects for interactive 3D story maps. 

Artificial neural networks, primarily convolutional neural networks (CNNs), are applied in 
a sequence of discriminative and generative tasks to achieve the goal. For each task, 
data is prepared to train the networks in a supervised manner. Firstly, pictorial maps are 
identified from publicly available images on the internet by CNNs for classification since 
metadata of the images is not always present or reliable. Different strategies are 
investigated to input the images into the CNNs. Secondly, bounding boxes of objects 
on pictorial maps are detected using the example of sailing ships. Although map 
descriptions may include the occurrences of objects, their positions and sizes are usually 
unknown. To determine these two measures, CNNs for object detection are examined 
while modifying their hyperparameters. Thirdly, silhouettes of pictorial objects are 
recognised, exemplified by human figures. As the manual preparation of training data 
would be too labour-intensive, combinations of figurative and realistic entities are 
evaluated. Following, body parts and pose points are extracted from the silhouettes of 
the figures, which is a prerequisite for skeletal animations and the insertion of speech 
bubbles at head positions. CNNs with varying numbers of skip connections are 
compared for this task. Lastly, 3D figures are derived from their 2D counterparts based 
on the outputs of the previous step by a series of networks. This significantly facilitates 
and accelerates the 3D modelling process. The figures are represented by implicit 
surfaces, which are advantageous for curved surfaces, and rendered in real time by a ray 
tracing algorithm. Quantitative metrics, such as accuracy and rendering speed, and 
qualitative results are reported for each task. 

The inferred 3D pictorial objects may guide readers through the map while providing 
background information and offering interaction possibilities like quizzes. This is 
especially suitable for atlases, touristic or educative applications, even in augmented 
and virtual reality. Animated interactive objects are intended to engage map readers 
through an immersive storytelling approach, increase their map literacy and frequency 
of use, and create long-lasting memories. 
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Zusammenfassung 

Digitale Story Maps zeigen geografische Informationen, die in eine narrative Struktur 
eingebettet und meist mit multimedialen Elementen ergänzt sind. Der derzeit 
vorherrschende extrinsische Ansatz erschwert jedoch dem Handlungsverlauf zu folgen, 
da die Aufmerksamkeit des Lesenden zwischen Karten und illustrativen Zusatzinhalten 
in der Benutzeroberfläche geteilt ist. Ein weiterer Nachteil ist die inkohärente 
Darstellung zwischen abstrakten Kartenelementen und realistischen multimedialen 
Elementen. Um diese Lücken zu schliessen, wird in der vorliegenden Dissertation ein 
intrinsisch motivierter Ansatz vorgeschlagen, der von historischen und gegenwärtigen 
Bildkarten inspiriert ist: Figürliche Objekte, die eine Erzählfunktion ausüben, sollen der 
Karte hinzugefügt werden. Durch die räumliche Einbettung der zusätzlichen Entitäten in 
insbesondere 3D Karten wird die Verbindung zwischen kartografischem Modell und 
geografischer Realität gestärkt. Das Gesamtziel der Arbeit ist es, statische Objekte aus 
gängigen 2D Bildkarten automatisch in animierte Objekte für interaktive 3D Story Maps 
umzuwandeln. 

Künstliche neuronale Netzwerke, vorwiegend Convolutional Neural Networks (CNNs), 
werden in einer Reihe von diskriminativen und generativen Aufgaben angewendet, um 
das Ziel zu erreichen. Für jede Aufgabe werden Daten aufbereitet, um die Netzwerke 
überwacht zu trainieren. Zuerst werden Bildkarten aus öffentlich zugänglichen Bildern 
im Internet durch klassifizierende CNNs identifiziert, da Metadaten der Bilder nicht 
immer vorhanden oder verlässlich sind. Hierbei werden verschiedene Vorgehensweisen 
verglichen, um die Bilder den CNNs zuzuführen. Als Zweites werden umschliessende 
Rechtecke von Objekten auf Bildkarten am Beispiel von Segelschiffen detektiert. 
Obwohl Objekte in Kartenbeschreibungen aufgeführt sein können, sind deren 
Positionen und Abmessungen oft nicht bekannt. Um diese beiden Angaben zu erhalten, 
werden CNNs zur Objekterkennung untersucht, wobei deren Hyperparameter 
modifiziert werden. Als Drittes werden Umrisse von bildhaften Objekten, beispielsweise 
menschlichen Figuren, erkannt. Da die manuelle Aufbereitung der Trainingsdaten zu 
arbeitsaufwändig wäre, werden Kombinationen von figürlichen und realistischen 
Entitäten ausgewertet. Anschliessend werden Körperteile und Haltungspunkte von den 
Umrissen der Figuren extrahiert, was eine Voraussetzung für Skelettanimationen und 
das Einfügen von Sprechblasen an Kopfpositionen bildet. Bei dieser Aufgabe werden 
CNNs mit einer unterschiedlichen Anzahl von Brückenverbindungen untersucht. Zuletzt 
werden basierend auf den Ergebnissen des vorherigen Schritts 3D-Figuren von ihren 
2D-Pendants mithilfe einer Reihe von Netzwerken abgeleitet. Dies vereinfacht und 
beschleunigt den 3D-Modellierungsprozess signifikant. Die Figuren werden durch 
implizite Flächen repräsentiert, welche für gekrümmte Flächen vorteilhaft sind, und mit 
einem Raytracing-Algorithmus in Echtzeit gerendert. Quantitative Metriken, zum 
Beispiel Genauigkeit und Rendering-Geschwindigkeit, und qualitative Ergebnisse 
werden bei jeder Aufgabe angeführt. 

Die erzeugten bildlichen 3D-Objekte können Lesende durch die Karte führen, während 
sie Hintergrundinformationen liefern und Interaktionsmöglichkeiten wie Ratespiele 
anbieten. Dies ist speziell für Atlanten, touristische oder pädagogische Anwendungen 
geeignet, sogar in Augmented oder Virtual Reality. Die animierten interaktiven Objekte 
sollen Lesende durch immersives Storytelling ermuntern, deren Kartenkompetenzen 
und Nutzungshäufigkeit steigern sowie langanhaltende Erinnerungen schaffen.
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1. Introduction 

1.1. Motivation 

Storytelling is a popular concept applied in various domains including cartography. In 
recent years, so-called ‘story maps’, which are maps enriched with multimedia elements 
like texts, photos, or videos, have gained popularity (Cartwright & Field, 2015). Study 
projects have shown that story maps are well-suited for educational purposes, for 
instance, to teach spatiotemporal phenomena (Marta & Osso, 2015). Generally, it is 
aimed to make maps easier accessible and comprehensible for a broader audience 
through storytelling (ESRI, 2012). Inspired by historic pictorial maps, where sea 
monsters, ships, or other figures give an impression of the real or imagined world (Child, 
1956), this dissertation will focus on transforming illustrative objects into storytellers in 
digital maps. These visualisations may gain the empathy of the map reader because they 
are entertaining, and in turn, engaging (Borkin et al., 2013). Next to conveying personal 
stories, background information, or peculiarities of a thematic map, also interactive map 
functions or quizzes may be offered while complementing the figurative objects with 
speech bubbles or other overlays. When being animated additionally, pictorial objects 
may guide the map reader to interesting places and special events on the map, or serve 
as avatars for other users. 

Stories with illustrative objects can be told on 2D and 3D maps. Although producing 3D 
maps is technically more demanding, it enables the development of cartographic 
applications using virtual globes (Sieber et al., 2016), virtual reality (Lütjens et al., 2019), 
or augmented reality (Schnürer et al., 2020). While objects in current 3D maps are mainly 
tessellated and processed within the rasterisation pipeline, this dissertation will examine 
in particular ray tracing algorithms for real-time rendering. Being favoured by recent 
advancements in performing parallel operations on graphics processing units (GPUs), 
ray tracing can simulate complex effects in the scene via sending rays starting from the 
camera or light sources. Ray tracing also facilitates the rendering of 3D objects as implicit 
surfaces (Hart, 1996), which are described by mathematical functions in Euclidean space 
satisfying the equation f(x, y, z) = 0. Implicit surfaces support exact representations of 
geometric primitives (e.g. spheres), constructive solid geometry operations (e.g. 
difference), and deformations (e.g. morphing). For instance, a penguin (Abgottspon, 
2011), a rabbit (Tomczak, 2012) and a dinosaur (Quilez, 2015) were modelled as implicit 
surfaces and rendered in real-time, which is a prerequisite for further animations and 
interactions with these objects. 

As the manual construction of pictorial 3D objects for maps is cumbersome, this 
dissertation will investigate machine learning methods to automate this task as well as 
the analysis of decorative objects on existing maps. Machine learning, also known as 
artificial intelligence, exists for several decades (Rosenblatt, 1958) to solve mainly 
optimisation problems by approximating functions. Artificial neural networks (ANNs) are 
one of the computational models of machine learning, which mimic neuronal 
connections and activations in the human brain (Dayhoff, 1990, as cited in Merwin et al., 
2009). With the help of ANNs, for example, values can be interpolated for areas, where 
source and target zones are different (Merwin et al., 2009). In previous years, transferring 
operations from central processing units (CPUs) to GPUs reduced largely training times 
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of ANNs, such as convolutional neural networks (CNNs) (Scherer et al., 2010). Further 
adaptations of the network architectures led to significant improvements in accuracy, for 
instance for labelling images (Krizhevsky et al., 2012), recognizing objects (Girshick, 
2015), or generating 3D models (Saito et al., 2019). During the time of writing this 
dissertation, these new techniques in machine learning, which are referred to as deep 
learning due to the large network sizes, have been also applied to solve cartographic 
problems. 

1.2. Problem statement and research questions 

Maps are increasingly available in digital form and published via the internet. An 
automated categorisation of the map content would be beneficial for indexing maps in 
search engines or archiving them in libraries to not rely only on enclosed captions, which 
may be erroneous or missing. Similar tasks have been tackled in other domains than 
cartography, for example, remote sensing (Zhu et al., 2017), where deep learning 
methods are used with promising accuracy rates. In this dissertation, it is aimed to 
identify maps, in particular illustrative maps, in image collections by ANNs. A 
precondition before training the networks will be to clarify semantical issues by 
formulating map definitions. 

RQ1a: How accurately can pictorial maps be distinguished from other maps and images 
using artificial neural networks? 

 

Many digital maps are scans of printed maps or created in raster graphics editors. These 
maps are often annotated with metadata (e.g. title, author, creation date), but 
information about their content is largely missing due to the effort in listing all map 
elements. Automating this task would help to offer additional filter options for the 
advanced search of digital map libraries or social media websites. Since bounding boxes 
(Girshick, 2015) and silhouettes (He et al., 2017) of various real-world objects could be 
detected in photos by CNNs, it is examined in this dissertation how to transfer and adapt 
these networks to identify illustrative objects in maps. Additionally, it is intended to 
segment parts and locate key points of objects for skeletal animation on the original map 
or on other maps. 

RQ1b: How accurately can pictorial objects including parts and key points be detected 
on maps using artificial neural networks? 

 

In this dissertation, it is planned to automatically create similarly looking 3D models 
based on the given 2D templates. This task is also known as single-view 3D 
reconstruction (Saito et al., 2019) and has been facilitated by ANNs. Since multiple 
versions are possible due to occlusions, only the plausibility of poses and shapes as well 
as the visual quality of textures of the resulting figures can be assessed. The constructed 
models can be inserted into 3D maps suited for children, tourists, museum visitors, or 
atlas users. Surprisingly, illustrative objects are sparsely used in 3D maps for this target 
audience. One reason for the absence might be explained by the technical challenges, 
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such as handling massive datasets (Cozzi & Ring, 2011), which keep map editors from 
spending thoughts on illustrative elements and their interaction with the map reader.  

RQ2: How effectively can the detected pictorial objects be converted into 3D models, 
suited for skeletal animation, using artificial neural networks? 

 

3D models usually consist of vertices, edges, and faces, having colours or textures 
assigned, and are rendered in real-time with the graphics rendering pipeline. However, 
3D representations by implicit surfaces, which can be rendered with ray tracing 
algorithms, are rather unexplored, especially in cartography (Schnürer et al., 2017). 
Implicit surfaces are based on mathematical functions, which first need to be solved to 
determine the location of the objects (Fryazinov & Pasko, 2008; Singh & Narayanan, 
2010). Visual noise may appear as the steps to trace object surfaces have to stop at some 
time if the algorithm is to be executed in real-time. In this dissertation, the performance 
of one of the ray tracing algorithms will be assessed to render animatable 3D objects. 

RQ3: How efficiently can the derived pictorial 3D models be rendered by ray tracing 
implicit surfaces while enabling interactive cartographic storytelling? 

1.3. Methodology and technologies 

An in-depth literature survey is conducted to gain insights into storytelling, 3D real-time 
rendering, and machine learning. Starting from an initial set of research articles, related 
articles are identified in Google Scholar1 and Scopus2 by a forward and backward 
reference search. Additionally, a custom search engine based on ElasticSearch3 is 
implemented to find literature specifically in cartographic journals. It is to be noted that 
the boundary between cartography and GIS/geovisualisation is quite vague: 
Cartography tends towards presentation and orientation, whereas GIS/geovisualisation 
rather targets analysis and exploration. 

For supervised learning with ANNs, it is essential to gather large amounts of training 
data. Unlike general computer vision, where real-world photos have been annotated in 
large-scale datasets, datasets involving maps to solve cartographic problems have been 
non-existing yet. Therefore, data is crawled from web collections, synthetically 
generated, or adapted from real-world datasets. The data is fed into ANNs specialised 
in the following tasks: classification, object detection, instance segmentation, semantic 
segmentation, key point detection, single-view 3D reconstruction, and texture 
inpainting. ANNs based on existing architectures are trained via transfer learning, when 
pre-trained models on real-world images are available, whereas others are trained from 
scratch. Existing ANN architectures are customised or own architectures are developed 
by assembling common building blocks. The results are evaluated quantitatively using 

                                                           
1 https://scholar.google.com/  
2 https://www.scopus.com/  
3 https://www.elastic.co/elasticsearch/  

https://scholar.google.com/
https://www.scopus.com/
https://www.elastic.co/elasticsearch/
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existing metrics and qualitatively by assessing success and failure cases. ANNs are 
implemented in Python by mainly the TensorFlow4 framework. 

The generated 3D models are represented implicitly by signed distance functions 
(SDFs), which indicate whether a point lies inside, on, or outside a surface. Intersections 
of rays with objects can then be determined by sphere tracing (Hart, 1996). Textures are 
mapped to the surfaces using UV coordinates. The ray tracing algorithm is implemented 
with Numba5 in Python. 

1.4. Relevance to science and society 

Machine learning, especially deep learning in computer vision, has been one of the most 
rapidly evolving research fields in the previous years. This dissertation supports these 
advances by applying network architectures to essential cartographic tasks, such as map 
identification, object detection, or 3D construction. These tasks are hard to automate by 
conventional algorithms and time-consuming when being performed manually. 
Machine learning systems, however, establish models by optimisation. To train and 
validate the models, datasets are created in the scope of this dissertation, which may be 
reused by other scientists. As theoretical foundations, the definition of a map is revisited 
and the concept of the cartoverse (= the cartographic metaverse) is introduced. 

Although pictorial objects are mainly focused in the given work, experiments and 
findings may be transferrable to other map elements (e.g. buildings). So far, mainly static 
pictorial objects have been depicted on maps, but the addition of animated interactive 
objects is rather unexplored. Especially in 3D maps, these supplemental objects may 
unfold their potential by enlivening landscape and urban scenes. Heretofore research in 
3D cartography has been specialised in visualisation techniques for different map topics 
(e.g. Schnürer et al., 2015), though means of presentation and user experience were 
mostly neglected. Therefore, this dissertation proposes to endow objects with 
storytelling capabilities to make the content of maps more graspable, coherent and 
distinguishable for the audience, particularly in educational settings. 

1.5. Structure 

This introductory Chapter 1 has stated the motivation, research gaps, methodology, and 
relevance of this dissertation. Chapter 2 provides an overview of core definitions and 
methodologies for storytelling, 3D real-time rendering, and machine learning. 
Applications and relations of these three topics to cartography are outlined additionally. 
Chapters 3 to 5 comprise the three research articles for this cumulative thesis. The first 
two articles are about detecting pictorial objects in historic and contemporary maps. In 
the third article, animatable 3D models are inferred from the extracted pictorial figures. 
Chapter 6 summarises and appraises the results of these articles. Chapter 7 anticipates 
and discusses future work. 

                                                           
4 https://www.tensorflow.org/  
5 https://numba.pydata.org/  

https://www.tensorflow.org/
https://numba.pydata.org/
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2. Background 

2.1. Storytelling 

Storytelling is “[t]he action or activity of telling stories” (OED Online, 2022b). The term 
‘story’ has different meanings (OED Online, 2022b): On the one hand, stories can be 
based on real events or incidents in the past or present. On the other hand, stories can 
be fictitious (e.g. myths, legends) and sometimes negatively connoted (e.g. assertions, 
lies). Stories usually have a subject (e.g. persons, countries, institutions) and can be 
conveyed by objects (e.g. images). Stories can be told personally, and are ideally 
interesting or entertaining for the receiver. Most stories are rather short but can be the 
foundation for larger works (e.g. novel, play, film) or other entities (e.g. newspapers, 
businesses). 

The plan or scheme of stories is called the plot or storyline, which is an ordered sequence 
of main events or principal stages (OED Online, 2022b). According to Freytag’s model 
of dramatic action, a plot typically consists of five parts: exposition, build-up, climax, 
peripeteia, and catastrophe (Balme, 2005). Narratives unfold in one or more parts, and 
connect the events (OED Online, 2022b). An orientation aid to construct scenes and 
narratives for the plot is to answer the 5 W’s questions: Who? (e.g. protagonists, 
supportive characters), What? (e.g. dialogues, actions), When? (i.e. time spans), Where? 
(e.g. places, routes), Why? (e.g. motivation of people, natural laws). 

 
 Text Map 

Dimensionality 1D (= linear structure) 2D, 3D 
Animability only static possibly dynamic 

Thematic aspects in local passages in layers 
Spatial relations need to be explicitly mentioned implicitly contained 
Spatial context can be contradictory or missing given by topology 

Scale flexible fixed 
Completeness open-world assumption closed-world assumption 

Representations words graphic symbols 
Perception usually linearly along the reading 

direction 
recognised at a glance and in arbitrary 

order 
Spatial search tediously word by word or by a 

register 
easily by a spatial index or by a grid-based 

gazetteer 
Appraisal rather subjective and emotional rather objective and factual 

Atmosphere conveyed by descriptions conveyed by design 
Generalisation individual summaries or 

automatable by natural language 
processing 

custom aggregations/simplifications or 
automatable by algorithms following 

standardised rules 

Table 2.1: Differences between texts and maps (adapted from Mocnik & Fairbairn, 2018) 
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Figure 2.1: Different pictorial objects and textual passages are depicted on ‘The story map of 
Spain’ (Diego, 1935). 

Traditional stories are transmitted in oral, written, and audio-visual forms (Caquard & 
Cartwright, 2014). In recent years, storytelling concepts and techniques have been also 
adapted in data visualisation disciplines such as cartography. This is not a 
straightforward endeavour because stories, transcribed as text, and maps have different 
properties (Table 2.1). As a visual coalescence, for instance, shorter textual passages can 
be placed on a map (Figure 2.1). Besides text, also illustrations can be added to maps to 
convey certain narratives. These kinds of maps are known as pictorial maps. Stories then 
unfold within the map (i.e. intrinsically) by included map objects, in contrast to stories 
emerging from outside the map (i.e. extrinsically) by enclosed texts and visual elements 
(Bonassi & Sieber, 2017). 

2.1.1. Pictorial maps 

The origins of pictorial maps lie in European maps from the Middle Ages, the Age of 
Exploration, and the Age of Enlightenment, where pictorial objects, such as ships and 
imaginary monsters, are embedded into the map. In other cases, large pictorial figures 
are merged with topographic elements; for instance, a lion frames Belgium and the 
Netherlands in the map ‘Leo Belgicus’ produced by Aitzinger in 1583. Pictorial maps are 
often surrounded by decorative borders, for example, different coats of arms and cities 
enclose a later version, ca. 1611, of the map ‘Leo Belgicus’ by Visscher. Next to terrestrial, 
also celestial pictorial maps were produced with heavenly figures and symbolic features. 
(Kanas, 2019) 

Another peak of pictorial maps was in the middle of the 20th century, when maps were 
included in newspapers and magazines, and when popular culture was closely related 
to technologies such as cars and aeroplanes (Cosgrove, 2005). For instance, a scenic 
route is illustrated by photos, sketches and texts in Owens’s 1929 map ‘Have you seen 
the Pinnacles National Monument?’. Another example of this period is an atlas map, 
created by White in 1935, which shows cartoonish humans, such as the Pilgrim Fathers 
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or cowboys, in the US (Griffin, 2017). Pictorial and cartoon maps are especially appealing 
to students of elementary schools as these maps simultaneously amuse and teach (Price, 
1937). A literary genre, which gained popularity among teenagers and adults in the 20th 
century, concerns fantasy novels. Some of these imaginary settings, such as Howard’s 
‘Hyborian Age’, are illustrated with maps including pictorial embellishments (Ekman, 
2013). Pictorial objects are not only drawn in two dimensions but also shown 
perspectively, such as the axonometric buildings in Bollmann’s ‘New York City Picture 
Map’ (Cosgrove, 2005). 

Tourists and children are also the main user groups of modern pictorial maps. For 
example, the 2014 map ‘Beer City Ale Trail’ by the Grand Rapids Convention and Visitor 
Bureau represents numerous breweries by pictorial beer bottles and glasses to create 
“an inviting, warm, […] slightly juvenile, cutesy feel” (Feeney, 2017, p. 19). Interactions 
and animations can be introduced into digital pictorial maps, such as those published 
by InsideAsia Tours (K. Clarke, 2016). Scenes and objects can be depicted also three-
dimensionally, for instance by applying a toon shader to simplified sights and mountains 
(Naz, 2005). Oblique views of pictorial maps are likewise suited to familiarise children at 
early ages with wayfinding (Sigurjónsson et al., 2020). 

Pictorial maps may hold certain narratives as exemplified in section 2.1.3. Further 
information about the history of pictorial maps is given in section 3.1. 

2.1.2. Multimedia cartography  

“Multimedia uses different media to convey information as text, audio, graphics, 
animation, and video, all done interactively” (p. 1). In contrast to printed cartographic 
products, multimedia cartography enables interactions such as changing the scale, 
querying the underlying data, and following links to external media (Cartwright & 
Peterson, 2007). Next to desktop computers, the term ‘multimedia cartography’ is 
nowadays also associated with maps on mobile devices for augmented and virtual reality 
(Medyńska-Gulij et al., 2021). 

Media are called hypermedia when being connected via the World Wide Web 
(Cartwright & Peterson, 2007). An advantage of linking media in cartography is that 
information in digital atlases, for example, can be kept up-to-date and external services 
can be provided (Richard, 2000). In addition to the editorial staff, who provides content 
to websites or web applications, also users may contribute media via the Web, which is 
also referred to as ‘Web 2.0’. Participatory processes in urban and regional planning 
(e.g. land management), where users can share their ideas, opinions, and emotions 
(Rocca, 2013), are a cartographic example of the Web 2.0 phenomenon.  

Multimedia cartography can thus be seen as a predecessor of story maps lacking 
narrative aspects. 
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2.1.3. Narrative cartography  

On the one hand, narratives and maps are interconnected because maps are means of 
communication. Narratives can be regarded as an additional dynamic layer on top of the 
static topographic layer, whereas the main narrative can be split into a series of smaller 
narratives (Vannieuwenhuyze, 2020). For example, the narratives conveyed by different 
elements in a world map by Blaeu in 1648 (Figure 2.2) can be interpreted as “pro-Dutch 
[…], Euro-superior, male-dominated, in favour of Copernicanism, and optimistic about 
the progress of knowledge since classical times” (Netten, 2020, p. 1). Next to being 
provided with contextual information, the interpretation of maps and included narratives 
depends on various factors like symbol literacy, domain knowledge, or the cultural 
background of the reader, which may result in different conclusions. 

On the other hand, narratives and maps are interlinked because stories are set in certain 
places (Caquard, 2011). In that sense, narrative cartography depicts “spatiotemporal 
structures of stories and their relationships to places” (Caquard & Cartwright, 2014, p. 
101) on maps. Stories may originate from fiction, such as literature and films, or reality, 
possibly perceived from a personal perspective. Examples of mapping fiction are given 
by tracing and visualizing implicit and explicit connections of places in Storm’s novella 
‘Der Schimmelreiter’ (Reuschel & Hurni, 2011) or in the movie ‘Ararat’ (Caquard & Fiset, 
2014). An example of mapping a subjective reality is given by showing the travel route 
of a soldier during the First World War, which is illustrated by photos, videos, diary 
entries, and military forms (Cartwright & Field, 2015). 

 

Figure 2.2: Various narratives are communicated implicitly by the map ‘Nova Totius Terrarum 
Orbis Tabula’ (Blaeu, 1648). 
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In the following, conceptual aspects of narrative cartography, which is also known as 
‘cartographic storytelling’ or ‘geographic storytelling’, are presented. Design aspects 
and technical details of the resulting maps, so-called ‘story maps’, are described in the 
following section. 

Concepts of narrative cartography may be transferred from theatre. The extent of the 
landscape can be seen as the stage and elements on the landscape as actors, while the 
script prescribes the processes of elements within the landscape. In a broader sense, the 
4D geographical space can represent the stage, map editors can be directors, and users 
can act as players, who either follow the script of the directors (e.g. playing animations) 
or improvise (e.g. explore the application interactively). (Cartwright, 2009) 

Another inspiration to narrative cartography is cinema – not only since maps in films are 
often technically highly advanced. A theoretic framework to be adapted in cinema and 
cartography is the model of eloquence, which defines certain form factors ranging on a 
continuum between simplicity and complexity. For example, a base map with a minimal 
number of symbolised elements may be recognised as simple, while a base map with a 
shaded relief may be perceived as complex. Overall, narratives act as a glue between 
descriptive and persuasive features in films and maps. (Muehlenhaus, 2014) 

A concept of narrative cartography originating from literature is ‘story focus’, where 
“[e]verything that is irrelevant […] remains unrepresented” (p. 50). The relevance of 
features and events may change by following the storyline, for instance, when characters 
move in space and time. Cartographic means to vary the focus are “layers of content, 
levels of detail, scale, precision and uncertainty, emotion and mood” (p. 51). For 
example, only certain map parts may be revealed, some parts may be enlarged, or the 
struggles of protagonists may be represented (Mocnik & Fairbairn, 2018). When 
centring the story and emotions, even non-Euclidean maps may be created (Olmedo & 
Caquard, 2022). 

Branching stories is a technique from computer games (e.g. role-playing games). 
Compared to linear stories, which are presented in sequential order (e.g. by time), non-
linear stories depend on the decisions of the user, for example, multiple-choice 
questions or the order of navigating to certain places on the map. Non-linear structures 
may lead to different endings of a story and users are tempted to explore alternative 
options. To keep an overview, the flow of storylines can be sketched on a storyboard 
and divided into single scenes, which inform about the characters, theme, setting (i.e. 
time and place), and point of view (i.e. of the narrator). (Thöny et al., 2018) 

Other inspirations from computer games for cartographic storytelling are interactive 
simulations to foster strategic thinking, puzzles to challenge the user, or experience 
systems to provide incentives to return (Cartwright, 2004). Since many computer games 
are rendered in 3D, visualisation techniques (e.g. meteorological effects, streamlines) 
and graphic techniques (e.g. reflection, glow) can create certain atmospheres and 
effects, especially for stories depicted on 3D maps. Interactive navigation and depth 
perception may lead to an immersive experience for the user in 3D story maps, being 
even more reinforced in virtual reality (Thöny et al., 2018). 
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2.1.4. Story maps 

In the 1930s, a series of pictorial maps entitled ‘(The) story map of …’ (Figure 2.1) was 
created by several authors (Chase et al., 1935). The maps were published by the 
company ‘Colortext’ (Clinton, 2022) and mostly featured a country in Europe, North 
America or Central America. Local customs, food and drinks, animals, and famous 
personalities were portrayed next to topographic features such as cities, which were 
represented by iconic buildings. Most of the pictorial objects were labelled, and also 
historic events and episodes were mentioned on some of these story maps. Similar maps 
have been produced in the follow-up years and also nowadays pictorial maps with 
textual descriptions can be found. The map series ‘The Appendix Guide to …’ (Cannon, 
2013), for instance, illustrates travel routes of pioneering expeditions. Other maps with 
textual passages originate from literary works (Lewis-Jones, 2018), such as Melville’s 
‘Moby-Dick’, and from art installations, for example, Picton’s ‘London 1940 panels’ 
(Streifeneder & Piatti, 2021). 

With the rise of multimedia cartography, interactive map applications have been 
created. An early example is the Atlas of Indigenous Perspectives (Caquard et al., 2009), 
where stories have been introduced in the form of treaties, travel reports, spiritual 
theories, or interviews. In the 2010s, story maps have been adapted and coined by the 
geospatial software company ‘ESRI’. The company provides several user interface (UI) 
templates (e.g. photo gallery, journal, cascade) with different layouts (e.g. tabs, 
accordion) and tools (e.g. swipe, spyglass). ESRI (2012) also formulates principles on 
how to create effective story maps, such as having a defined target audience, an ice-
breaking beginning or title, and a well-balanced map with a simple story. Beyond, the 
company offers an easy-to-use authoring tool and grants hosting space so that a 
multitude of story maps have been created. A series of ESRI story maps have been 
published by Varvara Antoniou, for instance about the Greek peninsula Methana (V. 
Antoniou et al., 2018). Other tools to create interactive story maps are Google Tour 
Builder, Tripline, Mapstory, Atlascine, or Neatline (Caquard & Dimitrovas, 2017). 

Cartographic stories can be told with 2D and 3D maps (e.g. V. Antoniou et al., 2018). A 
special 3D map is the space-time cube, where the time axis is orthogonal to a 2D map 
or the surface of a 3D map. The space-time cube can be annotated with images (Eccles 
et al., 2008; Kraak & Kveladze, 2017) or comic-like scenes (A. B. Moore et al., 2018) for 
storytelling. 3D maps are suited for virtual reality applications, possibly in combination 
with gamification techniques, for example, to present a former industrial site (Edler et 
al., 2019) or a historic castle (Matthys et al., 2021). Virtual 3D objects, which are relevant 
to the story, can enrich the real world in augmented reality applications, for instance for 
cultural heritage (Koutsabasis et al., 2022). On mobile devices, other visual information 
(Lu & Arikawa, 2013) or sounds (Indans et al., 2019) related to the story can be revealed 
once a user reaches a certain location in the real world.  

As a general classification for story maps, it can be distinguished between extrinsic and 
intrinsic storytelling (Bonassi & Sieber, 2017; Denil, 2017). In extrinsic storytelling, maps 
illustrate and support a story, thus maps are one of many multimedia elements. To 
advance the story, actions are triggered from outside the map, for example, the page is 
scrolled, a photo next to the map is clicked, or the time slider is moved. This is the case 
for many of the ESRI story maps. In intrinsic storytelling, the story is transported via the 
map itself, while other multimedia elements support the map (Figure 2.3). The reader 
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constructs a story, which not necessarily matches with the editor’s intentions, from the 
proposed facts and relationships of the map. Examples of intrinsic storytelling are static 
maps (e.g. containing symbols and labels), animated maps (e.g. following a route), and 
interactive maps (e.g. clicking on elements inside the map). 

An analysis of the content of digital story maps revealed several storytelling genres 
(Roth, 2021), which can be understood as templates having certain map or UI elements 
to advance the storyline. Examples are static visual stories (e.g. by numbering), 
multimedia visual experiences (e.g. hyperlinks), or compilations (e.g. of real-time 
events). Design aspects of story maps can be summarised in a couple of storytelling 
tropes (Roth, 2021), for instance, continuity (e.g. navigation), dosing (e.g. partitioning), 
or voice (e.g. typography). Surveys have been conducted on particular storytelling 
topics, for example, climate change or the COVID-19 virus. Authors reported that they 
highlighted key data and reduced embellishments to raise the reader’s attention. 
Additionally, they employed metaphors by size comparisons and less abstract 
representations to reduce complexity (Fish, 2020). Authors of story maps followed 
mostly longform infographics with scrollbars and piqued curiosity by colour and novelty 
(Prestby, 2022). 

Space and time are inherent properties of story maps. For a series of photos 
accompanying a map, walkthrough, panoramic views, and focus on single objects can 
be identified as spatial patterns, and cycles and retrospection as temporal patterns 
(Fujita & Arikawa, 2011). Besides slideshows and animations, multiple coordinated views 
(e.g. for data brushing), layer superimposition (e.g. by colour-coding), and layer 
juxtaposition (i.e. small multiples) are possible methods to depict spatiotemporal data 
and to explore story maps (Mayr & Windhager, 2018).  

 

Figure 2.3: The map ‘Are there Tsunamis in Switzerland?’ is an example of intrinsic storytelling in 
the Atlas of Switzerland. Stories are triggered based on the camera at different zoom levels. 
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The underlying spatiotemporal data of story maps, such as place names in border 
regions (Mościcka & Kuźma, 2018) or movable cultural monuments (Mościcka & 
Zwirowicz-Rutkowska, 2018), can be stored in relational or graph databases. The latter, 
namely network-based structures, which are also known as ontologies, are particularly 
suited to link related stories based on thematic connections (Zanda et al., 2019) as well 
as to acquire and integrate data from different sources (Mai et al., 2022). The stored data 
can be algorithmically evaluated to automatically generate certain parts of story maps, 
for instance, events can be analysed to visualise flows and to produce text passages 
(Tateosian et al., 2020).  

Concluding, decisive factors of contemporary story maps are historic roots (e.g. pictorial 
objects) and technological advances (e.g. AR/VR, machine learning), links to narrative 
disciplines (e.g. literary/theatre science) and other sciences (i.e. topic-related), general 
storytelling concepts (e.g. extrinsic/intrinsic, gamification) and scene-specific methods 
(e.g. settings, narratives), data (e.g. correlations, causations) and anecdotes (e.g. 
emotions, fantasies) as well as cartographic visualisations (e.g. space-time cube, 
animations) and user interface features (e.g. photo galleries, parallax effect). 

Note 

This section mainly focused on transferring storytelling concepts from literature and 
related sciences to maps, but only marginally on mapping literary works, which has been 
the subject of another dissertation (Weber, 2014). 
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2.2. Real-time 3D rendering 

Real-time 3D rendering enables smooth animations and allows users to navigate in the 
digital space and to interact with its content in a seamless way. Although basic 
interactivity starts at 6 frames per second (FPS), video games are targeted at producing 
scenes with smooth transitions between rendered images at 30 FPS or higher (Haines et 
al., 2018).  

Traditionally, a sequence of operations, the so-called graphics rendering pipeline, is 
performed to render 3D scenes in real time. The graphics rendering pipeline consists of 
four main stages (Figure 2.4) and is often referred to simply as rasterisation. In the 
application stage, user inputs from different devices (e.g. keyboard, mouse) are 
handled, collisions between objects are detected, and culling algorithms (e.g. back-
faces, occlusions) are applied, amongst others. In the geometry processing stage, vertex 
positions and vertex data (e.g. normal coordinates for lighting) are transformed from 
model to world space, and further to view space based on given camera parameters like 
projection (e.g. perspective, orthographic). Additionally, geometries are clipped at the 
window boundary, normalised and scaled to the screen size. In the rasterisation stage, 
all pixels within a geometric primitive, commonly a triangle, are detected. In the pixel 
processing stage, depth and colour values are interpolated and textures applied. 
(Haines et al., 2018) 

 

Figure 2.4: Graphics rendering pipeline 

The second main 3D rendering technique is ray tracing. Compared to rasterisation, ray 
tracing is more efficient for calculating reflections, refractions, and shadows. However, 
ray-traced lines may appear sharp and aliased (Slusallek et al., 2005). Ray tracing can be 
performed in real-time with nowadays graphic boards, although a denoising step may 
be necessary for post-processing. In classical ray tracing, imaginary rays are fired from 
the camera through a pixel grid into the scene (Figure 2.5). Each ray is tested for 
intersections with scene objects and if there are any, the nearest object is identified. 
From the hit location on this object, rays to the light sources are calculated and mixed 
with the material properties such as colour. When considering mirroring surfaces and 
translucent objects, secondary rays for reflections and refractions may be calculated 
recursively (Haines et al., 2018). There are different variations of ray tracing such as ray 
casting, which involves only primary rays, path tracing, which samples rays stochastically 
at hit locations, or sphere tracing, which is based on signed distance fields. 
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Figure 2.5: Ray tracing (Henrik, 2008) 

One of the first 3D maps being rendered in real-time depicts terrain models and 
extruded polygons illuminated by an artificial light source (Moellering, 1980). A decade 
later, shaded terrain models and simple houses, forests, and roads including colours are 
presented on an interactive 3D map (Kraak, 1994). These early works make use of 
graphic and animation languages, such as IRIS GL, but it is often not clear at which speed 
the scenes were established and which algorithms were used. Lindstrom et al. (1996), 
for instance, report rendering a virtual flight over a wireframe of a multiresolution terrain 
surface at 20 FPS. 

Around the millennium, programmable shaders for vertices and pixels were introduced 
for graphic boards, favouring the rasterisation approach (Góralski, 2009), whereas ray 
tracing is applied only in a few cases (see section 2.2.1). Low-level APIs such as OpenGL 
(Döllner & Kersting, 2000), DirectX (Lorenz & Döllner, 2008), or WebGL (Christen et al., 
2012) offer full control of the capabilities of graphic boards to render performant 3D 
map scenes. With high-level APIs like Java3D (Hobona et al., 2006), OpenSceneGraph 
(Gaitán et al., 2006), or three.js (Limberger et al., 2017), it is easier to import different 
data formats, to handle events, or to create light sources, amongst others.  

Game engines, for example, Unreal (Germanchis et al., 2004), CryEngine (Germanchis 
et al., 2007), or Unity (Laksono & Aditya, 2019), offer even more features than high-level 
APIs. Those products facilitate physics-based rendering, the creation of virtual 
characters, and the sharing of assets and plugins with others. Scenes and objects can be 
created in game engines via a user interface, however, georeferenced data is mostly not 
supported. Virtual globe engines provide fewer features than game engines but 
inherently support the tiling of terrain models and georeferenced data into multiple 
levels of detail. Available software development kits for virtual globes are osgEarth 
(Sieber et al., 2016), Cesium (Gede & Jeney, 2017), and the ArcGIS API for JavaScript 
(Stähli et al., 2018). More details about virtual globes are given in the next section. 

Suitable formats for storing and styling 3D map data are VRML (K. Moore, 1999), KML 
(Sandvik, 2008), CityGML (Kolbe, 2009), X3D (von Reumont et al., 2013), CZML (Gede & 
Jeney, 2017), or 3D Tiles (B. Mao et al., 2020). The first four formats are XML documents, 
CZML is based on JSON, whereas 3D Tiles consist mainly of binary encoded files. All 
formats define (geographic) geometries and graphic properties, some support also 
attribute data and animations. 
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2.2.1. Virtual globes  

The concept of a ‘Digital Earth’ has been shaped in a speech by a former US vice 
president (Gore, 1998). The term has been broadened to virtual globes to enclose also 
other planets than Earth and to rather refer to software-based representations (Harvey, 
2009). A virtual globe is defined as “a scale-bound, structured model of a celestial body 
(respectively firmament) presented in its undistorted three-dimensional wholeness” 
(Riedl, 2000). Examples of virtual globes are Google Earth6 and ArcGIS Earth7, which 
offer a terrain model, a selection of base maps, additional 2D and 3D map content, and 
simple analytical functions. 

The geometry of a virtual globe is a sphere in its simplest case, which may be already a 
sufficient model for digitised historic globes (Gede, 2015). In more advanced virtual 
globes, the geometry is an ellipsoid whose surface is hierarchically subdivided to display 
the terrain, base imagery, and additional data at multiple resolutions depending on the 
current view. Possible tiling structures (Figure 2.6) are tetrahedrons, triangles, cubes 
projected to ellipsoids, or tessellated geographic grids (Cozzi & Ring, 2011). Alternative 
structures to reduce shape distortions at the poles are based on hexagons (Sherlock et 
al., 2021; M. Zhou et al., 2013).  

Attempts have been made to render virtual globes via ray tracing in real time. The 
potential of ray tracing lies in effectively and efficiently rendering huge datasets, 
including environmental features like clouds, water, or vegetation. As preconditions, a 
high-speed data transfer from server to client as well as high-end graphic equipment are 
required (Christen, 2008). To increase the frame rate, ray misses can be reduced by 
replacing the bounding box of the ellipsoid with a viewport-aligned polygon (Cozzi & 
Stoner, 2010). Models, for example, 3D pipelines, being composed of implicit surfaces 
can be accurately rendered in a virtual globe using ray casting (Z. Wu et al., 2019). 

 

Figure 2.6: Geographic-grid tiling structure of a virtual globe (Cozzi & Ring, 2011) 

2.2.2. Topographic 3D maps 

The digital terrain surface of virtual globes and other cartographic 3D scenes consists 
mostly of a uniform triangle mesh, which is simple to store and manipulate, or an 
irregular triangle mesh, which has a lower number of triangles. To keep the loading and 
visualizing time at a minimum, the terrain is subdivided at different levels of detail (LODs) 
in structures like quad trees or triangle bins (Pajarola & Gobbetti, 2007). The tiles are 
usually preprocessed to reduce the load of the graphics board (Bösch et al., 2009) and 
                                                           
6 https://earth.google.com/  
7 https://www.esri.com/en-us/arcgis/products/arcgis-earth/overview  

https://earth.google.com/
https://www.esri.com/en-us/arcgis/products/arcgis-earth/overview
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requested on demand according to a geometrical error (Croci et al., 2022). The smaller 
the distance between the camera and the terrain gets, usually the higher the LOD is. 
Raster textures can be applied to the terrain for shading mountainous regions or 
clamping thematic data (Döllner & Hinrichs, 2000). The terrain may be bent to avoid 
occlusions of important features in panorama or guide maps (Takahashi et al., 2002). In 
an extreme case, the terrain can be continually elevated to create a hybrid view between 
a 3D map in the foreground and a 2D map in the background (Lorenz et al., 2008). 

On the terrain, 2D vector data (e.g. roads) can be clamped, 3D objects (e.g. buildings) 
or 3D vector data (e.g. transmission lines) can be placed, or billboard labels (e.g. place 
names) can be inserted (Figure 2.7). Similarly to the terrain model, vector data draped 
on terrain can be provided in multiple LODs (Wartell et al., 2003). Several optimisations 
such as an adaptive subdivision of the TIN to the mapped vector data (Schneider et al., 
2005), a detailed rendering of line joins, outlines, and line intersections (Vaaraniemi et 
al., 2011), and the consideration of physical constraints such as gorges (She et al., 2020) 
have been proposed to ensure a high-quality cartographic appearance. 3D buildings 
can be rendered abstractly, for example in a cartoon-like style (Döllner & Walther, 2003), 
or realistically by applying photo textures (Buchholz, 2006). Also, raster data can be 
possibly visualised at the facades of the 3D buildings (Trapp & Dollner, 2009). Simplified 
geometries of buildings, for instance, cylinders, cuboids, or extruded arcs (Maass & 
Döllner, 2008), or the silhouettes of buildings (Lehmann & Döllner, 2014) may guide the 
dynamic placement of labels depending on the current view. Alternatively, labels can be 
attached directly to the facades and roofs of 3D buildings while resolving conflicts of 
overlapping labels (She et al., 2019). 

2D and 3D vector data may be subject of cartographic generalisation. Polylines 
(Amiraghdam et al., 2020) and polygons (Amiraghdam et al., 2022) clamped on the 
terrain may be simplified at different LODs in real time. Generalisation tasks for 3D 
buildings comprise the segmentation and recognition of building structures as well as 
model and graphic generalisation (Meng & Forberg, 2007). Five LODs for 3D buildings 
were defined in the first version of the CityGML standard (Kolbe, 2009) and researchers 
aim at providing smooth transitions between the different levels (Kada et al., 2015). 
Neighboured buildings may be aggregated to uniform cell blocks, which fully enclose 
the buildings (Glander & Döllner, 2009). Besides generalisation, deformation methods, 
for instance broadening of routes and scaling of buildings, to avoid occlusions of routes 
(Qu et al., 2009) and abstraction techniques of topographic map elements have been 
applied to guide the reader’s attention (Semmo et al., 2012). 

 

Figure 2.7: Simple topographic 3D map of a city (adapted from Terribilini, 1999) 
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2.2.3. Thematic 3D maps 

Thematic maps represent data by applying visual variables to geometric primitives. On 
the one hand, points, lines, or polygons can be inserted into the 3D map space. For 
instance, population density can be depicted as a point cloud, the number of flight 
passengers can be mapped to curved lines, and employment rates for administrative 
units can be assigned to floating polygons (Sieber et al., 2013). Afterwards, the 
geometries are styled (e.g. by size, colour) according to their attribute values. For 
multivariate data, 2D charts – for example, bar charts, ring charts, or area charts – can be 
implemented as billboards with anchor lines (Schnürer et al., 2014). Concerning large 
amounts of linear data, paths of migration or commuter streams may be bundled while 
avoiding intersections with the terrain and including a LOD system (Thöny & Pajarola, 
2015). Lines residing on the ground can be extruded to create wall-like visualisations, 
for instance, to depict cycles of traffic congestion on certain roads (Tominski & Schulz, 
2012). High densities of traffic incidents can be shown as a statistical surface, optionally 
with a cutting plane (Herman et al., 2018). To visualise quantitative data having a 
worldwide coverage, different kinds of bars and circles can be added to globes as a 
whole (Satriadi et al., 2021). Due to the perspective view, it is difficult for the map reader 
to compare the size of objects in 3D maps. Therefore, a reference grid or scale bars may 
serve as visual aids (Bleisch, 2011). 

 

Figure 2.8: Different visualisation techniques for 3D objects and 3D charts on thematic maps 
(adapted from Schnürer et al., 2015, 2017) 

On the other hand, 3D objects can be included in the 3D map space (Figure 2.8). For 
example, polygons representing different administrative units can be extruded 
according to the number of irrigation systems and grid cells of a raster layer can be 
extruded proportionally to the population density, while varying illumination properties 
(Krisp & Fronzek, 2003). In another work, CO2 emissions of different countries were 
represented by scaled cylinders, amongst others (Sandvik, 2008). Changes in size of 
extruded 2D or 3D geometric primitives are also suited to visualise traffic offences 
(Herman et al., 2018). Alternatively, visual variables can be applied to parts of existing 
topographic 3D objects, such as facades and roofs of buildings (Lorenz & Döllner, 2010; 
Trapp & Dollner, 2009), which may be hierarchically aggregated taking object- and 
scene-specific properties into account (Vollmer et al., 2018). Voxel maps can be seen as 
a 3D equivalent of grid maps, and pie charts with individually extruded sectors can be 
regarded as a 3D equivalent of 2D pie charts (Sieber et al., 2013). Abacus charts, stacked 
pyramid frustums, and nested hemispheres (Figure 2.9) have been implemented as 
further types of 3D charts (Schnürer et al., 2015). 
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Figure 2.9: Nested hemispheres representing river runoffs in different seasons and time periods 
(Schnürer et al., 2015) 

Not only the earth’s surface is of interest for thematic mapping, but also the ocean, the 
underground, the air, or even other planets. In the ocean, the sea floor can be coloured 
according to its height and 3D models of remotely operating vehicles can be displayed 
alongside with their trajectories (McCann, 2004). In the underground, geological layers 
can be coloured according to their type and possibly sliced to fence diagrams, whereas 
drill holes can be depicted as 3D cylindrical objects (von Reumont et al., 2013). In the 
air, flight routes, jet streams, turbulence areas, and clouds can be represented by semi-
transparent pipes and polyhedrons (Stähli et al., 2018). On planet Mars, stratigraphic 
analyses have been conducted (Traxler et al., 2022). 

2.2.4. Animated 3D maps 

Animations can be divided into temporal animations, depicting the change of spatial 
data over a period of time, and non-temporal animations, showing spatial data in 
different graphical representations at one point in time (Dransch, 1997). Potential targets 
for animations in 3D maps are the location and orientation of 3D objects as well as their 
size, shape, colour, transparency, or texture. Beyond, light sources and cameras can be 
animated (Hardisty et al., 2001). 

A river flooding a landscape is an example of a temporal animation, that has been 
implemented by assigning a sequence of textures to the terrain (Döllner & Kersting, 
2000). Voxels – having assigned a position, a direction, a velocity, and a volume – have 
been used to simulate overland flow and soil erosion (Shen et al., 2006). A temporal 
animation of rigid 3D objects (e.g. cars) requires to detect collisions, for instance, by 
computing intersections of the object, which can be simplified by hierarchical bounding 
boxes, and the terrain, which can be represented by a triangle subdivision bi-tree 
(Shenghua et al., 2008). In a later work (Figure 2.10), also 3D objects with movable parts 
(e.g. horses) have been animated on the terrain surface (Evangelidis et al., 2018). 
Temporal animations can occur in real-time, for instance when tracking ships 
represented by 3D models on the ocean (Ray et al., 2011), or simulating railway 
infrastructure, such as moving trains and loading cargo (Bogunov & Istomin, 2023). 
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Figure 2.10: Temporal animation (i.e. translation) of 3D objects on the terrain (Evangelidis et al., 
2018) 

An example of a non-temporal animation is the change in the level of representation of 
a castle and a forest based on the viewing distance: the closer the distance, the more 
realistic the representation (Döllner & Kersting, 2000). Non-temporal animations have 
been also applied to trajectories in combination with colours and textures to depict the 
direction and speed of aeroplanes (Buschmann et al., 2014). Taking another example of 
a thematic map object, temperatures on different days in a year have been represented 
by a revolving 3D helix chart (Kennelly & League, 2015). Further types of animated 3D 
charts (Figure 2.11), which show transitions of chart-specific and attribute-based styling 
properties, have been implemented by sphere tracing implicitly defined geometries 
(Schnürer et al., 2017). 

 

Figure 2.11: Non-temporal animation (i.e. colour, rotation) of one of the stacked cuboids 
representing glacier volumes in different years (Schnürer et al., 2017) 

2.2.5. Interactive 3D maps 

Besides monitors for desktop computers, 3D maps can be displayed on the screens of 
mobile and heads-up devices, which also allow the use of augmented reality (Dickmann 
et al., 2021) and virtual reality (Keil et al., 2021). Generally, users can interact with the 
map content via input devices such as a mouse, a keyboard, a touch screen, wired 
gloves, etc. The input events are registered by the system and corresponding actions 
are performed (Figure 2.12). 

Possible interactions for 3D maps are the change of camera position, the query (i.e. 
picking) and change of feature attributes, geometric changes (e.g. shift) and feature 
manipulations (e.g. group), the change of surface properties (e.g. colour), and snapping 
operations (Fuhrmann et al., 2001). Further interactions are the change of illumination 
(e.g. azimuth), the overlay of thematic data, and the visualisation of the topic on the Z-
axis (Persson et al., 2006). Some interactions such as spatial navigation can be performed 
directly on the 3D map, whereas others are mostly triggered via a graphical user 
interface (Cron, 2006). The interactions are possibly supported by visual aids like a 2D 
mini-map (Zagata et al., 2021). 



 
Background 

20 
 

 

Figure 2.12: Common high-level interactions in 3D atlases and virtual globes (compiled from 
Cron, 2006; Fuhrmann et al., 2001; Roth, 2012) 

Concerning the terrain, curves for bending the surface can be modified in an interactive 
plot to introduce a progressive projection, which is characterised by a steep viewing 
angle in the foreground and a flat viewing angle in the background (Jenny et al., 2010). 
By placing control points on the terrain (Figure 2.13), local regions can be emphasised 
using an inverse distance interpolation or the moving least squares algorithm (Jenny et 
al., 2011).  

Data lenses, which either highlight or alter the map content within a circular area, are an 
interactive tool to be applied to the surface of the terrain. These lenses enable showing 
other thematic data (Döllner & Hinrichs, 2000), different LODs of buildings (Trapp et al., 
2008), aggregated temporal information (Tominski et al., 2012), or occluded terrain data 
(Röhlig et al., 2017). 

 

Figure 2.13: Interactive local terrain deformation by control point placement (Jenny et al., 2011) 
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3D buildings residing on the terrain can be also the subject of interactions. They can be 
highlighted by changing their colour or reducing the transparency of surrounding 
buildings (Nebiker, 2003). Other highlighting techniques are outlines, focus-blur effects, 
or adding glyphs on top (Trapp et al., 2011). Single buildings, certain parts (e.g. floors, 
roofs) or groups of buildings can be focused by modifying the granularity, the level of 
abstraction, or the style of textures (Semmo & Döllner, 2015). 

Use cases for interactive 3D map environments are manifold. Application fields comprise 
spatial planning, for instance finding an optimal location for wind turbines (Fuhrmann et 
al., 2001). Other applications are digital atlases and exploratory data analysis software 
(Persson et al., 2006), educational games including virtual flights to different cities 
(Oleggini et al., 2009), or displays for museums, which enable exploring historic castles 
and churches by interactive dialogues (Matthys et al., 2021).  

Note 

This section highlighted technical aspects of 3D real-time rendering, but it did not 
include any cognitive experiments since none were conducted in the scope of this 
dissertation.  
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2.3. Machine learning 

Models resulting from machine learning algorithms are established by analysing 
patterns of given data samples. The samples are usually split into training, validation, 
and test data by a certain ratio (e.g. 60:20:20). The model is created by only inspecting 
the training data, whereas validation and test data help to evaluate the performance 
during and after training (Glassner, 2021). The training data is passed usually several 
times (i.e. epochs) to the system; typically, with multiple samples (i.e. a batch) at once. 
To increase the training data, augmentation techniques (e.g. rotation, blurring) can be 
applied to the given data or synthetic samples can be produced. 

Three main categories of machine learning are usually distinguished: supervised 
learning, unsupervised learning, and reinforcement learning. In supervised learning, a 
function is created that maps input to output data, for example, images are assigned 
categories. The objective during training is to reduce differences between target 
outputs, also known as labels, and predicted outputs. Unsupervised learning methods, 
such as clustering, do not use labels and exploit the inherent structure of the data. In 
reinforcement learning, which is needed for dynamic environments such as games, 
agents perform actions. The agents learn to carry out the actions efficiently by receiving 
either rewards or penalties. (Russell & Norvig, 2016) 

Cartographic problems, such as conflating different geometries of geographic data, 
may be tackled with all three types of machine learning. In a supervised setting, a 
recurrent neural network can be trained to snap GPS trajectories to roads (J. Feng et al., 
2022). It is also possible to match unregistered images by a deformation neural network 
in an unsupervised manner (S. Wu, Schnürer, et al., 2022). Alternatively, vector data can 
be aligned stepwise with raster images by reinforcement learning (Duan et al., 2020). 

This dissertation is concerned mainly with supervised learning (section 2.6.1), in 
particular ANNs (section 2.6.2). Machine learning is referred to as deep learning when 
ANNs consist of numerous layers. The development of deep learning algorithms was 
supported by leveraging operations on the GPU instead of performing them on the CPU. 

2.3.1. Supervised learning 

This section provides a selection of frequently used supervised machine learning 
algorithms for cartographic problems. 

The k-Nearest Neighbours (k-NN) lookup is suited for classification, whose output is a 
categorical value, and regression, whose output is a numeric value. A set of labelled data 
points serves as the source for distance calculations. For classification tasks, the class 
membership is determined by the plurality of closest neighbours to a query point, 
whereas the mean or median of the neighbours is calculated for regression tasks (Russell 
& Norvig, 2016). For instance, the heat vulnerability in cities can be assessed using the 
k-NN algorithm (Carter & Rinner, 2014). 

The Support Vector Machine (SVM) is a methodology that constructs maximum-margin 
hyperplanes to separate classes of higher dimensional features from given example 
points (Russell & Norvig, 2016). Query points will be binarily classified according to the 
established decision boundaries, which are often linear. By using SVMs in cartography, 
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buildings can be classified according to their geometric properties, amongst others 
(Steiniger et al., 2010). 

A hierarchical structure consisting of splitting rules, such as comparisons of attribute 
values, can be established by a Decision Tree (DT), whose leaf nodes contain the final 
classes (Mather & Tso, 2009). The C4.5 algorithm is one of several construction 
possibilities of DTs, where splitting criteria are learned from the training samples 
according to the highest information gain. An ensemble of multiple DTs, where each of 
them has access only to a random subset of training data, is called a Random Forest (RF). 
DTs have been applied for generalisation tasks like selecting settlements for small-scale 
maps (Karsznia & Weibel, 2018). DTs trained with the C4.5 algorithm helped to identify 
grid patterns in road networks (Tian et al., 2016). Traffic regulators in GPS trajectories 
have been detected by RFs (Golze et al., 2020).  

A series of supervised learning algorithms is based on probabilistic models (Figure 
2.14). Naïve Bayes (NB) considers class probabilities, which are conditioned on various 
attributes while assuming the independence of these variables (Russell & Norvig, 2016). 
In contrast, a Bayesian Network (BN) learns to represent conditional dependencies 
among variables. A Hidden Markov Model (HMM) is a special case of a BN assuming a 
Markov process, which is a series of events where the probability of an event depends 
on previous events (Beyerer et al., 2017). The states of an HMM at certain time steps are 
only indirectly observable by emissions, which appear with certain probabilities. In a 
Conditional Random Field (CRF), states do not only depend on previous states as in 
HMMs, which gives more freedom (Russell & Norvig, 2016). 

In geoinformation science, locations were extracted from geo-tagged tweets using NB 
(Eligüzel et al., 2020) and socioeconomic attributes of public transit passengers were 
derived from the trip attributes by a BN (Faroqi et al., 2020). GPS trajectories were 
matched to roads by an HMM (Cui et al., 2021) and addresses were linked to a database 
using a CRF (Comber & Arribas-Bel, 2019). 

 

Figure 2.14: Exemplary arrangements of variables/states (= white circles) and observations              
(= orange and blue circles) for different machine learning models represented by directed (= lines 
with arrows) and undirected (= lines without arrows) graphs 
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k-NNs, SVMs, and DTs are non-parametric models, whereas NB, BNs, HMMs, and CRFs 
are parametric models. Non-parametric models are only based on the given data, while 
additional parameters, which influence state transitions, are learned in parametric 
models. Non-parametric models grow with the number of examples, whereas 
parametric models are restricted to the number of parameters. (Russell & Norvig, 2016)  

2.3.2. Artificial neural networks 

Originally, an artificial neural network (ANN) consists of neurons, which behave similarly 
to nerve cells in the human brain. At each neuron, the weighted sum (w) of a number (n) 
of input values (x) is calculated, a bias value (b) is added, and an activation function (φ) 
is applied: 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 1: 𝑁𝑁(𝑥𝑥) = 𝜑𝜑(�𝑤𝑤𝑖𝑖𝑥𝑥𝑖𝑖 + 𝑏𝑏𝑖𝑖

𝑛𝑛

𝑖𝑖=1

) 

According to the universal approximation theorem, any continuous function can be 
represented by a sufficiently high number of neurons (Nielsen, 2015), which makes 
ANNs applicable to a broad range of use cases. ANNs are parametric models as they 
learn weights and biases mainly in a supervised manner. Weights and biases are usually 
initialised randomly and iteratively adjusted during training to turn the input into the 
desired output (Glassner, 2021). The difference between predicted and actual target 
values is indicated by a loss function (e.g. mean-squared error, binary cross-entropy), 
while adjustments are made by an optimiser (e.g. Gradient Descent, Adam). The speed 
of learning is known as the learning rate, which can be favoured by normalizing the input 
and intermediate results. The Rectified Linear Unit (ReLU) is one of the most common 
activation functions besides sigmoid (𝜎𝜎) and hyperbolic tangent (tanh), which are mainly 
used to convert the output to a range between 0 and 1, or -1 and 1. In recent years, 
different types of ANNs have been elaborated. 

 

Figure 2.15: An exemplary Multi-Layer Perceptron consisting of three input variables (= white 
circles), two hidden layers having four neurons each (= white circles with the letter ‘N’), and two 
output values (= orange and blue circles). Values are passed from one unit to the other (= lines 
with arrows). Formula 1 is applied to each neuron. 
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A Multi-Layer Perceptron (MLP) consists of an input layer, hidden layers, and an output 
layer, which are formed of multiple neurons (Glassner, 2021). Neurons between layers 
are fully interconnected for MLPs, but not within a layer (Figure 2.15). The MLP is based 
on the perceptron, which historically consists of a single neuron with a binary 
comparison as an activation function without a bias. MLPs are called feed-forward 
networks when information flows in one direction only (i.e. from input to output). To 
adjust the network parameters more efficiently, errors are propagated in the opposite 
direction (i.e. from output to input). MLPs trained with the latter algorithm are also known 
as Backpropagation Neural Networks (BPNNs). During training, neurons in hidden layers 
are sometimes discarded, which is also known as dropout regularisation, for better 
generalisability. 

A common task of MLPs in cartography is generalisation, such as omission of roads (Q. 
Zhou & Li, 2017), simplification of administrative boundaries (Olszewski et al., 2018), 
building simplification (M. Yang, Yuan, et al., 2022), or label displacement (Lan et al., 
2022). Other cartographic problems having been examined with MLPs are 
georeferencing a river on a historic map (Gullu & Narin, 2019), classifying roads based 
on the users’ needs (Mohammadi & Sedaghat, 2021), categorising street vending 
locations based on attributes and geometries (Barreda Luna et al., 2022), or modelling 
water richness (Pal & Sarda, 2022) and gully erosion (Saha et al., 2022). 

A Convolutional Neural Network (CNN) (Figure 2.16) is based on the convolution 
operation which is the weighted sum of the surrounding pixels of a pixel of an image I: 

𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 2:𝐶𝐶(𝑥𝑥,𝑦𝑦) =  ��𝐼𝐼 �𝑥𝑥 + 𝑖𝑖 − �
𝑘𝑘 − 1

2
� ,𝑦𝑦 + 𝑗𝑗 − �

𝑘𝑘 − 1
2

�� ∗
𝑘𝑘−1

𝑖𝑖=0

𝑘𝑘−1

𝑗𝑗=0

𝐾𝐾[𝑖𝑖, 𝑗𝑗] 

The weights are termed kernel K with size k and act as filters to identify high-level 
features, such as object parts, and low-level features in images, such as edges. This 
process is also known as feature extraction and intermediate arrays are also known as 
feature maps. CNNs also involve downsampling operations to reduce the resolution of 
the input image and feature maps. Possible downsampling operations are pooling, 
where the maximum is taken or an average value is calculated, or strided convolutions, 
where the distance between kernel locations is increased (usually by a step size of 2). 
The flatten operation transforms a multi-dimensional array into a 1D array, which is 
passed to a series of fully connected layers, similar to a MLP. (Elgendy, 2020)  

 

Figure 2.16: Scheme of a simple Convolutional Neural Network. An image with three channels 
(i.e. RGB) is passed to a series of convolution (C) and downsampling (D) operations as well as a 
flatten (F) operation, followed by two fully connected layers, which output two categorical values. 
Formula 2 is applied for the convolution operation. 

 



 
Background 

26 
 

Deconvolution or transposed convolutions are the inverse operations of a convolution. 
Deconvolutions with a stride of 2 are inserted into a CNN to upsample feature maps 
when it is aimed to output an image. Alternatively, feature maps can be bilinearly 
interpolated during upsampling. The upsampling part is also known as a decoder and 
the downsampling part as an encoder. Networks trying to reconstruct the input are also 
known as Autoencoders, which consist of an encoder and a decoder. The most 
compressed feature map is referred to as bottleneck or latent space.  

‘ResNet’ is an exemplary CNN architecture for image classification, where each image is 
assigned a category, while ‘U-Net’ is specialised in semantic segmentation, where each 
pixel in an image is assigned a categorical value. Both networks contain residual or skip 
connections, which add or concatenate intermediate results of previous layers to 
preserve identity mappings. A region-based Convolutional Neural Network (R-CNN) 
identifies multiple targets of one or more categories in an image (Elgendy, 2020). 
Exemplary architectures of R-CNNs are ‘Faster R-CNN’ for determining bounding boxes, 
also known as object detection, and ‘Mask R-CNN’ for pinpointing silhouettes of objects, 
also known as instance segmentation. Both networks make use of so-called backbone 
networks for feature extraction (e.g. ResNet), which are subnetworks at the beginning of 
a network. Subnetworks put at the end are called head networks. 

In cartography, CNNs are mainly used for map identification, metadata retrieval, feature 
extraction, and partially for generalisation, abstraction, feature matching and similarity.  

Concerning map identification, maps were distinguished from images by a CNN (J. Li, 
2022) and maps were located in images by Faster R-CNN (Oh, 2020). The following 
metadata elements were retrieved by CNNs or R-CNNs: 

• map types (X. Zhou et al., 2018) 
• map scale (Touya et al., 2020) 
• map extent and state names (Hu et al., 2022) 
• regions, map projections, and map themes (J. Li, 2022) 

Using CNNs, the following features were extracted from mostly historic maps and DEMs 
(Figure 2.17): 

• points: mountain peaks (Torres et al., 2018), road intersections 
(Saeedimoghaddam & Stepinski, 2020), symbols (Vassányi & Gede, 2021), spot 
elevations (Arundel et al., 2022), landmarks (Potié et al., 2022) 

• lines: railroads (Chiang et al., 2020), drainage networks (X. Mao et al., 2021), 
roads (Petitpierre et al., 2021), borders (Ran et al., 2022) 

• areas: settlements (Uhl et al., 2017), buildings (Heitzler & Hurni, 2020), surface 
mines (Maxwell et al., 2020), city structures (Y. Chen et al., 2021), archaeological 
features (Garcia-Molsosa et al., 2021), hydrographic features (S. Wu, Heitzler, et 
al., 2022), landforms (Farmakis-Serebryakova et al., 2022) 

• labels: various map elements (Weinman et al., 2019) 
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Figure 2.17: Segmented building footprints by a CNN (Heitzler & Hurni, 2020) 

Generalisation tasks for CNNs involved the simplification of 2D buildings (Y. Feng et al., 
2019), 3D buildings (Y. Wu et al., 2019), roads (Courtial et al., 2020), trajectories (Ruan 
et al., 2020), coastlines (Du et al., 2022), and contour lines (W. Yu & Chen, 2022). 
Furthermore, CNNs helped to place labels on areal features such as buildings (Y. Li et 
al., 2020) and classify the legibility of labels on wayfinding maps (Harrie et al., 2022). 
Beyond, stylised and abstracted icons for sights were produced by a CNN (Techt, 2020).  

Vector railroads and waterlines were aligned to raster maps (Duan et al., 2021), and GPS 
points were matched to roads (Z. Liu et al., 2022) by CNNs. Lastly, CNNs allowed 
researchers to calculate similarity scores for cities based on land use (Dobesova, 2020), 
and between sketch maps and topographic maps (Guo et al., 2022). 

A Generative Adversarial Network (GAN) usually consists of two parts: 1) A generator 
produces new observations similar to the original ones, 2) a discriminator learns to 
distinguish between real and generated observations. Both network parts compete 
against each other to improve their accuracy during training. MLPs or CNNs may serve 
as a generator or a discriminator. An exemplary GAN architecture is ‘Pix2Pix’, which can 
turn one image into another one while modifying certain properties. Pix2Pix is a type of 
conditional GAN, where the generator and discriminator are provided with an additional 
label, which is, in that case, an image to be transformed. (Elgendy, 2020) 

Cartographic purposes of GANs are mainly style transfer and inpainting, and partially 
generalisation.  

The following styles were transferred by GANs: 

• orthophotos to Google Maps and vice versa (Isola et al., 2017) 
• simply styled vector data from OpenStreetMap to Google Maps (Kang et al., 

2019) 
• CAD drawings to masterplans (X. Ye et al., 2022) 
• orthophotos and topographic maps to historical maps and vice versa 

(Christophe et al., 2022) 
• digital elevation models to shaded reliefs (S. Li et al., 2022) 

GANs facilitated to complete holes in digital elevation models (Gavriil et al., 2019) and 
roads (Fang et al., 2022) as well as to generate building footprints (A. N. Wu & Biljecki, 
2022). The simplification of coastlines (Du & Wu, 2022), urban areas (Courtial et al., 
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2021), and trajectories (X. Yang et al., 2021) were performed as generalisation 
operations by GANs.  

A Graph Neural Network (GNN) is particularly suited for graph-structured data consisting 
of nodes and edges. In contrast to data being arranged in a regular grid, nodes in a 
graph can have an arbitrary number of neighbours. Data is usually stored in a feature 
matrix for nodes and an adjacency matrix for the connections of nodes (i.e. the graph 
structure). There are two typical operations for GNNs: 1) The filtering operation modifies 
the node features but not the graph structure, whereas 2) the pooling operation 
coarsens the graph including the node features (Ma & Tang, 2021). A special type of 
GNN is the Graph Convolution Network, which uses convolutional layers for filtering.  

In cartography, GNNs are mainly deployed for pattern recognition tasks for buildings, 
such as differentiating groups (Yan et al., 2019), shapes (Y. Li et al., 2022), and 
functionalities (X. Xie et al., 2022). Detecting junctions of roads are another application 
area of GNNs (M. Yang, Jiang, et al., 2022). GNNs are partially used for generalisation 
problems, such as simplifying roads (Zheng et al., 2021) and buildings (Z. Zhou et al., 
2022) as well as selecting points of interest (H. Xie et al., 2022). 

A Recurrent Neural Network (RNN) is specialised in processing sequential data. RNN 
units are chained and able to forget information, remember information, and select 
information. The units store information about frequent changes (i.e. short-term 
memory) and keep information acquired at earlier timestamps (i.e. long-term memory). 
Exemplary RNN cells are Long Short-Term Memory and the Gated Recurrent Unit. 
(Glassner, 2021) 

Cartographic use cases for RNNs are mainly matching toponyms (Santos et al., 2018), 
addresses (Y. Lin et al., 2020), and location descriptions of roads (Cheng & Chen, 2021). 

A Transformer is a network originally developed for natural language processing. 
Relevant parts in sequential data like sentences are being focused in self-attention 
layers, which are comparable to database queries involving keys and values (Glassner, 
2021). Popular Transformer models such as ‘BERT’ or ‘GPT’ enable to complete gaps in 
sentences or to predict follow-up sentences. Recently, Transformers have been applied 
also for visual tasks like image generation or inpainting.  

Related tasks for Transformers in cartography are matching toponyms (Alexis et al., 
2020) and addresses (Qian et al., 2020) as well as trajectories of taxis (Jin et al., 2022). 

Note 

Only pioneering works of artificial neural networks applied in cartography are cited due 
to the high research activity. 
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Abstract 

In this work, realistically drawn objects are identified on digital maps by convolutional 
neural networks. For the first two experiments, 6200 images were retrieved from 
Pinterest. While alternating image input options, two binary classifiers based on 
Xception and InceptionResNetV2 were trained to separate maps and pictorial maps. 
Results showed that the accuracy is 95–97% to distinguish maps from other images, 
whereas maps with pictorial objects are correctly classified at rates of 87–92%. For a third 
experiment, bounding boxes of 3200 sailing ships were annotated in historic maps from 
different digital libraries. Faster R-CNN and RetinaNet were compared to determine the 
box coordinates while adjusting anchor scales and examining configurations for small 
objects. A resulting average precision of 32% was obtained for Faster R-CNN and of 36% 
for RetinaNet. Research outcomes are relevant for crawling map images on the internet 
and for enhancing the advanced search of digital map catalogues. 
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3.1. Introduction 

An increasing number of maps are available in digital form. Contemporary maps are 
created almost exclusively using software applications and distributed via electronic 
devices. Keeping track of these newly published maps is a challenging endeavour: maps 
need to be identified and distinguished from other types of digital images, such as some 
curators compile new maps in books (e.g. V. Clarke, 2015) and on blogs (Agarwal, 2019). 
However, the selection of maps largely depends on personal preference and the amount 
of depicted maps is limited since the collection process is undertaken manually. 
Detecting maps automatically would revivify attempts of developing a global search 
engine for maps (A. Goel et al., 2011). Another challenge is to categorise maps 
according to thematic, stylistic, or other criteria. Pictorial maps, for example, can be 
found in specialised books (e.g. A. Antoniou & Kotmair, 2015) or by keyword search on 
social media websites (e.g. #pictorialmaps, n.d.). In the latter case, when being 
annotated by laymen, tags might be incorrect though. Recommendation systems for 
tags (Nguyen et al., 2017) could support the users in creating or validating map 
metadata.  

Libraries digitise their stocks of historic printed maps to preserve these unique 
documents and to make them accessible over the internet. Historic maps are not only 
acknowledged as a heritage but also recognised as a rich data source of topographic 
and socio-geographic features. Map readers, such as historians, may be interested in 
these features, for example, place names (Jordan et al., 2009), land cover (Fuchs et al., 
2015), or illustrations like sea monsters (Duzer, 2014). Given the ‘Iconic Turn’ (Alloa, 
2016) in history research, illustrations within maps and on map borders get into the focus 
of investigations more often. In many library catalogues, however, the presence of 
pictorial objects in maps can only be deduced from the title, description, map type, or 
keywords, if at all. An additional search filter option would enhance these catalogues 
and facilitate researchers answering semiotic and iconic questions (e.g. Baumgärtner et 
al., 2019). Considering the ongoing trend of storytelling in cartography (Caquard & 
Cartwright, 2014), another use case would be to add the detected pictorial objects as 
protagonists to modern maps. Map objects, like persons or animals, could tell a personal 
story, give background information to a topic or highlight interesting places on a map, 
for example for touristic purposes (Graça & Fiori, 2015). 

Convolutional neural networks (CNNs) are a promising technology to tackle these 
challenges. CNNs are a type of artificial neural network (ANN), which is a computational 
model inspired by the biological neural network of the human brain (Dayhoff, 1990, as 
cited in Merwin et al., 2009). ANNs are more suited to fulfil complex perceptual tasks 
than other machine learning methods like support vector machines (Bengio & LeCun, 
2007). The increase in parallel computing capabilities of the graphic processing units 
reduced the training times of ANNs, including CNNs, largely in the past years (Scherer 
et al., 2010). This enabled a growing number of researchers to experiment with different 
architectures, for instance, to classify images (Krizhevsky et al., 2012). Other tasks include 
object detection and image segmentation in domains like autonomous driving (Siam et 
al., 2017), remote sensing (Zhu et al., 2017), or medicine (Ronneberger et al., 2015). 
CNNs take images, usually encoded as three-dimensional arrays (i.e. height, width, 
colour channels), as input. They output arrays of different dimensions and sizes, for 
example, one-hot encoded categories (i.e. an array containing only zeros except for a 
single one value), or arrays of the same dimension and size, as it is the case for 
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autoencoders (Goodfellow et al., 2016). In between, CNNs perform mathematical 
operations in intermediate layers, such as convolutional, pooling, or fully connected 
layers (O’Shea & Nash, 2015), to detect patterns in images. Layer parameters, for 
example, values of convolution matrices (aka kernels), are gradually adapted to minimise 
differences between the actual and desired outputs. Previous research focused mainly 
on the recognition of objects in natural images like photos (Girshick et al., 2014) and 
marginally on man-made images like artwork (Gonthier et al., 2019) or mangas 
(Yanagisawa et al., 2018), but only scarcely on maps (see Related work).  

In this paper, we examine whether CNNs are able to detect objects in pictorial maps. 
Some of the oldest maps contain pictorial objects, that are realistically depicted symbols 
and illustrations. The Bedolina map, for example, a rock engraving created in Val 
Camonica around 1500 BC, shows houses as well as fields with humans and animals as 
pictograms (Turconi, 1997). Pictorial maps flourished in the Middle Ages and 
Renaissance when painting and mapmaking were closely related (Rees, 1980, as cited 
in Kent, 2012). It was the Age of Discovery where monsters, for instance on Ortelius’ 
(1585) Islandia map, symbolised the dangers of the sea and the fear of the unknown. In 
the following decades, pictorial maps declined due to different map materials and 
production techniques (Wallis & Robinson, 1987), and the growing sense of accurate 
geographic information (Child, 1956). The next heyday of pictorial maps was in the 
twentieth century, especially in the United States of America (Hornsby, 2017), which 
yielded Goodman and Neuhaus’ (1930) map of Berkeley, for instance. Illustrative objects 
enlivened the map by portraying local customs and typical actions. On the other side of 
the coin, large menacing figures appeared on propaganda maps during the two world 
wars (Mason, 2016). Today, pictorial objects are often used in maps for tourism and 
leisure time. One of their purposes is to support underlying topographic features, like 
cars driving on roads. Graça and Fiori (2015) recommend the usage of pictorial symbols 
in tourist maps which shall encourage the reader to visit the represented locations. 
Sarjakoski et al. (2009) give an example of a project using comic-like icons on mobile 
maps for a national park to “possibly invoke positive emotions” (p. 113). Moreover, 
pictorial objects are used nowadays to teach map literacy to children. For example, 
different animals and other agricultural products are represented as pictograms in an 
agriculture map of a Bulgarian school atlas (Bandrova, 2003). Lastly, maps of fantasy 
books or in computer games, mimicking the style of the Middle Ages and Renaissance, 
may also contain pictorial map objects (Lamb & Johnson, 2014).  

Pictorial maps follow the typical design process of maps. Child (1956) lists, for example, 
the purpose of the map, the method of reproduction, colour, projection, and lettering 
as typical decisions which authors should consider when creating a pictorial map. Child 
further emphasises and exemplifies pictorial symbols for cultural or manmade features, 
water, relief, and vegetation. Those “should be clear and simple and if possible 
recognisable on sight” and the “size of the symbol should not be too large for the scale 
of the map” (Child, 1956, p. 68). Holmes (1991) states that an outline may not be enough 
for pictorial objects; therefore, internal shading and patterns may be added 
complementary. Moreover, Holmes recommends the use of characteristic attributes, for 
example flying birds, to recognise pictorial symbols. According to Roman (2015), 
illustrative objects in maps shall be arranged based on the ABC-rule: (A) elements visible 
at first glance, (B) elements which support A, and (C) elements which support the overall 
image. Beyond, Roman endorses the four I’s as design functions: Identification (= what 
is the map about), Image (= visual relation to the map), Information (= additional literal 
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facts), and Incidentals (= engagement of the map reader for the first three functions). 
While simplicity, distinct outlines and a clear layout may facilitate the recognition of 
pictorial objects by CNNs, different drawing styles may counteract it. 

The overall goal of this work is to provide training datasets and first baselines to detect 
pictorial objects in maps with CNNs. As one dataset contains also depictions other than 
maps, maps are first separated from these non-maps with two state-of-the-art CNNs for 
image classification. To justify this division, we establish a modern definition of maps, 
which incorporates digital developments of recent years, thus contributing to the ICA 
Research Agenda (Virrantaus et al., 2009). Moreover, the trained CNNs may help to 
recognise maps when crawling images on the web. With the same two classifier CNNs, 
maps are next distinguished according to their level of abstraction, pictorial maps being 
those with less abstract objects. This differentiation may be used to reveal 
inconsistencies in pictorial map tags on social media websites, amongst others. For the 
definition, we relate pictorial maps to decorative, illustrative, and figurative maps. Finally, 
as an example of a frequently encountered pictorial object on historic maps, sailing ships 
are identified with two CNNs targeted at object detection. These CNNs output bounding 
box coordinates of individual ancient ships. These detection results may further enhance 
the advanced search of digital map libraries when adding sailing ships to the filter 
options. The development of customised CNN architectures will be the subject of future 
work to improve the accuracy of the individual tasks. 

3.2. Related work 

ANNs, which have been often applied in cartography, are self-organizing maps and 
backpropagation neural networks. Sen et al. (2014), for instance, used a self-organizing 
map for line generalisation, in particular for omitting rivers at certain scales. Merwin et 
al. (2009) interpolated values, such as population counts, of areas, where source and 
target zones are differently subdivided, with a backpropagation neural network. Other 
examples of ANNs in cartography comprise a particle swarm optimisation neural 
network (Y. Wang et al., 2015) or a multilayer perceptron and radial basis function 
network combined with the Weighted Effective Area algorithm (Olszewski et al., 2018). 
CNNs though have been hardly used in cartography. Duan et al. (2018) extracted 
railroads and waterlines from historical topographic maps with a fully convolutional 
network, a CNN which discards fully connected layers. The authors achieved promising 
results with accuracy rates of 85–93%. Feng et al. (2019) trained CNNs to generalise 
building footprints at different scales. The authors were successful in producing visually 
pleasing results and they plan to preserve also rectangularity and parallelisms of 
buildings in the future. Kang et al. (2019) established a classifier for style-transferred 
maps which evaluates whether the design characteristics of the original map were 
preserved. Considering indoor mapping, CNNs helped to find walls (Dodge et al., 2017) 
and junctions (C. Liu et al., 2017), and to detect objects like doors (Dodge et al., 2017; 
Ziran & Marinai, 2018) in floor plans. Due to the scarcity of related work regarding maps, 
we give a brief overview of popular CNNs for the classification of and object detection 
in natural images since we used some of them in our experiments.  

Classification is a task for CNNs aiming to tell what is depicted in an image. One of the 
first CNNs which solved this task adequately was AlexNet (Krizhevsky et al., 2012) 
consisting of five convolutional layers and three fully connected layers. An improvement 
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over AlexNet is a series of VGG networks (Simonyan & Zisserman, 2015) which use 
smaller kernels in the convolutional layers. The most popular versions of these CNNs are 
VGG16 and VGG19, where 16 and 19 correspond to the total number of convolutional 
and fully connected layers. The so-called Inception modules (Szegedy et al., 2015) were 
one of the next advancements, which have convolutional layers with different kernel 
sizes and a pooling layer in parallel. In the following, an identity mapping in parallel to 
convolutional layers was introduced by ResNet (He et al., 2015), leading to better 
optimisations of changes (= residuals) from input to output. Both networks were 
combined to InceptionResNetV2 (Szegedy et al., 2017), which further improved the 
classification accuracy. An alternative with fewer layers but about the same effectiveness 
is given by Xception (Chollet, 2017). Overall, the accuracy (top 1, single model and single 
crop) of distinguishing 1000 categories of the ImageNet (Stanford Vision Lab, 2016) 
dataset on natural images was improved from 62.5% in AlexNet to 79% in Xception and 
80.1% in InceptionResNetV2, as reported in the cited articles.  

Another task of CNNs is to detect the locations of objects in images. At this, R-CNN 
(Girshick et al., 2013) pioneered by feeding resized bounding box proposals, obtained 
by the selective search algorithm (Uijlings et al., 2013), into AlexNet. The performance 
was increased by Fast R-CNN (Girshick, 2015), where the image on the whole next to the 
bounding box proposals are taken as inputs for a classification CNN, namely VGG16. In 
Faster R-CNN (Ren et al., 2017), another iteration, the region proposals are not pre-
generated, but predicted by the CNN from anchor boxes. In parallel to the detectors 
above where the image is processed in multiple stages, CNNs have been developed 
which output labelled regions in one stage. Prominent examples of these one-stage 
detectors are SSD (Liu et al. 2016), RetinaNet (T.-Y. Lin et al., 2020) and YOLO (Redmon 
& Farhadi, 2018). RetinaNet, for instance, concatenates intermediate ResNet layers of 
different resolutions and upsamples those with lower resolutions. Of the described 
architectures, YOLO is the fastest (<50 ms), but RetinaNet is the most precise on average 
(37.8%). 

3.3. Experiments 

3.3.1. Classification of maps vs. non-maps 

Definitions 

Over the years, a multitude of map definitions has been established. In our work, we like 
to apply a modern definition that includes also trends like maps of fictional spaces, 
indoor maps, and 3D visualisations. Conventional definitions, however, do not take 
these current developments into account. For example, according to the International 
Cartographic Association (2003, as cited in Cartwright, 2014), “a map is a symbolized 
image of geographical reality, representing selected features or characteristics, 
resulting from the creative effort of its author’s execution of choices, and is designed for 
use when spatial relationships are of primary relevance” (p. 528). Based on this 
definition, maps are (static) images which clearly neglect the interactivity introduced by 
digital mapping. Therefore, Kraak and Fabrikant (2017) tried to establish a new 
definition by collecting responses of cartographers in a survey. They agreed on the least 
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common denominator of their suggestions and proposed the definition: “A map is a 
visual representation of an environment” (p. 6). Clearly, this definition is not as restrictive 
as previous ones; however, we would deduce that photos, paintings, circuit diagrams, 
and visualisations of non-spatial environments (e.g. social relationships) would be also 
counted as maps. For this reason, we would like to introduce a narrower definition of our 
work:  

 

A map is a scaled-down 2D or 3D representation – optionally animated and interactive – 
of macroscopic spaces – possibly with additional temporal and thematic information – 
where features are symbolised and relationships between them are mainly preserved.  

  

As the definition is formed of different aspects, we like to explain briefly our intentions 
in the following:  

Scaled-down: Map scales shall be always smaller than the identical scale (1:1). A map of 
a model railroad set, for example, would have a very large scale (e.g. 1:5). Upscaled 
representations, such as circuit diagrams of computers, shall be excluded.  

2D or 3D: Maps shall cover 2D planes (e.g. printed map sheets) or 3D spaces (e.g. 
Augmented Reality maps). We would count 2.5D representations to 3D. 1D 
representations, however, like stops of a certain bus line or a list of waypoints for route 
navigation, shall be excluded. We would refer the number of dimensions only to space, 
separately from time and theme (see additional temporal and thematic information) 
which are seen by some as 4D and nD representations. We do not distinguish between 
pseudo- and true 3D, and we would count cartographic 3D representations on 2D 
surfaces (e.g. on computer screens) as 3D maps.  

Representations: Maps shall depict spatial entities in a certain manner (see also Features 
are symbolised), but they are not those entities themselves.  

Animated and interactive: Maps shall include temporal (e.g. glacier motions) and non-
temporal animations (e.g. adaptive generalisation when zooming in). Interactivity, which 
changes the map content by user inputs (e.g. dropdown menu selection), is especially 
relevant for digital maps.  

Macroscopic: Maps shall depict spaces visible to the human eye. Maps of outer space 
(i.e. celestial maps) and indoor spaces (e.g. flats) would thus be included. Microscopic 
spaces on a cellular or atomic level would be excluded. Illustrations like the interior of a 
car or a wardrobe would be a borderline case.  

Spaces: Maps shall depict real-world and fictional spaces (e.g. books, computer games, 
and dreams).  

Additional temporal and thematic information: Space–time cubes and thematic maps 
shall be included. Timelines and mind maps to a certain topic shall be excluded.  

Features are symbolised: The creation process of maps from the data model to the 
visualisation shall follow certain rules and conventions (e.g. styling, generalisation, and 
projection). This shall exclude paintings, where the painter has more freedom, and 
photos, which are not abstracted.  
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Relationships are mainly preserved: The topology of features shall be primarily 
maintained to allow orientation in space; however, some distortions shall be possible 
(e.g. cartograms and small displacements). Depictions where features are arranged by 
other attributes than location, for example when sorting country shapes alphabetically, 
would rather be infographics. 

Data 

In total, 3100 maps and 3100 non-maps were collected from Pinterest (n.d.). On this 
social media website, people can share memorable images. A preview of the image is 
then shown, and in many cases, a link to the original image source is given. Among those 
images are a large number of maps varying in time, spatial extent, theme, and style. 
Since a method to query by text is not offered by the application programming interface 
(API) of Pinterest, we used Google’s (2019) Custom Search API instead to retrieve about 
8000 images with the keyword ‘illustrated map’ and having the site restricted to 
Pinterest. Maps were then separated manually from non-maps to create training and 
validation data for the CNNs. We categorised an image as a map when all non-optional 
criteria of the above definition were fulfilled. In case one of the mandatory requirements 
was violated, we classified the image as a non-map. Mixtures between maps and non-
maps, which are maps or map-related products appearing in the real world or real-world 
objects placed on maps, were excluded because they fit into both categories and their 
amount was about nine times less than the collected images of the other two categories. 
As the number of maps was higher than the number of non-maps, non-maps were 
enriched with 141 images having the keywords ‘illustration’, ‘sketch’, and ‘painting’. 
Another 1569 random non-maps were added by the keyword ‘pinimg’ since this string 
is contained in all URLs of Pinterest images. Too closely zoomed maps, duplicate, and 
very similar images were removed from the search results. The remaining images have 
a width of 566 pixels and a height of 552 pixels on average. We split the images with a 
ratio of 60:40 into training and validation sets for the CNNs. 

Procedure 

We examined the CNNs Xception and InceptionResNetV2 to classify images as either 
maps or non-maps. These networks take RGB images with a size of 299×299px as input. 
As our images exceed the size in either height or width, we tested three methods for 
feeding images into the networks:  

• Resized: Images are resized to the input size without maintaining the aspect 
ratio.  

• Middle random crop: The smaller image side is downscaled to 299px while 
maintaining the aspect ratio. In case the smaller image side is already less than 
299px, this image side is upscaled to 299px while maintaining the aspect ratio. 
Afterwards, in both cases, a random crop is carried out along the larger image 
side to reduce the side to 299px.  

• Random crop: A 299×299px random patch is cropped from the image. In case 
the smaller image side is less than 299px, this image side is first upscaled to 
299px while maintaining the aspect ratio and the other image side is reduced to 
299px (which is identical to the second middle random crop case).  
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The Lanczos filter is used for resizing the images. We assume an equal performance of 
those methods since while the whole image is processed for the first option, undistorted 
details of images are taken into account in the third option. The second option is a 
mixture of the first and third options. During training, crops are randomised for each 
image in each epoch.  

Both CNNs are initialised with weights from models pre-trained on the ImageNet dataset 
and fed with images in batches of 16. The models are retrained for 40 epochs with a 
learning rate of 10−5, binary crossentropy loss and the Adam optimiser. Retraining one 
model took about 90 min with an NVIDIA GeForce GTX 1080 graphics board. We used 
the software library TensorFlow (n.d.) for Python with its high-level API Keras, where 
Xception and InceptionResNetV2 are pre-implemented. 

Results 

We averaged the validation results of three Xception and InceptionResNetV2 models, 
which have achieved the highest accuracy during a training run while changing image 
options (Table 3.1). For our classification tasks, we define accuracy as the number of all 
correct predictions divided by the number of all predictions. A prediction is counted as 
correct when its class score is higher than 0.5. Overall, the accuracies are quite high and 
only marginally different between the different input options in our experiment. As the 
accuracies for the random crop are lower than the other two input options, we calculated 
the accuracy additionally when splitting the image into cells of 299×299px along a 
regular grid and averaging results from these cells by applying the retrained model from 
the random crop. While this approach is more time-consuming, the accuracy is slightly 
higher than in the first two approaches. We also tried to train the models from scratch 
instead of initializing them with ImageNet weights; however, this resulted in a 
significantly lower accuracy. When using a higher learning rate, the loss did not 
converge that smoothly. Using a 70:30 split between training and validation images led 
to an alternating loss. 

 
 Xception InceptionResNetV2 

Resized 96.47% 96.60% 
Middle random crop 96.52% 96.41% 

Random crop 
  - random crop 

  - average over grid 

 
95.50% 
96.63% 

 
95.89% 
96.76% 

Table 3.1: Correct classifications of maps and non-maps for the examined CNNs and image input 
options (as explained in Procedure). The values are averages of validation accuracies of three 
retrained models having achieved the highest accuracy during training. 

The classification results for a threshold of 0.5 are nearly consistent in the areas under 
the Receiver Operating Characteristics (ROC) curves for the different image input 
options (Figure 3.1). ROC curves show the relationship between the true- and false-
positive rates for varying classification thresholds. The area under the curve (auc) is 1 in 
an ideal case. To distinguish between maps and non-maps, averaging the score of image 
grid cells leads to the largest auc (0.994) and the random crop to the smallest auc (0.991) 
for both classification models. Interestingly, Xception is slightly more performant than 
InceptionResNetV2 for the average over the grid calculation considering the auc metric.  
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Figure 3.1: ROC curves (enlarged) and auc scores for the tested CNNs and image evaluation 
options to classify maps and non-maps 

As the CNNs achieve a high categorisation accuracy between maps and non-maps, we 
only show the failure cases as qualitative results. An artistically styled world map, a street 
and store map of Los Angeles, and a perspective city map of Torun (Figure 3.2) were 
misclassified in all 12 runs of the two networks for resizing and averaging over the grid. 
We restricted ourselves to these two methods as they do not involve any randomisation 
during evaluation. According to our definition, the first example is considered a map 
because it maintains shapes and spatial relationships between the continents, while the 
latter example annotates a 3D scene with enlarged buildings. The second example 
would be counted as a map even with a more conservative definition. Regarding non-
maps, the CNNs wrongly categorised a graph showing relations between painters, a 
collage of letters and telegrams, and US states shaped like a heart (Figure 3.3) in 11 out 
of 12 runs. As thematic and not spatial relationships are depicted in the first case, and as 
topology is not preserved in the latter case, we do not count them as maps based on our 
definition. The second case is clearly no map, even with a broader definition. 
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Figure 3.2: The three most frequently misclassified maps by both CNN models for resized and 
average over grid image evaluation options (image sources: Pinterest8, 9, 10) 

 

Figure 3.3: The three most frequently misclassified non-maps by both CNN models for resized 
and average over grid image evaluation options (image sources: Pinterest11, 12, 13) 

3.3.2. Classification of pictorial maps vs. non-pictorial maps 

Definitions 

In this section, we characterise pictorial maps and relate them to decorated/decorative, 
illustrated/illustrative, and figurative maps. “’Pictorial’ as opposed to ‘decorative’ maps 
might be defined as those which are intended primarily for instruction conveyed by 
means of naturalistic or realistically drawn details” (Child, 1956, p. 6). Wallis and 
Robinson (1987) state that “topographical information is delineated by more or less 
realistic drawings, illustrations of features in elevation and small bird’s eye view sketches” 
(p. 43) in pictorial maps. Both definitions have in common choosing verisimilar (i.e. very 
close to reality) or indexed (i.e. parametric) representations (Bodum, 2005) for map 
features. These realistically drawn objects – or alternatively pictures (i.e. paintings or 
photos) in panels – could be placed inside the map, on the map border, or beside the 
map. Anthropomorphic maps, where figures coalesce with the map content, would also 

                                                           
8 https://i.pinimg.com/736x/9d/40/93/9d4093cebf375ef698c2022857b83de4--world-map-canvas-world-
map-art.jpg 
9 https://i.pinimg.com/736x/5e/94/a1/5e94a1054a88227364c82db48cbbd747--easter--food-design.jpg 
10 https://i.pinimg.com/736x/f5/7d/38/f57d38e1acddef874dcb529fee617290--maps.jpg 
11 https://i.pinimg.com/736x/bb/4c/52/bb4c5218917d2368937279be05deb528--moma-org-the-artist.jpg  
12 https://i.pinimg.com/736x/bb/8d/1b/bb8d1b57149f189eaf3deed58e4a7482.jpg 
13 https://i.pinimg.com/736x/c1/4c/0a/c14c0a9ec176a79addef054c1e134e95--heart-map-my-heart.jpg 

https://i.pinimg.com/736x/9d/40/93/9d4093cebf375ef698c2022857b83de4--world-map-canvas-world-map-art.jpg
https://i.pinimg.com/736x/9d/40/93/9d4093cebf375ef698c2022857b83de4--world-map-canvas-world-map-art.jpg
https://i.pinimg.com/736x/5e/94/a1/5e94a1054a88227364c82db48cbbd747--easter--food-design.jpg
https://i.pinimg.com/736x/f5/7d/38/f57d38e1acddef874dcb529fee617290--maps.jpg
https://i.pinimg.com/736x/bb/4c/52/bb4c5218917d2368937279be05deb528--moma-org-the-artist.jpg
https://i.pinimg.com/736x/bb/8d/1b/bb8d1b57149f189eaf3deed58e4a7482.jpg
https://i.pinimg.com/736x/c1/4c/0a/c14c0a9ec176a79addef054c1e134e95--heart-map-my-heart.jpg
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count as pictorial maps. With instruction, Child seems to refer to educative maps for 
students or interested adults which explain certain topics (e.g. animals of the world, the 
cuisine of a country, and industries of a city) by pictorial symbols. These thematic maps 
are missing in Wallis and Robinson’s definition as only topographic information is 
mentioned. In return, it is indicated that pictorial maps could be drawn from an oblique 
angle, thus panoramic/perspective maps would also be a subset of pictorial maps. 

According to Child (1956), maps are decorative when “the composition, lettering and 
embellishments have all been considered as parts of the design” (p. 32). While we think 
that composition is important for all kinds of maps, flourishes in lettering may be a 
distinct property of decorative maps. In addition, embellishments like cartouches and 
ornamentation seem to occur frequently in decorative maps. Other authors of books 
(e.g. Barron, 1990; Skelton, 1966) give many examples of decorative maps, but not a 
clear definition. Theoretically, people may declare maps as decorative when they 
beautify a place, for instance, a wall map decorating a living room. Illustrated maps are 
also only vaguely defined. According to Roman (2015), illustrated maps “compress and 
distort the reality to fit the mental image of a place” (p. 6). A corresponding example 
would be a touristic map showing selected landmarks of a city. Moreover, illustrative 
objects could support topographic features, such as parasols on a beach. Illustrated 
maps are rather artistic than technical because they are created mainly by painters, 
architects, designers, geographers, historians, or reporters (A. Antoniou & Kotmair, 
2015). Lastly, the term figurative map is coined by the title of Minard’s (1869) map of 
Napoleon’s Russian Campaign. The map contains numbers (= figures) indicating troop 
levels but not any images. In other maps like ‘The figurative map of Adriaen Block’ 
(1614), a decorated scale bar and compass rose are present. Van Bleyswijck’s (n.d.) 
‘Kaart Figuratief’ depicts pictorial objects like houses and ships as well as images of 
places of interest in the city of Delft beside the map. As the term figurative has different 
meanings, what is reflected in these titles, we can assume that some but not all figurative 
maps are pictorial maps. 

Concluding, we would define pictorial maps as those with verisimilar and indexed 
representations, which are rather individual than typified. Non-pictorial maps would be 
those with more abstract representations, which are icons/pictograms, geometric 
shapes, and labels referring to Bodum (2005). We would use the terms 
illustrated/illustrative maps synonymously with pictorial maps. We would refer to 
decorated/decorative maps when labels or elements like title, legend, north arrow, scale 
bar, and map frame are embellished. When referring to symbols, all maps would be 
figurative as they convey a certain meaning and they are not meant to be interpreted 
literally. When referring to images, pictorial maps would be figurative. When referring 
to creatures, only maps with humans/humanoids, animals, or mythological creatures 
would be figurative. 

Data 

From the dataset used in the first experiment, we selected 1500 pictorial maps and 1500 
non-pictorial maps. Pictorial maps contain realistically drawn objects (e.g. persons, cars, 
and houses) and show space in 2D projection or 3D perspective. Non-pictorial maps are 
2D representations which include abstract geometries (e.g. points, lines, and polygons), 
icons, and labels. Maps of both types vary in creation dates, scales, locations, themes, 
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and styles. We split the maps into training and validation sets with a ratio of 60:40. The 
maps have a width of 586 pixels and a height of 553 pixels on average. 

As we are mainly interested in finding pictorial objects, we excluded 100 of the maps 
from the first dataset for this experiment. Those are anthropomorphic maps (e.g. 
Eytzinger and Hogenberg’s (1583) Leo Belgicus), where pictorial objects cover a large 
area of the map, and maps showing 3D reliefs without any other pictorial objects (e.g. 
Berann’s (1989) Yosemite panorama). Maps depicting mountains in a molehill manner 
(e.g. Coronelli’s (1690) Abyssinia map) were also excluded as we see molehills as a 
mixture of an iconic and parametric representation. 

Procedure 

Similar to the first experiment, we retrained models for Xception and InceptionResNetV2 
to categorise a map as either pictorial or non-pictorial. The CNNs use the same 
hyperparameters (i.e. weights, batch size, learning rate, loss function, and optimiser) as 
in the first experiment. For feeding the images into the networks, two input options were 
compared: 

• Resized: Map images are resized to 299×299px without maintaining the aspect 
ratio.  

• Manual gridded crop: Map images are partitioned along a regular grid into cells 
of 299×299px, at which cells may overlap and image sides smaller than 299px 
are upscaled to this size. Next, cells were manually identified where pictorial 
objects are present. Only those cells are taken into account as training data for 
pictorial maps, whereas all grid cells are available as candidates for non-pictorial 
maps. In every epoch, one cell is selected randomly for each of the pictorial and 
non-pictorial maps. 

Again, the Lanczos filter is used for resizing the images. A middle and a complete 
random crop are not possible for this experiment since this may lead to regions which 
do not contain any pictorial objects. 

Results 

Again, we evaluated three Xception and InceptionResNetV2 models, which have 
reached the highest validation accuracy during a training run, and averaged their 
validation results while altering image options (Table 3.2). Overall, the number of correct 
categorisations between pictorial and non-pictorial maps is 88–92%, hence at a high 
level, though it is lower than that in the first experiment. In all evaluation options but one 
(i.e. random crop), Xception is more accurate than InceptionResNetV2. Retraining the 
classification models with manually identified grid cells containing pictorial objects and 
applying the retrained models to images with randomly cropped cells led to a 
decreased accuracy compared to the resizing option. Considering a map as a pictorial 
one when at least one of the grid cells contains pictorial objects, then the accuracy is 
similar to the resizing option. When averaging the classification results of image grid 
cells, the accuracy improved by about 2% in relation to those two options. 
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 Xception InceptionResNetV2 
Resized 89.64% 88.61% 

Manual gridded crop 
  - random crop 

  - one pictorial cell within grid 
  - average over grid 

 
87.69% 
89.14% 
91.89% 

  
88.00% 
88.67% 
90.83% 

Table 3.2: Correct classifications of pictorial maps and non-pictorial maps for the examined CNNs 
and image input options (as explained in Procedure). The values are averages of validation 
accuracies of three retrained models having achieved the highest accuracy during training. 

According to the ROC curves (Figure 3.4), the evaluation option to declare maps as 
pictorial when at least one of the image grid cells is predicted as pictorial seems to be 
more suited for higher classification thresholds. Higher thresholds reduce the number 
of positive outcomes, thus eventually lead to more true negatives but also more false 
positives. In contrast to a threshold of 0.5, the one pictorial cell within the grid option 
has a similar performance to averaging the scores over the grid considering the auc 
scores of the two CNNs. The options to resize or to crop a random part of an image 
perform similarly to the previous metric. Overall, the auc scores of Xception are higher 
than those of InceptionResNetV2 for all matching image evaluation options. 

 

Figure 3.4: ROC curves (enlarged) and auc scores for the tested CNNs and image evaluation 
options to classify pictorial maps and non-pictorial maps 
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As the CNNs categorised pictorial and non-pictorial maps mostly successfully, we 
selected only some failure cases, which occurred in all 12 runs. For evaluation, we 
selected the same options – resizing and averaging over the grid – as in the first 
experiment. Examples of frequently misclassified pictorial maps (Figure 3.5) are a 
subway illustration on a Tokyo metro map, photos on a Beijing city map, and pictorial 
objects (e.g. lighthouse, rainbow and horse) on an Iceland map. In all three maps, 
pictorial objects are relatively small. Regarding nonpictorial maps (Figure 3.6), a fantasy 
indoor map, a Rome city map, and a papercraft world map were often wrongly classified. 
While the first example may be a borderline case of our definition, it is not clear which 
activation may have triggered the misclassification of the second and third examples. 

 

Figure 3.5: Selection of three frequently misclassified pictorial maps by both CNN models for 
resized and average over grid image evaluation options (image sources: Pinterest14, 15, 16) 

 

Figure 3.6: Selection of three frequently misclassified non-pictorial maps by both CNN models for 
resized and average over grid image evaluation options (image sources: Pinterest17, 18, 19) 

                                                           
14 https://i.pinimg.com/736x/b6/d2/d1/b6d2d1375ac9808cc2998c814862e5d8.jpg 
15 https://i.pinimg.com/736x/51/d7/8b/51d78ba2f5a0f8217a20dbb7fe8ca883--nice-map-beijing.jpg 
16 https://i.pinimg.com/736x/50/a8/5a/50a85a6ea7ee74f36b5141138d47a281.jpg 
17 https://i.pinimg.com/736x/5c/0a/a1/5c0aa1e7bfd262b50d2b6e43c237b833.jpg 
18 https://i.pinimg.com/736x/6f/34/73/6f34737d2cc282e23c5668217ddf3544--printable-maps-vintage-
printable.jpg 
19 https://i.pinimg.com/736x/5f/f7/a2/5ff7a22d4cdf35580c12a654ac208ca5--map-mind-illustrated-maps.jpg 

https://i.pinimg.com/736x/b6/d2/d1/b6d2d1375ac9808cc2998c814862e5d8.jpg
https://i.pinimg.com/736x/51/d7/8b/51d78ba2f5a0f8217a20dbb7fe8ca883--nice-map-beijing.jpg
https://i.pinimg.com/736x/50/a8/5a/50a85a6ea7ee74f36b5141138d47a281.jpg
https://i.pinimg.com/736x/5c/0a/a1/5c0aa1e7bfd262b50d2b6e43c237b833.jpg
https://i.pinimg.com/736x/6f/34/73/6f34737d2cc282e23c5668217ddf3544--printable-maps-vintage-printable.jpg
https://i.pinimg.com/736x/6f/34/73/6f34737d2cc282e23c5668217ddf3544--printable-maps-vintage-printable.jpg
https://i.pinimg.com/736x/5f/f7/a2/5ff7a22d4cdf35580c12a654ac208ca5--map-mind-illustrated-maps.jpg
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3.3.3. Detection of sailing ships on maps 

Definitions 

Ships seem to be one of the most frequently appearing pictorial objects on maps from 
the late Middle Ages and Renaissance. At those times, ships were mainly used for 
exploration (e.g. Columbus discovering America), fishing (e.g. with harpoons and nets), 
trade (e.g. Italian merchants with the Far East), and battles (e.g. in the Anglo-Spanish 
War 1585–1604). Maps, such as portolan charts, were essential for navigation in all of 
these nautical endeavours. Map-makers seem to have placed ships on these maps as a 
symbol for the above uses, to attract attention, and to simply cover empty areas 
(Reinhartz, 2012). One of the earliest maps which features ships was Cresques’s (1375) 
Catalan Atlas. A junk and a boat with pearl fishers in the Indian Ocean, a galley near the 
Canaries, and another ship in the Caspian Sea are depicted on this world map (Unger, 
2010). Ships mostly depict common types of the era and rarely represent specific 
instances – such as Magellan’s Victoria on Ortelius’s (1589) map ‘Maris Pacifici’. As 
copyright laws were introduced not before the eighteenth century, cartographers often 
reused images of ships (Reinhartz, 2012), for example, from Bruegel the Elder’s (1565) 
template showing 16 different ship types.  

The word ship, which is a part of our everyday language, is defined as a “large sea-going 
vessel” and as “a vessel having a bowsprit and three masts” (OED Online, 2022a). For 
our purposes, we like to define ships as large sea-going vessels with at least one mast 
but not necessarily a bowsprit. Sails on the masts may be hoisted or lowered, and 
paddles and flags may be present. Barques, brigs, carracks, clippers, galleys, galleons, 
or junks would be exemplary ship types which we like to detect with CNNs. We like to 
differentiate ships from boats which are “small, typically open vessel[s] for travelling over 
water” (OED Online, 2022a). Commonly, it is distinguished that a ship can carry boats 
but a boat cannot carry ships. We also like to exclude submarines, which are able to 
travel underwater, and modern ships. To the latter would count nineteenth-century 
steam ships (e.g. paddle steamers), for instance, as well as twentieth-century passenger 
ships (e.g. cruise ships), cargo ships (e.g. container ships), fishing ships (e.g. trawlers), 
utility ships (e.g. icebreakers), and warships (e.g. aircraft carriers). 

Data 

We obtained 525 maps and illustrations with 3200 ships from 11 digital map libraries. 
Most of them were listed and described on the website ‘Map History/History of 
Cartography’ (Campbell, 2019). A complete list of libraries where we collected the maps 
is given in Table 3.7 in the Appendix. As only a few libraries offered APIs to search and 
download maps programmatically, we retrieved the maps mainly by crawling the 
websites and parsing their HTML content with Python scripts. For smaller collections, we 
obtained maps manually via the graphical user interface of the websites. If possible, we 
restricted our search to maps from the fifteenth century to the eighteenth century. The 
maps have an average width of 1116px and an average height of 907px. We split the 
maps with a ratio of 60:40 into training and validation sets for the CNNs. There are 294 
maps with 1918 ships in the training set and 231 maps with 1283 ships in the validation 
set. Maps originating from the same digital map library are either in the training or in the 
validation set, but not in both; 41 maps of the validation set do not contain any ships. 
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Procedure 

We compare two popular CNNs, Faster R-CNN and RetinaNet, to detect bounding 
boxes of ships in historic maps. Faster R-CNN extracts features20 and proposes regions 
of interest in the first stage, and predicts bounding box coordinates in the second stage. 
In RetinaNet, these tasks are performed in one stage using a pyramid of feature maps21 
with multiple scales. In our experiments, we use TensorFlow implementations of Faster 
R-CNN and RetinaNet (Gaiser, 2018). We chose ResNet50 as a sub-CNN for feature 
extraction since models pre-trained on natural images of ResNet architectures with more 
layers were not available for RetinaNet. When detecting objects in the COCO (2015) 
natural images dataset with ResNet50, Faster R-CNN achieves an average precision of 
30% (J. Huang et al., 2019) and RetinaNet of 35% (Gaiser, 2018). In this metric, a 
detection is marked as correct when the intersection over the union of a ground-truth 
bounding box and a predicted bounding box (i.e. area of overlap/area of union) lies 
above a certain threshold. The average precision, which is the primary COCO metric 
used for comparisons, is the arithmetic mean for 10 different thresholds ranging from 
50% to 95% in steps of 5%. Other COCO metrics consider only a certain threshold (i.e. 
50% or 75%) or are applied only to bounding boxes of a certain size (small < 32²px; large 
> 96²px; medium in between). While COCO metrics were available for the Faster R-CNN 
implementation when training on custom datasets, we had to calculate them separately 
for RetinaNet with the Python COCO API. For both CNNs, we included bounding boxes 
with confidence scores > 0 in the calculations.  

For our ship dataset, we trained Faster R-CNN with a learning rate of 10-4 for 50 epochs 
and RetinaNet with a learning rate of 10−5 for 30 epochs. Both networks received images 
in batches of 1 (i.e. single images), and images were flipped randomly along their 
horizontal axes as the only augmentation technique. Objects within an image are linked 
to anchors, which are rectangles with different ratios and scales. The anchor centres are 
distributed in equal intervals (= strides) over the image. We did not modify the 
predefined anchor ratios (i.e. 2:1, 1:1 and 1:2); however, we tested different anchor 
scales (see Table 3.3–Table 3.6). The existing Faster R-CNN model was trained on scales 
of 0.25, 0.5, 1.0 and 2.0, whereas the pre-trained RetinaNet model was set to scales of 
20, 21/3 and 22/3 (≈ 1.0, 1.26, 1.59). As ships usually cover only a small area of the image, 
we optimised the CNNs accordingly: 

• Faster R-CNN configuration for small objects: We set the first stage features 
stride as well as the height and width stride of anchors to 8 instead of 16. The 
modification of the first stage features stride increases the size of the output 
feature map of ResNet50 so that more details of smaller objects will be 
preserved. The change of height and width stride results in smaller differences 
between anchors centres, thus leading to a finer virtual grid on the images where 
the anchors will be attached. In total, the number of trainable parameters stays 
the same.  

• RetinaNet configuration for small objects: We used the first four out of five 
outputs of intermediate layers of ResNet50 instead of the last four. Anchor 
strides and anchor sizes are halved and feature pyramid levels 2–6 are used 

                                                           
20 Features characterise objects in CNNs; they should not be confused with cartographic or geographic 
features. 
21 Feature maps are outputs of intermediate or final layers in CNNs. 
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instead of 3–7. By this, images are less down-sampled so that details of smaller 
objects can be better preserved. As a positive side effect, the number of 
trainable parameters is halved.  

On an NVIDIA GTX 1080, one epoch of training our ship dataset took both Faster R-CNN 
and RetinaNet about 1min30s for the normal configuration. For the configuration for 
small objects, the training time needed for one epoch increased to 2min20s for Faster 
R-CNN and to 2min10s for RetinaNet. 

Results 

We calculated the mean of the highest validation average precisions of three different 
training runs for Faster R-CNN (Table 3.3) and RetinaNet (Table 3.4) with different anchor 
scales. The predefined scales of Faster R-CNN reached the third-highest average 
precision, while the predefined scales of RetinaNet were the second highest. For both 
CNNs, a reduction of predefined scale values led to the best result for our dataset. Scales 
with other values resulted in lower average precisions. Here the predefined RetinaNet 
values scored astonishingly poor for Faster R-CNN. In general, the average precisions of 
RetinaNet were 8–10% higher than those of Faster R-CNN. We observed an overall 
increase in average precisions for the Faster R-CNN configuration for small objects 
(Table 3.5) and diverging results for RetinaNet (Table 3.6). Besides the preset scales of 
RetinaNet, we note a 7% increase in average precisions for Faster R-CNN and a 1% 
increase for RetinaNet of the two-scale combinations which achieved also the highest 
scores with the standard configuration. Three scale combinations for RetinaNet resulted 
in lower precisions while one remained on about the same level. Still, the top two results 
of RetinaNet are about 4% higher than the two highest average precisions of Faster R-
CNN. Qualitative results show that larger freestanding ships are recognised well (Figure 
3.7). With smaller sizes and more occlusions between the ships, however, the detection 
accuracy drops (Figure 3.8). 
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Scales AP AP50 AP75 APsmall APmedium APlarge 
1.0, 1.26, 1.59 5.4% 15.35% 2.01% 0.83% 7.75% 12.95% 

0.5, 1.0, 1.5 20.24% 48.15% 12.66% 9.34% 26.3% 34.36% 
0.25, 0.5, 1.0, 2.0 * 23.4% 55.05% 14.99% 12.82% 30.17% 34.37% 

0.25, 0.5, 1.0 23.6% 54.67% 14.91% 12.76% 30.52% 35.06% 
0.125, 0.25, 0.5, 1.0 24.93% 56.86% 16.91% 15.15% 31.46% 35.29% 

0.0625, 0.125, 0.25, 0.5, 1.0 23.55% 54.91% 15.85% 12.77% 30.35% 34.71% 

Table 3.3: Average COCO metrics of the best Faster R-CNN models of three runs for different 
scales (* = preset) 

 
Scales AP AP50 AP75 APsmall APmedium APlarge 

1.0, 1.26, 1.59 * 34.82% 58.56% 36.99% 20.72% 44.84% 45.25% 
0.5, 1.0, 1.5 35.37% 59.74% 37.69% 22.65% 44.35% 44.72% 

0.25, 0.5, 1.0, 2.0 33.10% 58.67% 33.44% 21.64% 41.36% 42.99% 
0.25, 0.5, 1.0 32.18% 57.62% 32.94% 21.78% 39.34% 41.52% 

0.125, 0.25, 0.5, 1.0 32.62% 59.20% 32.39% 21.82% 40.39% 41.04% 
0.0625, 0.125, 0.25, 0.5, 1.0 32.95% 59.03% 33.80% 22.35% 40.47% 40.96% 

Table 3.4: Average COCO metrics of the best RetinaNet models of three runs for different scales 
(* = preset) 

 
Scales AP AP50 AP75 APsmall APmedium APlarge 

1.0, 1.26, 1.59 6.7% 15.66% 4.4% 1.6% 9.18% 16.44% 
0.5, 1.0, 1.5 27.61% 53.12% 26.2% 14.75% 36.28% 38.38% 

0.25, 0.5, 1.0, 2.0 * 31.48% 61.04% 28.91% 18.75% 40.04% 42.68% 
0.25, 0.5, 1.0 30.58% 60.57% 26.58% 17.78% 38.76% 42.54% 

0.125, 0.25, 0.5, 1.0 32.26% 62.92% 28.97% 19.39% 40.66% 43.44% 
0.0625, 0.125, 0.25, 0.5, 1.0 31.77% 61.06% 29.78% 18.39% 40.64% 42.64% 

Table 3.5: Average COCO metrics of the best Faster R-CNN models for small objects of three runs 
configuration and different scales (* = preset) 

 
Scales AP AP50 AP75 APsmall APmedium APlarge 

1.0, 1.26, 1.59 * 35.99% 63.02% 37.04% 25.91% 43.91% 41.10% 
0.5, 1.0, 1.5 36.24% 63.35% 38.57% 26.25% 43.65% 42.10% 

0.25, 0.5, 1.0, 2.0 28.45% 56.63% 24.45% 19.12% 35.79% 33.48% 
0.25, 0.5, 1.0 32.37% 60.19% 31.73% 23.06% 39.87% 35.76% 

0.125, 0.25, 0.5, 1.0 30.04% 59.04% 27.65% 20.20% 37.70% 34.11% 
0.0625, 0.125, 0.25, 0.5, 1.0 29.68% 58.80% 26.73% 20.70% 36.92% 32.80% 

Table 3.6: Average COCO metrics of the best RetinaNet models for small objects of three runs 
configuration and different scales (* = preset) 



 
Detection of Pictorial Map Objects with Convolutional Neural Networks 

48 
 

 

Figure 3.7: Ground truth (left) and detected bounding boxes (right) with the best trained Faster R-
CNN model (AP: 32.8%) for large, freestanding ships (original image source: Sammlung Ryhiner22) 

 

Figure 3.8: Ground truth (left) and detected bounding boxes (right) with the best trained 
RetinaNet model (AP: 36.8%) for occluded and small ships (original image source: Biblioteca 
Digital Hispánica23) 

  

                                                           
22 https://biblio.unibe.ch/web-apps/maps/zoomify.php?col=ryh&pic=Ryh_3106_1 
23 http://bdh-rd.bne.es/viewer.vm?id=0000022147 

https://biblio.unibe.ch/web-apps/maps/zoomify.php?col=ryh&pic=Ryh_3106_1
http://bdh-rd.bne.es/viewer.vm?id=0000022147
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3.4. Discussion 

For our experiments, we prepared datasets for training and evaluating CNNs to detect 
pictorial map objects. Maps and images in the first dataset originate from Pinterest. We 
tried to limit similarly styled maps and similar motifs of images to two to three examples 
since some user-pinned map series and a large number of similar object types (e.g. cars, 
stitchery). To increase the difficulty, we added other artificial images than maps, such as 
sketches or invitation cards. The proportion of maps covering Europe and North 
America is higher than that of other continents; similar seems to be the case for the 
mapmakers, who are largely unknown on Pinterest. Thus, applying the retrained CNNs 
to maps of other cultural backgrounds and of other data sources would probably lead 
to decreased accuracies. The geographic coverage of the second dataset with its ancient 
sailing ships is similar to the first dataset, but here maps originate from different digital 
map libraries. The amount of training data is not as high as in other training datasets; 
however, the categorisation of maps and pictorial maps as well as the annotation of 
bounding boxes should be consistent as it has been curated by one person. Used 
definitions are not meant to be carved in stone; they can still be altered and networks 
fed with other training data accordingly. Although our map definition mentions 
interactive or animated maps, only static maps were used in our experiments, but 
theoretically screenshots from 2D or 3D map applications, web map services, or single 
frames from videos could be also taken as inputs for the CNNs. Concerning map 
applications and services, we would suggest that rather machine-readable interfaces 
should be provided to verify their identity and access their source data, which is already 
partly specified by OGC and ISO standards, than having to parse the map content with 
CNNs. 

Overall, the accuracy of correctly distinguishing maps from non-maps as well as of 
pictorial maps from nonpictorial maps is quite high with more than 91%. The CNNs show 
a better performance than other machine learning methods like support vector 
machines or k-nearest neighbour, which achieved an F1 score (i.e. another metric for 
accuracy) of 74% for a similar map classification task (A. Goel et al., 2011). With image 
augmentation techniques – like translation, rotation, and scaling – or model ensembles 
– where different CNNs models are combined, our obtained accuracy may be increased 
even more. We did not apply these techniques as we would primarily investigate 
differences between Xception and InceptionResNetV2. Although newer CNN models 
exist with better accuracies, we chose those models as they share the same input size of 
images and they are available in the same library and programming language. Similar 
applies to compare Faster R-CNN and RetinaNet as both have the same backbone (i.e. 
ResNet50) and backend (i.e. TensorFlow) but different APIs. Faster R-CNN is harder to 
modify because it uses a lower-level API, that is why only configuration parameters were 
changed and not the network architecture as done for RetinaNet for small objects. 
Quantitative results from the object detection task cannot be directly compared with 
those of the classification tasks as we reported the values in the common COCO format. 
Qualitative results are convincing when ships are not too crowded, too small, or too 
blurry. How these difficulties may be solved is addressed in the future work section. 

Our classification experiments to identify maps and pictorial maps resulted in a speed-
accuracy trade-off: While feeding resized images into the CNNs is faster than splitting 
the images into grid cells and inputting those for validation, averaging the predicted 
classification scores of the cells is more accurate. The input of 299px images for 
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classification tasks is justified by the CNN architectures. Enlarging the input size would 
increase the number of learnable parameters, which may lead to memory shortages on 
the graphic board. Current attempts like EfficientNet (Tan & Le, 2019) optimise the 
number of parameters, but they rather target improving the performance than feeding 
in high-resolution images. We would argue that it is not necessary to input maps at high 
resolutions because humans can also recognise maps at some distance without 
inspecting all details. Only if details were important, higher resolutions would be 
advantageous, for instance, to identify small pictorial objects. This may explain why the 
accuracy of cropping images was higher than the resizing strategy in our second 
experiment, whereas the tested input strategies had a similar accuracy in the first 
experiment. 

Only the resizing option was available in the object detection libraries; however, other 
hyperparameters like anchor scales and strides could be tuned. It cannot be excluded 
that other anchor scale values yield better results since ours were manually determined, 
partly with the help of a debugging tool for RetinaNet. Reducing the anchor strides 
increased the detection accuracy of Faster R-CNN; however, it was not possible to 
reduce the strides further due to constraints in the network configuration. The 
adaptation to detect smaller objects with RetinaNet also increased the accuracy and 
reduced the number of trainable parameters. Limiting the number of ResNet50 levels to 
three would have caused a reduction of levels in the feature pyramid network, which we 
assume is not desirable since the factor between the smallest resized (2×2px) and largest 
resized ship (298×345px) is about 27 to 28. The size of the smallest resized ship also 
demonstrates that it is only barely detectable for the CNNs. It is not clear at this point if 
both configurations for small objects can be combined in one or both CNNs to increase 
the accuracy even more. 

3.5. Summary and future work 

In this paper, we examined identifying pictorial objects in historic and contemporary 
maps with CNNs. We reached an accuracy of about 97% to classify maps and non-maps 
with Xception and InceptionResNetV2. With about 92%, the accuracy was lower to 
distinguish between pictorial and non-pictorial maps. For the first task, the accuracy of 
Xception and InceptionResNetV2 was about the same, for the second task Xception was 
slightly more accurate than InceptionResNetV2. From the examined input options, 
calculating the average over regular image grid cells achieved the highest accuracy; 
however, this method is more computationally intensive than resizing the images. An 
average precision of about 32% could be obtained with Faster R-CNN and of about 36% 
with RetinaNet, both having ResNet50 as a backbone, to recognise sailing ships in maps. 
Configuring the networks to detect small objects increased the accuracy for both CNNs, 
in the case of Faster R-CNN more than that of RetinaNet. Reducing the anchor scale 
values from the original setup led also to higher accuracies. With our modifications, the 
average precision is slightly higher than the baselines for detecting objects in natural 
images with these networks. 

Future work may extend our datasets with additional training data, for example by 
harvesting images from other websites or by synthetically creating special cases with 
maps in real-world images or zoomed-in maps. Also, other map types than pictorial 
maps could be classified, for instance, based on the visualisation type (e.g. chart maps), 
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the dimensionality (2D/3D) or the level of representation (abstract-realistic). Map types 
requiring a semantic understanding of the content, like usage (e.g. hiking) or theme (e.g. 
weather), would go beyond the visual recognition capabilities of CNNs though. For 
object detection, datasets with other types of pictorial objects could be prepared, such 
as persons, animals, or sea monsters. Eventually, these objects could be detected class-
agnostically with weakly supervised methods (Gonthier et al., 2018). Another ability of 
CNNs is to detect visually salient objects (Borji et al., 2015), which could help 
cartographers to quantify A-level pictorial objects according to Roman’s (2015) ABC 
rule. 

Our detection accuracy may be improved by special CNN architectures for small objects 
(Eggert et al., 2017) as well as for crowded and occluded objects (Wang et al. 2018). 
Also, new trends like dilated (Hamaguchi et al., 2018) and deformable convolutions (Dai 
et al., 2017) may further increase the accuracy. Even hyperparameters may be optimised, 
and CNNs architectures may be created automatically (Zoph & Le, 2017). Novel CNN 
architectures like Mask R-CNN (He et al., 2017) and DeepLab (L. Chen et al., 2018) would 
be able to extract not only bounding boxes but also silhouettes of objects. Similarity 
metrics (Krizhevsky et al., 2012) could enable finding map series with a certain style of 
an author (e.g. artist, map agency) or maps produced with the same software. 
Calculating similarity metrics for single map objects (e.g. ships) would facilitate detecting 
duplicates, which could reveal hidden relationships between ancient cartographers. In 
combination with a metric on map readability (i.e. how accurately can map features be 
extracted), map producers could develop a style which is well-readable, yet 
distinguishable from others. 

The overarching goals for cartographic research on CNNs would be to identify maps, to 
vectorise, georeference, and attribute them in a first step, and extract metadata in a 
second step. Similarity metrics to other maps or map objects could be derived from the 
CNN outputs in a third step. This would allow creating a global search engine, which 
indexes maps on the internet. Next to a simple text-based search, more sophisticated 
search filters could be provided, for example for map features (e.g. rivers and place 
names) or metadata (e.g. coordinate reference system and map style). Tools like an 
inverse map search or recommendations of similar maps are also thinkable due to the 
similarity metrics. With our three experiments, we contributed to finding maps on the 
internet as well as to extracting data (i.e. certain map objects) and metadata (i.e. a certain 
map type). 
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Appendix 

Library Website Maps used 
Beinecke Rare Book & Manuscript Library https://brbl-dl.library.yale.edu/  159 

Biblioteca Digital Hispánica http://www.bne.es/  35 
Bibliotheque Nationale de France https://gallica.bnf.fr/  63 

Bodleian Library https://digital.bodleian.ox.ac.uk/  16 
Norman B. Leventhal Map & Education Center https://collections.leventhalmap.org/  17 

David Rumsey Map Collection https://www.davidrumsey.com/  33 
John Carter Brown Library https://jcb.lunaimaging.com/  33 

Library of Congress https://www.loc.gov/  6 
New York Public Library https://www.nypl.org/  7 

Royal Museum Greenwich https://pro.europeana.eu/  7 
Sammlung Ryhiner https://www.unibe.ch/universitaet/ 

dienstleistungen/universitaetsbibliothek/ 
recherche/sondersammlungen/ 

kartensammlungen/index_ger.html  

149 

Table 3.7: Digital libraries from which historic maps with sailing ships were retrieved for training 
Faster R-CNN and RetinaNet 

  

https://brbl-dl.library.yale.edu/
http://www.bne.es/
https://gallica.bnf.fr/
https://digital.bodleian.ox.ac.uk/
https://collections.leventhalmap.org/
https://www.davidrumsey.com/
https://jcb.lunaimaging.com/
https://www.loc.gov/
https://www.nypl.org/
https://pro.europeana.eu/
https://www.unibe.ch/universitaet/dienstleistungen/universitaetsbibliothek/recherche/sondersammlungen/kartensammlungen/index_ger.html
https://www.unibe.ch/universitaet/dienstleistungen/universitaetsbibliothek/recherche/sondersammlungen/kartensammlungen/index_ger.html
https://www.unibe.ch/universitaet/dienstleistungen/universitaetsbibliothek/recherche/sondersammlungen/kartensammlungen/index_ger.html
https://www.unibe.ch/universitaet/dienstleistungen/universitaetsbibliothek/recherche/sondersammlungen/kartensammlungen/index_ger.html
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Key findings 
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Abstract 

In recent years, convolutional neural networks (CNNs) have been applied successfully to 
recognise persons, their body parts and pose keypoints in photos and videos. The 
transfer of these techniques to artificially created images is rather unexplored, though 
challenging since these images are drawn in different styles, body proportions, and 
levels of abstraction. In this work, we study these problems on the basis of pictorial maps 
where we identify included human figures with two consecutive CNNs: We first segment 
individual figures with Mask R-CNN, and then parse their body parts and estimate their 
poses simultaneously with four different UNet++ versions. We train the CNNs with a 
mixture of real persons and synthetic figures and compare the results with manually 
annotated test datasets consisting of pictorial figures. By varying the training datasets 
and the CNN configurations, we were able to improve the original Mask R-CNN model 
and we achieved moderately satisfying results with the UNet++ versions. The extracted 
figures may be used for animation and storytelling and may be relevant for the analysis 
of historic and contemporary maps. 
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4.1. Introduction 

Digital ‘view-only’ maps, such as scanned historical maps or modern maps made with 
graphic editors, include a multitude of information. To process this information in a 
machine-readable manner, the content of these maps needs to be extracted – in the best 
case fully automatically. At present, however, maps stored in a raster image format have 
been mostly manually annotated with metadata on social media websites and 
additionally georeferenced in digital map libraries, but information about their actual 
content is largely missing. In this work, we have a closer look at one particular content 
element of maps, namely human figures (Figure 4.1). This object type frequently occurs 
as a decoration in pictorial maps (Child, 1956). After successful detection, the following 
two use cases are thinkable: Firstly, historians (e.g. Davies, 2016) may be interested in 
the ethnos and clothing of figures, as well as in certain rites or common activities. 
Offering an additional search filter option in digital map catalogues for human figures in 
maps would therefore be highly beneficial. Secondly, figures could be animated to act 
as storytellers or guides in maps or paintings, for instance for museum visitors (e.g. D. 
S.-M. Liu et al., 2020). For the latter usage scenario, it is additionally required to identify 
their body parts and pose keypoints.  

A promising technology to tackle the above-mentioned tasks are convolutional neural 
networks (CNNs). Recent experiments have shown that it is feasible to extract labels 
(Weinman et al., 2019), road intersection points (Saeedimoghaddam & Stepinski, 2020), 
or building footprints (Heitzler & Hurni, 2020) from maps with CNNs. By conducting our 
research, we like to extend this list by human figures. To our knowledge, this object class 
has not been retrieved with CNNs in maps yet, only in natural images such as photos. 
Here, architectures like Mask R-CNN (He et al., 2017) or PANet (S. Liu et al., 2018) were 
developed to segment individual objects. The task of parsing object parts, such as body 
parts, was approached with configurations like an adapted fully convolutional network 
(FCN) (Oliveira et al., 2016) or DeepLab (L. Chen et al., 2018). Convolutional Pose 
Machines (Wei et al., 2016) and Stacked Hourglass (Newell et al., 2016) enable to detect 
pose keypoints of single humans, whereas newer networks (e.g. Cao et al., 2017; J. 
Wang et al., 2021) are capable of registering multiple persons. Body part segmentation 
and keypoint detection were also combined, for example, in an FCN including a 
conditional random field (Xia et al., 2017) or JPPNet (Liang et al., 2019). 
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Figure 4.1: Exemplary pictorial map with human figures on the sides (source: Pinterest24) 

4.2. Data 

Compared to real persons in photos, annotated datasets of human figures in maps are 
non-existing. Therefore, we created the data for training and testing our CNNs by 
ourselves. The data partly originates from a Pictorial Map Classification Dataset25. This 
dataset consists of 3100 maps harvested from Pinterest accordingly to Art. 24d of the 
Swiss Copyright Act26, among 1500 are pictorial maps. A manual classification by 
ourselves revealed that roughly half of the pictorial maps include human figures. We 
included humanoid representations (e.g. Statue of Liberty, Christ the Redeemer; 
snowmen, robots) but we excluded humanoid animals (e.g. King Kong) in our 
classification. Fifty-two of those maps, which include 387 larger figures, were manually 
annotated using a web application (Figure 4.2). The average size of maps is 577×581px 
and of figures is 44×78px. The low resolution of the map images to be fed into CNNs is 
due to memory limitations of current graphic boards. Annotating one figure took about 
nine minutes (incl. corrections), resulting in a total working time of about 60 h. Six body 
parts (head, torso, two arms, and two legs) were masked and skeletons consisting of 16 
keypoints (head, neck, thorax, two shoulders, two elbows, two wrists, pelvis, two hip 
joints, two knees, and two ankles) were created. Since the number of annotated maps 
would be too little to train CNNs, these 52 maps will serve as testing data for the CNNs. 

                                                           
24 https://i.pinimg.com/736x/16/36/0b/16360bbad0f6ed13e56ff7215e7590dc.jpg 
25 http://narrat3d.ethz.ch/detection-of-pictorial-map-objects-with-cnns/  
26 https://www.fedlex.admin.ch/eli/cc/1993/1798_1798_1798/en#art_24_d  

https://i.pinimg.com/736x/16/36/0b/16360bbad0f6ed13e56ff7215e7590dc.jpg
http://narrat3d.ethz.ch/detection-of-pictorial-map-objects-with-cnns/
https://www.fedlex.admin.ch/eli/cc/1993/1798_1798_1798/en#art_24_d
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Figure 4.2: Manually annotated body parts (left) and skeletons (right) of pictorial figures in the web 
application Supervisely on a touristic map (source: Pinterest27). Images and annotations serve as 
test data. 

For training the CNNs, we produced a synthetic dataset, which is a common approach 
in machine learning (e.g. Varol et al., 2017). It has the advantage that larger amounts of 
annotated data can be created in less time compared to manually annotating the data. 
However, the variability of data may not be as large (i.e. the styles of the figures in our 
case) and training times may need to be reduced so that the CNN does not specialise in 
the synthetic data. Our synthetic data consists of background maps, on which persons 
and objects from photos, generated figures, and icon objects are placed (Figure 4.3). By 
this mixture of real and abstract representations of humans, we hope that the CNN 
interpolates between them to recognise pictorial figures. Since not only human figures 
but also other objects (e.g. means of transportation, animals) are an integral part of 
pictorial maps, we included them as well so that the network learns to distinguish 
between figures and objects. 

The background maps were also derived from the Pictorial Map Classification Dataset 
by selecting only those without any human figures. Thirty-three anthropomorphic maps 
(e.g. Europa Prima Pars Terrae In Forma Virginis, The Avenger – An Allegorical War Map) 
were excluded because their content is interwoven with humanoid figures. One map of 
them was added due to balancing reasons. The selection resulted in 2306 background 
maps, among which about one third are pictorial maps without any persons and two 
thirds are non-pictorial maps. To enrich these maps, 4558 real persons (Figure 4.4a), 
including skeletons and body part masks, and 5169 real objects (Figure 4.4b) from 19 
different categories were firstly taken from the PASCAL-Part Dataset28, which contains 

                                                           
27 https://i.pinimg.com/736x/19/3e/7c/193e7c6023c8ee543aae2e78c30e674d--travel-england-england-
uk.jpg 
28 http://roozbehm.info/pascal-parts/pascal-parts.html  

https://i.pinimg.com/736x/19/3e/7c/193e7c6023c8ee543aae2e78c30e674d--travel-england-england-uk.jpg
https://i.pinimg.com/736x/19/3e/7c/193e7c6023c8ee543aae2e78c30e674d--travel-england-england-uk.jpg
http://roozbehm.info/pascal-parts/pascal-parts.html
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annotations for photos. Secondly, 4558 synthetic human figures (Figure 4.4c) were 
generated in a custom web application, initially as scalable vector graphics (SVG) which 
are finally rasterised to images. The selection of real persons and the generation of 
synthetic figures are based on the frequency of occurrence of certain body part 
configurations in the test dataset (Table 4.1). The postures of the synthetic figures are 
derived from skeleton annotations of the MPII Human Pose Dataset29. At the 
corresponding joints of each skeleton, ellipses were drawn for the head, whereas 
polygons – partly with rounded corners – were drawn for the torso, arms, and legs. 
Shapes for hats, hair, glasses, eyebrows, eyes, noses, mouths, hands, and shoes were 
additionally attached to the synthetic figures. Shapes, colours, fill patterns, body part 
sizes, and stroke widths were randomly varied. Pose keypoints, originating from the 
skeletons, and body part masks, derived from the overlays, were generated aside from 
the synthetic figure images. Thirdly, 4759 medium-sized, non-circular icon objects 
(Figure 4.4d) from 44 categories were retrieved from Iconfinder30. In the last automated 
step, a random number of zero to 15 real and synthetic persons as well as objects are 
scaled randomly between 20 and 120px and placed randomly on the background maps. 
In case of overlaps, person masks covering an area of less than 50px, and corresponding 
keypoints, were excluded.  

   

Figure 4.3: Real and synthetic entities randomly scaled and placed on a map (source: Pinterest31). 
Map images (source data, left) and silhouettes (target data, right) of figures serve as training data 
for instance segmentation. 

  

                                                           
29 http://human-pose.mpi-inf.mpg.de/  
30 https://www.iconfinder.com/  
31 https://i.pinimg.com/736x/11/f1/eb/11f1ebb9bcf3d20690cb0f3d8fcf5119--city-maps-terra.jpg 

http://human-pose.mpi-inf.mpg.de/
https://www.iconfinder.com/
https://i.pinimg.com/736x/11/f1/eb/11f1ebb9bcf3d20690cb0f3d8fcf5119--city-maps-terra.jpg
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a) 

   

b) 

 

c) 

   

d) 

 

Figure 4.4: A real person, its body part mask and skeleton (a) as well as a real object from the 
PASCAL-Part dataset (b); a synthetic person, its body part mask and skeleton from our SVG figure 
generator (c) as well as an icon object from Iconfinder (d). Figures like (a) and (c) serve as training 
data for body part parsing and pose estimation. 

We tested how the following training datasets, varying in real and synthetic entities (= 
persons and objects), affect the accuracy of the CNN targeted at instance segmentation:  

• Real: 2304 maps with real entities 
• Synthetic: 2304 maps with synthetic entities 
• Separated: 1152 maps with real entities and 1152 maps with synthetic entities 
• Mixed: 2304 maps with real and synthetic entities 
• Separated-Mixed: 768 maps with real entities, 768 maps with synthetic entities, 

and 768 maps with real and synthetic entities 

For training the CNN targeted at body part detection and pose estimation, 4558 real 
persons, 4558 synthetic figures, and a combination of 2279 real persons and 2279 
synthetic figures (i.e. the Separated dataset) are taken into account. A larger selection of 
pictorial maps and figures, real persons and objects, synthetic figures and icon objects, 
and background and training maps can be found in Figure 4.9–Figure 4.16 in the 
Appendix. 

 
Configuration Frequency 

Full body 49.61% 
Both legs missing 13.18% 
One arm missing 12.66% 
One leg missing 4.65% 

Both legs and both arms missing 5.43% 
Single heads 4.13% 

One leg and one arm missing 3.62% 
Both legs and one arm missing 3.36% 

Both arms missing 1.81% 
Others 1.55% 

Table 4.1: Frequency of occurrence of body part configurations in our test dataset, which consists 
of 387 pictorial figures 
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4.3. Methods 

We follow a top-down approach (e.g. K. Lin et al., 2020) by first segmenting instances of 
human figures on maps and then body parts and pose keypoints. In the first step, we try 
to identify silhouettes of individual characters on pictorial maps with the established 
Mask R-CNN (He et al., 2017) architecture. This CNN is targeted at recognising objects, 
such as persons, from photos at a pixel level. Mask R-CNN is an extension of Faster R-
CNN (Ren et al., 2017), a network, which is able to detect bounding boxes of objects. 
Similar to Faster R-CNN, a series of convolution and downscaling operations are initially 
applied to extract specific image features by a backbone network. The output, so-called 
feature maps, are processed next in two stages: Firstly, objectness scores, denoting the 
likelihood that a region contains an object, and offsets for anchors, which are rectangles 
differing in size and aspect ratio, and which are distributed equally in a grid covering the 
feature maps, are predicted in a region proposal network. Secondly, the regions of 
interest are further refined and a score for the potential object class is predicted. As an 
addition to Faster R-CNN, Mask R-CNN predicts a binary mask in this second stage, 
where each pixel of the mask corresponds to a probability. Only one channel is required 
for the mask since the separation of a potentially contained object from the background 
is determined by a threshold.  

Mask R-CNN is included in the TensorFlow Model Garden32 where different CNN 
architectures are pre-implemented and accessible via a Python API. In our experiment, 
we retrained the model based on the COCO dataset (T.-Y. Lin et al., 2014), which 
comprises segmentations for 500,000 masked objects on photos, such as persons. For 
transfer learning, we take the five training datasets (i.e. Real, Synthetic, Separated, 
Mixed, Separated-Mixed) described in the previous chapter. As a backbone network for 
feature detection, we use ResNet with 101 layers (He et al., 2016) and atrous 
convolutions, which has a good accuracy-speed balance compared to the other three 
available TensorFlow models. Atrous (aka dilated) convolutions “enlarge the field of view 
of filters to incorporate larger context, which [has been] shown to be beneficial” (L. Chen 
et al., 2018, p. 4). We set the anchor stride to eight, which has been favourable to detect 
smaller objects (e.g. Schnürer et al., 2021). We vary the four sizes for the anchors 
(minimum: 0.0625, maximum: 2.0) and retain their three aspect ratios (i.e. 2:1, 1:1, and 
1:2). Since the architecture requires much graphics memory, images could be fed in 
batches of one (i.e. single images) on an NVIDIA GeForce GTX 1080 Ti. On this graphics 
board, one epoch of learning (i.e. 2304 steps) takes about 30 minutes. Other parameters 
have not been modified from the given Mask R-CNN configuration file. For evaluation, 
we calculated the average precision (AP) for masks33 with the COCO API. As given in the 
configuration for the original model, we set the threshold of confidence scores to larger 
than 0.3, which means that detections below the threshold will be discarded.  

After having recognised human silhouettes, we parse body parts and detect keypoints 
simultaneously in our own network consisting of four different versions (Figure 4.5). 
Other networks have been proposed, that perform both tasks at the same time, but 
those do not have any code available (e.g. Xia et al., 2017) or classify different types of 
body parts (e.g. Liang et al., 2019). Therefore, we cannot report any baselines for pre-
trained models on real persons. Mask R-CNN would be also able to indicate keypoints; 

                                                           
32 https://github.com/tensorflow/models  
33 https://cocodataset.org/#detection-eval  

https://github.com/tensorflow/models
https://cocodataset.org/#detection-eval
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however, this functionality was not part of the code. Therefore, we decided to implement 
and test our own network configurations, inspired by a simple deconvolution head 
network (Xiao et al., 2018) and UNet++ (Z. Zhou et al., 2020). In contrast to the simple 
deconvolution head network (to be called ‘Simple Deconv’ in the following) but similarly 
to UNet++, we used a decreasing number of filters for the deconvolution operations. 
Diverging from UNet++ but similarly to Simple Deconv, we do not include the loss of 
intermediate layers and we do not perform any convolution operations after having 
upsampled the feature maps. Opposed to both networks but similar to other networks 
like Stacked Hourglass (Newell et al., 2016), we perform an ‘Add’ operation to merge 
layers instead of concatenating them and we do not upsample the image to the full 
resolution. More details of the architectural decisions and their alternatives are given in 
the Discussion chapter.  

We implemented our body part parsing and pose estimation networks with 
TensorFlow’s high-level keras API34. We use ResNet with 50 layers (He et al., 2016) pre-
trained on ImageNet weights as a backbone network. We feed square RGB images 
encoded in the JPEG format with a size of 128²px into ResNet, which is smaller than the 
default image input size of 224²px, but the reduced size better conforms to our data. An 
additional one-strided convolution is performed to adjust the number of channels to 128 
of the output layer after the first two-strided convolution in ResNet. This step is not 
necessary for the ResNet output feature maps of the second to the fourth stage. We omit 
the lowest stage of ResNet because figures on maps do not have as many details as 
persons in photos. The results of the backbone network are passed to a head network, 
where we test four different versions (Figure 4.5):  

• Simple Deconv: The output feature map of the fourth ResNet stage (X3,0) is 
upsampled three times (X2,1, X1,2, and X0,3) by two-strided convolutions.  

• Simple UNet: Supplementary to Simple Deconv, outputs of the third (X2,0), 
second (X1,0), and first (X0,0) ResNet stage are added to the upsampled feature 
maps – one at a time.  

• Simple UNet+: The output feature maps of the third and second ResNet stages 
are upsampled and added to the outputs of the second and first stage. The first 
result (X1,1) from the previous addition is upsampled and added to the second 
result (X0,1). The output of the third ResNet stage, the first and the third result 
(X1,2) are added to the upsampled feature maps of Simple Deconv.  

• Simple UNet++: Supplementary to Simple UNet+, the following skip 
connections are inserted: X1,0 before X1,2, X0,0 before X0,2, X0,0 before X0,3, and 
X0,1 before X0,3.  

                                                           
34 https://www.tensorflow.org/api_docs/python/tf/keras  

https://www.tensorflow.org/api_docs/python/tf/keras
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Figure 4.5: Our custom CNN architectures (see arrows) to parse body parts and estimate poses 
simultaneously 

Xm,n is the notation from UNet++: X symbolises the tensor, m corresponds to the 
downsampling level, and n denotes how many upsampling (i.e. deconvolution) 
operations have been performed. In our head networks, each deconvolution and adding 
operation is followed by a batch normalisation operation and a Rectified Linear Unit 
activation function. Kernels of convolutional layers are initialised by a truncated normal 
distribution centred at zero (i.e. ‘he_normal’). The final convolution operation is followed 
by a sigmoid activation function so that we have a 64²px image with 24 channels in the 
end. The channels correspond to six body parts and one channel for the background, 
and to 16 keypoints and one channel containing the inverted image of the summed 
keypoints. In the ground truth data, body part pixels have a value of one and other pixels 
have a value of zero. The keypoints are represented by a 2D Gaussian kernel, similar to 
Convolutional Pose Machines (Wei et al., 2016), having a probability of one in the centre 
and gradually decreasing values around the centre (Figure 4.6). The loss is split between 
body parts and keypoints, and reduced in both cases using the categorial cross entropy 
function and the RMSprop optimiser during training. The background channel for body 
parts is ignored in the loss function so that the network is not biased towards the white 
background of the images with human figures. We fed images in batches of 15 into the 
network and trained for 15 epochs, which took about 10 minutes in total. 

 

 

a) 

       

  

 b) 

         

   

        

Figure 4.6: One-hot encoded masks for body parts (a) and keypoints (b) of a human figure from 
the test dataset. The first mask is the difference of the summed other masks. The other masks 
represent single body parts or pose keypoints. 
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4.4. Results 

We trained each Mask R-CNN configuration (i.e. same training data and same anchor 
scales) five times, disregarded the highest and lowest score, and averaged the 
remaining three scores to reduce the variability in the comparison. Our evaluation 
procedure is similar to Zhang et al. (2019), who additionally calculated the standard 
deviation but did not discard the extreme scores. Quantitative results (Table 4.2) show 
that the highest AP on average was obtained when training Mask R-CNN with the 
Separated dataset, where real and synthetic entities are placed on different maps. The 
AP is higher than the original model trained with the COCO dataset. Qualitative results 
(Figure 4.7) illustrate that more human figures could be identified on maps with the 
retrained model. However, the number of false positives also increased as seen in the 
exemplary visual results. Yet, not all figures – especially smaller ones – could be 
identified.  

 
Data Anchor scales AP AP50 AP75 APsmall APmedium APlarge 

COCO 1/4, 1/2, 1/1, 2/1 15.57% 32.18% 14.08% 6.97% 21.54% 16.37% 
Synthetic  1/4, 1/2, 1/1, 2/1 2.85% 7.67% 1.48% 0.54% 4.86% 0.00% 

 1/8, 1/4, 1/2, 1/1 2.97% 8.55% 1.37% 0.78% 5.21% 2.23% 
 1/16, 1/8, 1/4, 1/2 2.64% 6.83% 1.95% 0.65% 4.51% 0.00% 

Real 1/4, 1/2, 1/1, 2/1 4.87% 12.04% 3.23% 2.12% 6.95% 8.42% 
 1/8, 1/4, 1/2, 1/1 3.63% 9.12% 2.66% 1.81% 5.25% 2.97% 
 1/16, 1/8, 1/4, 1/2 6.07% 15.49% 3.28% 2.10% 8.74% 9.90% 

Separated 1/4, 1/2, 1/1, 2/1 19.11% 44.39% 11.70% 6.73% 27.23% 17.11% 
 1/8, 1/4, 1/2, 1/1 18.18% 43.10% 9.56% 5.32% 26.61% 19.46% 
 1/16, 1/8, 1/4, 1/2 17.54% 41.28% 10.61% 5.43% 25.69% 19.88% 

Mixed 1/4, 1/2, 1/1, 2/1 10.40% 27.76% 4.90% 3.03% 15.93% 11.12% 
 1/8, 1/4, 1/2, 1/1 9.73% 25.62% 4.45% 3.29% 14.47% 9.90% 
 1/16, 1/8, 1/4, 1/2 11.07% 27.24% 5.82% 3.49% 16.73% 10.40% 

Separated-Mixed 1/4, 1/2, 1/1, 2/1 14.29% 34.01% 7.53% 4.56% 20.79% 17.39% 
 1/8, 1/4, 1/2, 1/1 13.32% 33.25% 6.30% 3.68% 19.86% 18.47% 
 1/16, 1/8, 1/4, 1/2 14.21% 34.42% 8.04% 3.76% 21.49% 17.79% 

Best run: Separated 1/4, 1/2, 1/1, 2/1 19.38% 46.43% 10.95% 6.26% 28.12% 18.71% 

Table 4.2: Averaged COCO metrics of retrained Mask R-CNN models (backbone: ResNet101 with 
atrous convolutions) for different datasets and scales. The best and the worst result of five runs 
have been excluded from the calculation. The first row contains the baseline metrics for the 
original Mask R-CNN model trained on the COCO dataset. The highest average scores are marked 
in bold. The last row contains the highest overall achieved result for a retrained model. 

APs were lower when training Mask R-CNN with synthetic or real entities only, likewise 
where those entities were mixed on maps. The Separated-Mixed dataset resulted in an 
AP ranging in the middle between the standalone datasets. The results vary slightly for 
different anchor scales; however, no clear trend could be observed whether smaller or 
larger values are favourable. For example, the best overall AP was achieved for the 
largest tested anchor scale values with the Separated dataset, whereas the highest AP 
on average was measured for the smallest anchor scale values when training with the 
Mixed dataset. For the other datasets, sometimes larger, intermediate, and smaller 
anchor scales led to higher accuracies on average.  
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a) 

  
 

b) 

  
 

c) 

  

Figure 4.7: Comparison of Mask R-CNN results for few (a), several (b), and many (c) human figures 
on maps (sources: Pinterest35, 36, 37), between the original COCO model (left) with an AP of 15.57% 
and the best retrained model (right) with an AP of 19.38%. In both cases, objects are highlighted 
with confidence scores > 0.3. 

                                                           
35 https://i.pinimg.com/736x/1a/dc/c2/1adcc2066b649919f3d28afb4f22985b.jpg  
36 https://i.pinimg.com/736x/00/7a/a0/007aa06e4b34aac357df25b239781ce3.jpg  
37 https://i.pinimg.com/736x/14/d1/12/14d11277df1e2f9e66fc0d6723106c4e--illustrated-maps-manila.jpg  

https://i.pinimg.com/736x/1a/dc/c2/1adcc2066b649919f3d28afb4f22985b.jpg
https://i.pinimg.com/736x/00/7a/a0/007aa06e4b34aac357df25b239781ce3.jpg
https://i.pinimg.com/736x/14/d1/12/14d11277df1e2f9e66fc0d6723106c4e--illustrated-maps-manila.jpg
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As training times for our CNNs on body parsing and pose estimation were lower, we run 
each configuration (i.e. same dataset, same architecture) 20 times, disregarded the four 
highest and lowest scores, and averaged the remaining 12 scores. Quantitative results 
(Table 4.3) indicate that the highest AP on average for both tasks and the best overall 
accuracy was achieved for Simple UNet trained with real and synthetic persons. Simple 
UNet+ and Simple UNet++, which are architectures with more connections, performed 
slightly worse, whereas the results of Simple Deconv are comparable to Simple UNet. 
Training the CNNs with real data only yielded similar results for parsing body parts, 
whereas the addition of synthetic data led to higher average accuracies for detecting 
pose keypoints. Training with synthetic figures only resulted in clearly lower accuracies.  

Qualitative results (Figure 4.8) demonstrate that common poses and some of the more 
difficult ones (e.g. side view, overlapping or missing body parts) could be identified 
satisfactorily; however, sometimes more challenging cases (e.g. persons viewed from 
behind, similar body parts) caused classification errors. Unusual poses (e.g. during 
sports activities) or too small figures were not recognised very well. 

 
Data Architecture AP AP50 AP75 APsmall APmedium APlarge 

Synthetic  Simple Deconv 2.27% 5.94% 1.46% 2.38% 2.77% 6.59% 
  0.36% 2.03% 0.04% 0.36% 0.12% 2.89% 
 Simple UNet 1.94% 5.14% 1.30% 2.14% 2.01% 8.02% 
  0.41% 2.28% 0.05% 0.38% 1.22% 3.00% 
 Simple UNet+ 1.99% 5.37% 1.24% 2.25% 2.11% 10.91% 
  0.46% 2.59% 0.05% 0.43% 0.45% 3.16% 
 Simple UNet++ 1.66% 4.64% 0.95% 1.92% 2.04% 8.67% 
  0.22% 1.27% 0.02% 0.17% 0.48% 1.89% 

Real Simple Deconv 10.03% 19.23% 9.18% 10.65% 7.27% 3.29% 
  6.38% 21.49% 2.45% 8.98% 4.48% 18.10% 
 Simple UNet 10.25% 19.56% 9.38% 11.05% 6.83% 8.82% 
  7.77% 25.33% 3.30% 10.92% 5.70% 20.69% 
 Simple UNet+ 9.61% 18.53% 8.76% 10.48% 5.91% 3.63% 
  7.78% 25.04% 3.21% 10.96% 4.35% 20.68% 
 Simple UNet++ 8.70% 16.90% 7.83% 9.68% 5.10% 2.90% 
  6.05% 20.68% 1.90% 8.50% 4.27% 17.42% 

Separated Simple Deconv 10.80% 21.21% 9.69% 11.17% 8.77% 27.12% 
  8.91% 30.14% 3.24% 11.64% 5.05% 21.94% 
 Simple UNet 10.76% 20.52% 9.80% 11.36% 7.74% 29.62% 
  10.13% 33.89% 3.53% 13.49% 3.35% 23.74% 
 Simple UNet+ 10.33% 19.99% 9.25% 10.85% 7.76% 26.28% 
  9.81% 32.23% 3.35% 13.33% 3.70% 23.33% 
 Simple UNet++ 9.84% 19.21% 8.85% 10.41% 7.39% 23.39% 
  8.98% 29.76% 3.07% 12.02% 4.19% 21.98% 

Best run: Separated Simple UNet 12.46% 23.78% 11.23% 13.18% 7.96% 43.49% 
  13.12% 42.75% 4.25% 16.95% 3.55% 27.60% 

Table 4.3: Averaged COCO metrics for body parts (first row) and pose keypoints (second row) for 
different datasets and architectures. The four best and worst results of twenty runs have been 
removed from the calculation. The highest average scores for body parts and pose keypoints are 
marked in bold. The last row contains the highest achieved accuracy of all runs. 

  



 
Instance Segmentation, Body Part Parsing, and Pose Estimation of Human Figures in Pictorial Maps 

72 
 

a) 

  

 

  

b) 

  

 

  

c) 

  

 

  

Figure 4.8: Selection of success cases (a), moderate failure cases (b), and severe failure cases (c) 
for simultaneous body parsing and pose estimation for the best retrained model on our Simple 
UNet 
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4.5. Discussion 

While there were several training datasets available for human parsing in photos, no 
datasets existed for pictorial maps to our knowledge. As supervised learning with CNNs 
requires many training samples though, we decided to create a mixture of real persons 
extracted from photos and automatically generated abstract figures. Training a CNN 
with data from a different domain is usually less promising; however, it is not clear at this 
point whether a fully manually annotated dataset in our target domain would have led 
to better results due to the different drawing styles. In our case, the combination of real 
and synthetic data paid off for segmenting instances of human figures, their body parts, 
and estimating their poses. However, training the CNNs with synthetic data only would 
be not sufficient as the result metrics show. The accuracy may be higher when more 
variations of shapes, body features, and clothes of synthetic figures would be included. 
We tried to minimise the manual effort, for example, by generating a fill pattern with 
random polylines, but still, it is quite different from the original folds and shadows of 
clothes and hair. Originally, 10 body parts (incl. lower/upper arms/legs) were classified 
in our training datasets, but as CNNs have already struggled to segment 6 body parts in 
moderately complicated poses, we trained them with this number of categories. 
Therefore, a post-processing step (e.g. Voronoi diagram) would be required to 
distinguish the upper and lower parts of the limbs.  

The achieved scores between 10% and 20% sound low, but qualitative results look 
already reasonable. The original Mask R-CNN model had an AP of 33%38 for instance 
segmentation of different object categories on photos, but it is not clear where the score 
for persons would range. Our low scores for body parts and pose keypoints may be 
justified by the small image sizes so that already minor deviations have a large impact. 
Furthermore, the COCO metrics for keypoints39 are not directly comparable to those of 
real images since they contain pre-defined standard deviations for every pose keypoint. 
Body proportions of pictorial figures, however, could be largely distorted. Internally, we 
have calculated a simpler error metric but as these results correlate with the COCO 
scores, we reported only the standard metric. For a comparison of the different CNN 
configurations, however, we relied on average results instead of giving only the best 
result. This methodology may be more robust concerning outliers since a configuration 
can be tested only a couple of times due to the long training times. When training more 
often, slightly higher APs than the reported ones can be achieved.  

The developed CNN configurations were already the result of many trials, but a detailed 
evaluation of every architectural decision would go beyond the scope of this article. 
Instead, we like to give a brief overview of the different factors to consider: For both 
CNNs, it would be possible to use a different backbone network, image input sizes, 
learning rates, or number of learning steps and epochs. Besides those factors and the 
compared anchor scales, we relied on the default hyperparameters for Mask R-CNN 
because they already have been fine-tuned by the authors. For our CNN versions on 
body part parsing and pose estimation, we listed the tested possibilities and our 
decisions in Table 4.4. The alternatives led to worse or only marginally different 
outcomes compared to our parameters. We reported the scores of Simple UNet+ and 

                                                           
38 https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/tf1_detection_ 
zoo.md  
39 https://cocodataset.org/#keypoints-eval  

https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/tf1_detection_zoo.md
https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/tf1_detection_zoo.md
https://cocodataset.org/#keypoints-eval


 
Instance Segmentation, Body Part Parsing, and Pose Estimation of Human Figures in Pictorial Maps 

74 
 

Simple UNet++ to demonstrate that increasing the architectural complexity did not help 
to solve our problem. However, our results suggest that we have not found an optimal 
solution yet, only that we reached a local maximum. Further investigations, as proposed 
in the next chapter, will be needed to improve the quality of the outcomes. 

 
 Possibility Our decision 

Training data Different ratios of body part 
configurations 

Proportionally to test data 

 Different standard deviation of 2D 
Gaussian for representing keypoints 

2 

 Ratio between image input and output 
size 

1:0.5 
 

 Image format JPEG 
 Data augmentation (e.g. mirroring, 

noise) 
No augmentation 

Initialisation Using no pre-trained model for 
ResNet50 (i.e. learning from scratch) 

Using ImageNet weights for ResNet50 

 Different kernel initialiser of 
convolutional layers 

‘he_normal’ 

Architecture: 
Encoder 

Different conversion of the first stage of 
ResNet50 

One additional convolutional layer 

 Using all stages of ResNet50 Excluding the last stage of ResNet50 
Architecture: 

Decoder 
Different upsampling method (e.g. 

bilinear interpolation)  
Two-strided convolution 

 Different filter numbers (e.g. fixed) and 
kernel sizes (e.g. 3x3) for two-strided 

convolutions 

Filters correspond to input channels, 
4x4 kernel 

 Additional convolutional layers after 
upsampling 

No convolutional layers after upsampling 

 Different layer combination operation 
(e.g. Concatenate) 

‘Add’ operation 

Training Freezing parameters of ResNet50 Parameters of ResNet50 are adjusted 
during training 

 Different loss function (e.g. mean 
squared error) 

Categorical cross entropy 

 Combined loss function for body parts 
and keypoints 

Separate loss functions for body parts 
and keypoints 

 Include intermediate layers in the loss 
function 

Consider only the final layer for the loss 
function 

 Different optimisers (e.g. Adam) RMSprop 

Table 4.4: Possibilities to consider and decisions made for our CNN versions on parsing body 
parts and estimating poses 
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4.6. Conclusion and future work 

We have made the following contributions within the scope of this article:  

• Creation of publicly available training datasets including annotated body parts 
and skeletons of real persons and synthetic figures on maps and single images  

• Creation of publicly available test datasets including annotated body parts and 
pose keypoints of human figures on pictorial maps and single images  

• Application of a CNN for instance segmentation of human figures on pictorial 
maps  

• Development of CNN architectures for simultaneous prediction of body parts 
and pose keypoints of human figures on single images  

• Qualitative and quantitative evaluation of the results of both CNNs 

We measured an increased accuracy compared to the baseline model for identifying 
silhouettes of human figures on pictorial maps when training the CNN with real persons 
and synthetic figures on separate maps. The accuracy of CNNs detecting body parts and 
joints of human figures simultaneously was slightly higher for the simpler architectures. 
Here, the combination of real and synthetic data only led to a small gain in accuracy. 
Qualitative results showed that many figures on maps can be found, but not all. Body 
parts and keypoints were satisfactorily recognised for common poses by our developed 
CNN architectures, however, not for special cases.  

Our work offers various potentials for improvement. Eventually, other datasets than 
PASCAL-Part with real persons could be added; unfortunately, those of DensePose 
(Güler et al., 2018) and Look Into Person (Liang et al., 2019) were only partly compatible. 
The synthetic figure generator could be extended so that a larger range of appearances 
and clothes is supported. Adding a generative adversarial network (GAN) may help to 
reduce the domain gap between training and test data (e.g. Sankaranarayanan et al., 
2018). The number of annotated maps in the test dataset could be also increased as well 
as a distinction could be made between visible and hidden keypoints. Ideally, only one 
CNN is needed to fulfil all three tasks (i.e. instance segmentation, body part parsing, and 
pose estimation). Newer feature extractors than ResNet, for instance, HR-Net (J. Wang et 
al., 2021), may lead to a higher accuracy. Body part predictions may be smoothed by the 
addition of conditional random fields (Arnab et al., 2018).  

The results of our work may be transferable to recognise human figures in books, 
comics/manga, or paintings. Extracting additional properties of figures (e.g. age, 
gender, skin colour, pieces of clothing, performed activity, and spatial relation to other 
figures) would be helpful for an even fine-grained search. Beyond, it would be 
interesting to identify other pictorial entities like animals or means of transportation. 
When figures were displaced from their original position, for example when being 
animated, an empty background would remain. This is a semantic image inpainting task 
that could be tackled by GANs (e.g. Yeh et al., 2017). 
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Appendix 

 

Figure 4.9: Selection of pictorial maps from Pinterest. Those serve as our test data for instance 
segmentation. 

 

Figure 4.10: Selection of human figures extracted from pictorial maps from Pinterest. Those serve 
as our test data for body part parsing and pose estimation. 
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Figure 4.11: Selection of real persons extracted from photos from the PASCAL-part dataset. Those 
are a part of our training data for instance segmentation, body part parsing, and pose estimation. 

 

Figure 4.12: Selection of real objects extracted from photos from the PASCAL-part dataset. Those 
are a part of our training data for instance segmentation. 
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Figure 4.13: Selection of synthetically generated human figures by our custom web application 
with the MPII Human Pose dataset. Those are a part of our training data for instance segmentation, 
body part parsing, and pose estimation. 

 

Figure 4.14: Selection of icon objects from Iconfinder. Those are a part of our training data for 
instance segmentation. 
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Figure 4.15: Selection of maps without any human figures from Pinterest. Those are a part of our 
training data for instance segmentation. 

 

Figure 4.16: Selection of maps without any human figures, enriched with real or synthetic entities. 
Those are a part of our training data for instance segmentation. 
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 Depth coordinates for 2D skeletons of human figures from pictorial maps can be 
estimated at very good accuracy rates by an Artificial Neural Network. 

 3D implicit surfaces for body parts of human figures can be inferred from binary 
masks and additional pose points at good accuracy rates by a Convolutional 
Neural Network, though the preservation of details remains challenging. 

 UV coordinates of human figures can be predicted from depth images and body 
part masks at good accuracy rates by a Convolutional Neural Network, though 
the handling of imprecisely inferred body parts remains challenging. 

 Textures of human figures can be inpainted from UV coordinates of a given 
image at satisfying accuracy rates by a Convolutional Neural Network, though 
the preservation of pictorial details remains challenging.  

 Facial details of human figures can be enhanced at sufficient accuracy rates by a 
Convolutional Neural Network, though the generation of plausible results 
remains challenging. 

 The assembled 3D models of human figures from the previous stages can be 
rendered in real-time using a ray tracing algorithm. 
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Abstract 

In this work, we present an automated workflow to bring human figures, one of the most 
frequently appearing entities on pictorial maps, to the third dimension. Our workflow is 
based on training data and neural networks for single-view 3D reconstruction of real 
humans from photos. We first let a network consisting of fully connected layers estimate 
the depth coordinate of 2D pose points. The gained 3D pose points are inputted 
together with 2D masks of body parts into a deep implicit surface network to infer 3D 
signed distance fields (SDFs). By assembling all body parts, we derive 2D depth images 
and body part masks of the whole figure for different views, which are fed into a fully 
convolutional network to predict UV images. These UV images and the texture for the 
given perspective are inserted into a generative network to inpaint the textures for the 
other views. The textures are enhanced by a cartoonisation network and facial details 
are resynthesised by an autoencoder. Finally, the generated textures are assigned to the 
inferred body parts in a ray marcher. We test our workflow with 12 pictorial human 
figures after having validated several network configurations. The created 3D models 
look generally promising, especially when considering the challenges of silhouette-
based 3D recovery and real-time rendering of the implicit SDFs. Further improvement is 
needed to reduce gaps between the body parts and to add pictorial details to the 
textures. Overall, the constructed figures may be used for animation and storytelling in 
digital 3D maps. 
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5.1. Introduction 

Technology companies – such as Meta, Microsoft or Sony – invest heavily in the creation 
of the metaverse these days (Gilbert, 2021). In the visions of these companies (e.g. Meta, 
2021), people equipped with head-mounted displays can immerse in virtual 3D 
environments for work or leisure activities. The virtual space may represent our physical 
world, be purely imaginary or be a mixture of both. Creating digital 3D representations 
of topographic elements and thematic content from the real world by abstraction and 
generalisation would be of interest from a cartographic perspective. Early works have 
focused on the rendering of sketched 3D buildings (Döllner & Walther, 2003) or the 
modelling of pictorial 3D mountains and sights (Naz, 2005). This is opposed to ‘mirror 
worlds’, for instance in Google Earth, where the real world is convincingly reflected (Park 
& Kim, 2022) and photo-realistically rendered. Cartographic 3D models and mirror 
worlds are closely related to ‘digital twins’, which are virtual representations of real-world 
entities for mainly simulation purposes (Park & Kim, 2022), for example, historical 
reconstructions (Herold & Hecht, 2018) or urban planning (Schrotter & Hürzeler, 2020).  

Avatars are one key concept of the metaverse (Park & Kim, 2022). Those virtual 3D 
models of humans, animals, or other personifications embody real humans or computer-
controlled entities, who can be interacted with. In a cartographic 3D environment, 
avatars may give background information to a topic, tell personal stories, or serve as tour 
guides. For example, 3D figures could illustrate daily life (e.g. a farmer on a field), act in 
special events (e.g. a priest at a coronation ceremony), or represent famous persons (e.g. 
Goethe in Weimar). Past research has examined the animation of 3D objects, such as 
cars and horses, on the terrain (Evangelidis et al., 2018) and the integration of 3D 
characters into cartographic virtual reality environments (Matthys et al., 2021).  

The enrichment of cartographic digital twins with human figures would be an analogy to 
historic maps, where human figures have been inserted for ethnographic or humoristic 
purposes, amongst others (Child, 1956). Historic, but also contemporary pictorial maps 
would be valuable sources for creating 3D models of the depicted figures. Similarly to 
cartoons (X. Wang & Yu, 2020), pictorial figures on maps are usually composed of rather 
geometrically formed and possibly disproportionate shapes, whose low-detail textures 
are filled with flat colours and accentuated by sharp black edges. Nevertheless, the 
manual creation of 3D figures would be labour-intensive and cumbersome, and 
parametric models may not be detailed enough. Machine learning methods are a 
promising technique to reconstruct 3D models from humans and objects in photos 
(Fahim et al., 2021). In cartography, researchers rather focused on the detection of 
topographic elements on maps – such as buildings (Heitzler & Hurni, 2020) or water 
bodies (S. Wu, Heitzler, et al., 2022) – or pictorial figures (Schnürer et al., 2022) by 
convolutional neural networks (CNNs) so far, however not with their transfer into the 3D 
space yet.  

In this work, we like to close this gap by applying a series of neural networks to infer 3D 
representations, encoded as signed distance fields (SDFs), from 2D figures on pictorial 
maps. Each point in an SDF holds a value denoting the distance to the nearest boundary 
of an object. As a difference to previous works, we do not recover the SDFs from textures 
but merely from silhouettes. Compared to meshes, point clouds, or voxels, implicit 
representations like SDFs have some desirable properties such as infinite geometric 
detail or easy blending capabilities. We use sphere tracing (Hart, 1996) to render the 
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figures in real-time, whereas other researchers mainly used marching cubes (Lorensen 
& Cline, 1987) to polygonise the SDFs. The sphere tracing algorithm is relatively well-
established in contrast to newer methods like neural rendering (e.g. Eslami et al., 2018; 
Lassner & Zollhöfer, 2021). Our work has great potential for skeletal animation since we 
construct the figures by compositing 3D body parts according to 3D pose points. We 
see atlases, education, museums, tourism, or games in- and outside the metaverse as 
primary application areas.  

5.2. Related work  

In recent years, many advances have been made in reconstructing 3D persons and 
objects from single images using machine learning methods. For example, Omran et al. 
(2018) apply CNNs to predict parameters of the pose and shape of a 3D person model 
by taking advantage of segmented body parts as an intermediate representation. Saito 
et al. (2019) developed the ‘PIFu’ architecture, which produces a 3D occupancy field for 
the geometry of a person by a multilayer perceptron (MLP) and texture colours by a 
generative adversarial network (GAN). In ‘ARCH’, described by Huang et al. (2020), 
animation capabilities of human models are considered by including a semantic 
deformation field, amongst others. C.-H. Lin et al. (2020) encode images of objects in a 
hypernetwork, which is a network generating weights for another network. In the 
architecture of C.-H. Lin et al. (2020), the hypernetwork predicts parameters of implicit 
functions for an MLP, which converts encoded 3D coordinates into SDF and RGB values 
and which is updated by a recurrent neural network.  

In a subset of single-view 3D reconstruction networks, coarse and detailed geometry are 
handled separately. In the deep implicit surface network (DISN), proposed by W. Wang 
et al. (2019), SDFs are predicted from local and global features, which are extracted from 
feature maps of an image encoder. Branches for coarse and fine-level geometry exist 
also in ‘PIFuHD’ (Saito et al., 2020). The successor of ‘PIFu’ contains two CNNs, three 
MLPs, and a conditional GAN predicting normal maps. Li and Zhang (2021) 
demonstrated with ‘D2IM-Net’ how to transfer surface details from displacement maps 
to coarse shapes by one image encoder and two decoder branches as well as including 
a Laplacian loss function.  

While the above networks use 3D training data, another subgroup of object 
reconstruction networks, also known as off-the-shelf recognition systems, uses only the 
given 2D images for supervision. S. Liu et al. (2019) elaborated a ray-based field probing 
technique to correct errors of predicted 3D implicit surfaces. Lunz et al. (2020) added a 
proxy neural renderer to a GAN to render 2D images by the traditional non-
differentiable rendering pipeline. In ‘U-CMR’, Goel et al. (2020) optimised possible 
camera views to render meshes and textures of objects and birds. Ye et al. (2021) render 
images from semi-implicit volumetric representations and only take approximate 
instance segmentation masks into account for supervision. In ‘pixelNeRF’ (A. Yu et al., 
2021), the volumetric density and colour of objects are implicitly encoded along camera 
rays by a CNN.  

A third subcategory of networks additionally outputs distinct parts or part memberships 
for the 3D reconstruction. In an early work, Agarwal and Triggs (2006) approximated 
body parts by cuboids using non-linear regression with Support Vector Machines. In a 
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more modern architecture, Niu et al. (2018) extracted object parts as cuboids by 
sequential CNNs recovering masks and hierarchies. Paschalidou et al. (2020) trained a 
partition network to split objects into two parts, a geometry network to find shape 
parameters of geometric primitives, and a structure network that links the partitions to 
the primitives. 

Instead of reconstructing the object out of individual shapes, Varol et al. (2018) relied in 
‘BodyNet’ on a voxel-based representation, which is predicted by CNNs together with 
2D and 3D poses and 2D body parts. A more fine-grained part membership than a body 
part segmentation are UV coordinates, which link texture images to the surface of a 3D 
model. UV coordinates can be predicted from images and also be used for 3D 
reconstruction (e.g. Güler et al., 2017; Yao et al., 2019).  

A last group of networks related to our research is concerned with the reconstruction of 
objects and figures based on silhouettes or sketches. Di and Yu (2017) propose a 
stacked hierarchical network consisting of 3D CNNs to create objects from black-and-
white silhouette images. Delanoy et al. (2018) reconstruct voxelised objects from 
sketches with an image encoder-decoder CNN and an updater CNN. Brodt and 
Bessmeltsev (2022) recover 3D poses from sketched characters by training a 2D pose 
estimation network and applying an optimisation algorithm focusing on bone tangents, 
body part contacts, and bone foreshortening. No literature could be found to 
reconstruct 3D persons or objects from paintings, comics/manga, or maps by machine 
learning methods.  

In this work, we address this shortage by following a bottom-up approach, distantly 
related to deep local shapes (Chabra et al., 2020), to build pictorial human figures from 
individual body parts. In a top-down approach, contrariwise, it may be more challenging 
to identify 3D body parts after having constructed a holistic 3D model. The enclosure of 
3D body parts into bounding boxes may accelerate sphere tracing computations and 
may lead to less storage compared to covering the full 3D space. As the variance of SDF 
values within the bounding boxes is lower than the variance of the entire body, a more 
efficient training process and more fine-grained reconstruction results can be expected. 
For deriving 3D body parts from their 2D silhouettes, we use the DISN architecture (W. 
Wang et al., 2019) due to its simplicity and adaptability. 3D skeletal points, whose depth 
coordinates are predicted by another minimalistic network (Martinez et al., 2017), serve 
as anchor points for creating the 3D body parts. Textures based on the given view are 
generated by an inpainting network (Grigorev et al., 2019) using UV coordinates 
predicted by a U-Net (Ronneberger et al., 2015). Finally, the textures are enhanced by a 
cartoonisation network (X. Wang & Yu, 2020) and an autoencoder (Gondara, 2016). 
Overall, we aim at providing an easily understandable yet effective pipeline for inferring 
implicit 3D representations of pictorial figures.  

5.3. Data  

Generalised 3D body meshes of a female and male person from the SMPL-X dataset 
(Pavlakos et al., 2019) form the basis for our experiments. In the following, we process 
the meshes (Figure 5.1) with a Blender plugin provided for the SMPL-X dataset and 
automate the steps with the Blender scripting API. We assign about 3200 poses from the 
AGORA dataset (Patel et al., 2021) to the meshes, half to females and the other half to 
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males. Additionally, we vary height and weight parameters (i.e. 1.40 m & 60 kg, 1.80 m 
& 75 kg, 2.20 m & 90 kg) for the posed body meshes since pictorial humans may have 
distorted proportions. Next, we determine the 3D pose points of the mesh by retrieving 
the bone heads from the skeleton. In total, we extract 20 pose points (head, neck, thorax, 
pelvis, left/right [l/r] shoulder, l/r elbow, l/r wrist, l/r hand, l/r hip, l/r knee, l/r ankle, l/r 
foot) and take the midpoint of two other pose points (l/ r eye).  

As a further processing step, we split the 3D body mesh into sub-meshes for different 
body parts (i.e. head, torso, upper arms, lower arms, hands, upper legs, lower legs, feet). 
For this, we first iterate through the mesh vertices and derive a body part index from the 
maximum weight associated to each vertex group. Secondly, we iterate through the 
mesh triangles and assign them the same body part index as the majority of vertices of 
a triangle. Triangles with the same body part index are then selected and separated from 
the mesh. To smoothen the spikes at the boundaries, we split the two edges of a 
boundary triangle at their centre points and assign the resulting smaller triangle to the 
other body part. Finally, we calculate centre points for the vertices lying at any 
boundaries and connect them to close any arisen holes. The individual body parts are 
exported in OBJ format and converted to SDFs by the mesh-to-sdf library (Kleineberg et 
al., 2021).  

 

Figure 5.1: Our data processing workflow 
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After subdividing the body parts into watertight meshes, we create binary mask images 
for each body part and categorical mask images for all body parts using vertex colours 
and custom shaders in the rendering pipeline of Blender. Additionally, images with 
depth values and UV coordinates are generated using ray casting. By repositioning the 
orthographic camera, four views (i.e. front, left, back, right) are produced for each of the 
three types of 2D images.  

2D body part masks, depth and UV images as well as 3D pose points and SDFs of 
individual body parts will serve as training and validation data for our networks. For 
enhancing the textures, we cartoonised the heads of about 3100 humans (X. Wang & Yu, 
2020) from the PASCAL-Part dataset (X. Chen et al., 2014). All data items are normalised 
to equal sizes, but their original size is stored as metadata. As testing data, we annotated 
2D skeletons and body part masks of 12 larger figures from historic and contemporary 
pictorial maps, which mainly originate from a pictorial map classification dataset 
(Schnürer et al., 2021). The selected test figures vary in poses, clothes, genders, skin 
colours, drawing styles, and viewing perspectives.  

5.4. Methods  

5.4.1. 3D pose estimation  

We use a network proposed by Martinez et al. (2017) to predict depth coordinates for a 
2D skeleton. The network consists only of two blocks of fully connected and dropout 
layers as well as a residual connection. In the original work, humans are captured by four 
cameras having a perspective projection. We adapt the network by introducing an 
orthographic projection, where the depth coordinate of the 3D skeletons is omitted to 
construct the projected 2D coordinates for our training data. Since pictorial figures are 
mostly hand-drawn in arbitrary projections and an additional network would have to be 
trained to estimate the parameters of a perspective camera (e.g. focal length, distortion 
coefficients), we apply only the orthographic projection to our test data. Nevertheless, 
we report the results of a hypothetical perspective camera for our validation data. 
Another minor modification of the original network is the addition of five skeleton 
keypoints – one at each hand and foot, and one at the head. Those will be helpful for the 
3D body part inference in the next step.  

We train each network configuration for 100 epochs using the given hyperparameters 
(i.e. batch size = 64, learning rate = 0.001, dropout = 0.5, batch normalisation) by 
Martinez et al. (2017) since the authors already tested those extensively in their work. All 
experiments in this article are conducted on an NVIDIA GeForce GTX 1080 and our 
custom architectures are implemented with TensorFlow (Google, 2022). We set the 
height of our figures uniformly to 1.79 meters since this is the average height of the two 
test subjects in the original dataset according to their body meshes. Quantitative results 
(Table 5.1) show that the root mean squared errors (RMSE) of the orthographic 
projection are only slightly higher compared to the perspective one, whereas the 
percentages of correct keypoints (PCK150mm) are slightly lower. An extreme outlier occurs, 
especially for the orthographic projection, when our validation data is predicted by the 
network trained on their data, demonstrating that re-training is necessary. After doing 
so, a similar accuracy to their original training and validation data is reached. The error 
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slightly increases when adding the five pose points (i.e. l/r hand, l/r foot, midpoint 
between the eyes) in our skeletons. Qualitative results show that poses can be recovered 
well for pictorial figures (Figure 5.2). Only in one out of the 12 test figures, an arm was 
positioned in front of the body instead of behind it (Figure 5.4, lower row).  

 
Training data Validation data Projection Pose points RMSE [mm] PCK150mm [%] 

theirs theirs perspective 16 44.40 97.56 
theirs theirs orthographic 16 45.68 96.59 
theirs ours perspective 16 193.82 45.84 
theirs ours orthographic 16 808.38 7.03 
ours ours perspective 16 42.23 96.83 
ours ours orthographic 16 46.68 95.10 
ours ours perspective 21 48.82 95.63 
ours ours orthographic 21 54.85 93.30 

Table 5.1: Average root mean squared errors and percentages of correct keypoints for estimating 
depth coordinates of human poses using their (Martinez et al., 2017) and our data as well as 
different projections and number of pose points 

 

Figure 5.2: Estimated 3D poses (green/violet) from 2D poses (red/blue) of pictorial figures from 
our test data after training the network of Martinez et al. (2017) with our data (i.e. 21 pose points, 
orthographic projection) 

5.4.2. 3D body part inference  

We generate 3D body parts from their 2D masks by a network called DISN (W. Wang et 
al., 2019). Originally, the network predicts 3D SDFs of objects in 2D images, which are 
encoded in a series of convolution and downsampling operations to a final feature map 
(i.e. global features). Intermediate feature maps of the encoding process are up-
sampled and concatenated so that local features can be retrieved point-wise. W. Wang 
et al. (2019) propose two variations for the decoding part: On the one hand, the 
encoded 3D query points, global and local features are combined and decoded by fully 
connected layers in DISN one-stream. On the other hand, 3D query points and global 
features as well as 3D query points and local features are first combined and decoded 
by fully connected layers in parallel, and finally added in DISN two-stream.  

We extend the network by additionally concatenating 3D pose points, which have been 
estimated in the previous stage, to the global and local features together with the 3D 
query points. We use two 3D pose points as anchor points for each body part (e.g. elbow 
and wrist for a lower arm), except for the torso where four points are used (l/r hip, l/r 
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shoulder). The pose points embed information about the orientation and depth of the 
body parts. This has the advantage that an initial network proposed by W. Wang et al. 
(2019) can be omitted, which estimates translation and rotation parameters to transform 
points from world space into camera space. Since we feed only 64×64px masks into the 
adapted network, we reduced its parameters (Text 5.1, Appendix). We sample the same 
amount of positive and negative SDF values (i.e. 2000 each) to get a distinct zero-iso-
surface. The distance values are sampled randomly within the cubic grid to recover 
coarse structures and fine details of body parts, however leading to an accuracy trade-
off in either granularity.  

We report errors for inferring body parts with and without pose points for the one-stream 
and two-stream architecture for hands (Table 5.2). We selected a hand as an exemplary 
body part for our measurements (Figure 5.3) since fingers are the most difficult structure 
to recover (Table 5.3). Each configuration is trained five times for 200 epochs at a 
learning rate of 0.0001 and a batch size of four. Results show that errors are similar for 
the two architectures, and decrease with the additional pose points in both cases. To 
construct all body parts (Figure 5.4), we mirror symmetric body parts (e.g. right and left 
foot). 

 
 DISN one-stream DISN two-stream 
 without pose 

points 
with pose points without pose points with pose points 

RMSE 0.063 0.051 0.063 0.050 
IoU [%] 47.80 52.63 47.79 53.31 

Table 5.2: Average root mean squared errors and intersections over unions on our validation data 
for inferring 3D SDFs of hands from 2D masks 

 

Figure 5.3: SDF around a hand viewed from the top, back and left, and in oblique perspective. 
Only positive distance values (blue = small, green = intermediate, red = large distances) are 
coloured. 

 
 Torso Head Upper  

arm 
Lower 

arm 
Hand Upper 

leg 
Lower 

leg 
Foot 

RMSE 0.014 0.011 0.024 0.029 0.050 0.015 0.013 0.019 
IoU [%] 87.01 93.01 80.42 74.23 53.31 87.65 83.66 81.19 

Table 5.3: Average root mean squared errors and intersections over unions on our validation data 
for inferring 3D SDFs of different body parts from 2D masks using DISN two-stream with pose 
points 
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Figure 5.4: Inferred body part SDFs (distance < 0) from masks by DISN one-stream with 
concatenated pose points. Each network producing a 3D body part is trained individually. The 
mask of the left hand of the second figure is empty since it is hidden in the original image. 

5.4.3. UV coordinates prediction  

We predict UV coordinates, ranged zero to one, from a depth image and body part 
masks of the figures by designing a network similar to U-Net (Ronneberger et al., 2015). 
The input data is derived from the outputs of the previous two steps. Each 3D body part 
is positioned at the midpoints of the bones of the 3D skeleton to form the full body. The 
size of each body part is determined by the height and width of the 2D body part mask 
as well as enclosed 3D skeleton points. For the latter, a multi-layer perceptron – 
consisting of three layers with 20, 40, 20 neurons – predicts the size from the enclosed 
3D skeleton coordinates to compensate for the lack of depth information of the 2D body 
mask.  

By assembling the inferred 3D body parts (Text 5.2, Appendix), we derive depth images 
and body part masks for four camera views (i.e. front, left, back, right). The additional 
front view will be helpful to generate textures for overlapping parts later on. Since the 
projection of the drawn figures may vary, we simply assume an orthographic projection. 
We feed depth images and body part masks in batches of eight and resized to 
256×256px into our U-Net-like network (Figure 5.5). Our network consists of 1- and 2-
strided convolutions, which are used for down- and upsampling, as well as skip 
connections. The network is trained for 50 epochs at a learning rate of 0.001 and for 
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another 50 epochs at a learning rate of 0.0001 with the Adam optimiser. Since the loss 
converged at similar values, we report the results of one single run. It turned out that the 
additional body part masks, which are multiplied with the depth image, lead to a lower 
error compared to training with depth images only for our validation data (Table 5.4). 
Smooth UV images were produced for our test data (Figure 5.6).  

 

Figure 5.5: Network architecture for predicting UV coordinates from a depth map. ci = 1 for 
inputting a depth image; ci = 14 for inputting a depth image multiplied by body part masks; co = 
3 for outputting the two UV coordinate channels and a body mask channel used in the loss 
calculation. Numbers below each layer denote the channel dimension. Figure created by Net2Vis 
(Bäuerle et al., 2021) 

 
Input data UV coordinates (MAE) UV coordinates (RMSE) 

Depth image 0.014 0.042 
Depth image × Body part masks 0.011 0.031 

Table 5.4: Mean absolute errors (MAE) and root mean squared errors (RMSE) for predicting UV 
coordinates of pictorial human figures from different types of input data 

 

Figure 5.6: Predicted UV coordinates of pictorial human figures from a depth image and body 
part masks by our fully convolutional network. The body part masks are one-hot encoded in 14 
channels for the neural network. The UV coordinates are stored in two channels and have been 
mapped to a squared colour circle (Figure 5.8) for visualisation purposes. 
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5.4.4. Texture inpainting and enhancement  

We create 256×256px textures when viewing the figure from behind, the left, and the 
right by a generative network (Grigorev et al., 2019). Due to minor mismatches of the 
shape between the predicted UV coordinates in the previous step and the given texture, 
we input the intersection of both into the network. We add a grey rectangle to the 
background since the network was trained on human models standing in front of a white 
wall, which appears greyish due to lighting and shadows. As a post-processing step, we 
crop the output images to the given body masks.  

Since the authors did not publish the code for training their generative network, we 
could only use a pre-trained version and thus report qualitative results only (Figure 5.7). 
We apply texture maps, whose colour values were retrieved from the inpainted textures 
using the predicted UV images (Figure 5.8), to the body parts to render the final images 
(Text 5.3, Appendix). In general, colours of clothes, skin, and hair were mostly plausibly 
generated. Artefacts appear for uncommon poses (e.g. sitting, playing football) and at 
the shoes/feet. Coarse texture structures could be created; however, pictorial black 
strokes representing folds in the textures were not transferred from the source image. 
To take these pictorial characteristics into account, a cartoonisation network (X. Wang & 
Yu, 2020) can be applied to the inpainted textures.  

 

Figure 5.7: Generated textures (already cropped to the input mask) of two pictorial figures from a 
given image as well as source and target UV maps by the inpainting network. The inpainted image 
is cartoonised to mimic a more pictorial style. 

 

Figure 5.8: UV coordinates in the inpainted texture (left) and in the colour wheel (right) at the 
position of the left eye of a pictorial figure (Figure 7, upper row) 
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Since some of the inpainted faces clearly originate from real humans, we train an 
autoencoder to map them to a more pictorial style and to possibly recover missing facial 
details. We establish a shallow branch (Gondara, 2016) for denoising the hue and 
saturation channel, and a deeper branch including a bottleneck for learning structures 
and shadings in the value channel (Figure 5.9). Colours (i.e. hue and saturation) and 
shadings (i.e. value) are weighted equally in the loss function. We augment the realistic 
input images by blurring and oil painting, by adding noise (i.e. gaussian, salt and 
pepper) and by varying the hue. The target images have been converted from the input 
images by the above cartoonisation network. The autoencoder is trained for 200 epochs 
at a batch size of 32 and a learning rate of 0.001 with the Adam optimiser. During 
training, head images with varying looks can be obtained (Figure 5.10). Convincingly 
painted results, however, are rather the exception (i.e. roughly 5% of the generated 
images).  

 

Figure 5.9: Network architecture for enhancing textures of inpainted heads. We input HSV images 
together with predicted UV coordinates to account for the different orientations of the heads. This 
branch outputs the value of the colour, whereas hue and saturation are outputted by another 
branch. Figure created by Net2Vis (Bäuerle et al., 2021) 

 

Figure 5.10: Denoised and resynthesised textures of inpainted heads from different views (i.e. 
right, front, left, back) 
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5.4.5. Real-time rendering  

The inferred figures can be rendered in real-time using the sphere tracing algorithm 
(Hart, 1996). A 256×256px image is rendered at 25 frames per second (FPS) and a 
512×512px image at 11 FPS with an NVIDIA GeForce 1080 GTX even when enabling 
computationally intensive features (i.e. trilinear interpolation, normal calculation, texture 
blending). Optionally, we can enable a perspective projection by sending rays from a 
point location; however, differences to the orthographic projection are only marginal. 
Also, diffuse lighting can be added by calculating the angle between a virtual light 
source and the surface normals.  

To integrate the figures into existing 3D map environments such as virtual globes, which 
are mainly based on the traditional rendering pipeline, they can be rendered with 
transparent background in billboards, while the sphere tracing algorithm is 
implemented in the fragment shader (Schnürer et al., 2017). Another option is to export 
a point cloud by returning the 3D coordinates of surface intersections in the ray marcher. 
The point cloud can be further turned into a triangle mesh by the ball-pivoting algorithm 
(Bernardini et al., 1999). We exemplarily illustrated the outcome of the latter two 
conversion steps by placing the 3D figures on the original map in a 3D modelling 
software (Figure 5.11) and a virtual globe toolkit (Figure 5.12).  

 

Figure 5.11: Remeshed pictorial 3D figure placed on the original map (Owen, 2015) in Blender 
(Blender Foundation, 2022) 

 

Figure 5.12: Remeshed pictorial 3D figure in the virtual globe CesiumJS (Cesium GS, 2022). The 
figure is placed in front of the FIFA headquarters, similar to the original map (Flynn, n.d.). 2D base 
map, 3D buildings and trees originate from the GeoAdmin API (swisstopo, 2022). 
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5.5. Use case  

We see a large potential in adding the constructed figures as protagonists or secondary 
characters to story maps. Particularly, 3D maps convey the topography vividly and allow 
channelling of the depicted topic by occlusions (e.g. mountains, trees, fog). Instead of 
presenting multimedia content in overlays (e.g. Matt, 2019), we suggest placing 
essential figures or other objects directly and in a consistent style on the map to support 
the story.  

In the following, we outline how a story map including characters, animals, and 
additional 3D objects may be designed for children (Figure 5.13). We take Charles 
Darwin’s (1839) round-the-world journey as an example, specifically a stop in Port St. 
Julian, Patagonia, in January 1834. After a short introduction to this setting, the user can 
visit different places in any order. We provide different incentives to follow the story and 
to interact with characters and the environment (Table 5.5). The story ends after having 
explored all places. 

Pedagogically, our proposed story map may improve map and visualisation literacy (e.g. 
route planning, interpretation of climate diagrams), and may help to correct 
misconceptions (e.g. Patagonians perceived as giants). It would connect 
interdisciplinary fields, such as biology (e.g. penguins), history (e.g. early explorers), and 
ethnology (e.g. indigenous people). Although some gamification elements are included, 
it is intended to put the focus on the scientific aspects. Our presented pipeline of 
different machine learning models will help map creators in constructing and potentially 
animating 3D human figures based on a given 2D template. With some artistic skills, the 
2D figures may be drawn by the map creator instead of reusing the works of others. 

The sketched story map may be experienced on desktop and tablet computers, but also 
with head-mounted displays. Users of the latter devices perceive the 3D environment in 
virtual reality, what allows introducing metaverse concepts, such as avatars. For instance, 
the quizzes may be solved together with other students or a teacher may give hints or 
explanations. Their avatars may also be reconstructed from 2D figures and the user’s 
movements in reality may be mirrored, possibly by additional tracking systems (e.g. 
camera, gesture controllers). In the future, we anticipate an increase in these kinds of 
virtual excursions and learning activities for geography classes since they are more 
affordable than visiting the location in the real world and more intriguing than reading a 
textbook or watching a video. 
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Figure 5.13: Sketched story map for children about Charles Darwin in Patagonia (sources: Table 
5.6, Appendix). The start location is in the middle and possible places to explore are at the corners. 
At each place, a puzzle needs to be solved after being provided with some contextual information 
(top right graphic of each scene). The reconstructed figures will be part of the story. 

 
 Possible storytelling means Occurrence in Figure 5.13 

Attraction having an overarching goal (e.g. finding a runaway dog) a) 
 curiosity to explore the remote area (e.g. by following 

footsteps) 
a) 

Affection smooth transitions between local and global scale (e.g. 
by giving background information to the current scene) 

a), b), c), d), e) 

 temporal animations (e.g. plate tectonics) c), d), e) 
Interaction personal stories of characters (e.g. the captain) b), e) 

 small tasks to fulfil (e.g. assembling a piece of clothing) b), c), d), e) 
Comeback variations in tasks and questions (e.g. by randomisation) b), c), d), e) 

 a different ending (e.g. the runaway dog reappears at 
different locations) 

b), c), d), e) 

Table 5.5: Application of storytelling concepts (Thöny et al., 2018) to our sketched story map 
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5.6. Discussion  

Our work is a continuation of another computer vision experiment for pictorial maps 
(Schnürer et al., 2022), where silhouettes of figures, their body parts, and pose points 
have been segmented by two neural networks. Therefore, it can be assumed that these 
data items can be automatically extracted. Nevertheless, we annotated our test data 
manually to have a solid foundation for the current experiment. For our training data, we 
varied the sizes and weights of body meshes of real humans, which had a positive impact 
on reconstructing a test figure with thin long limbs and a small head. The consideration 
of clothes would definitely improve the quality of reconstruction, for instance, our 
current pipeline does not support hats. However, publicly available training datasets of 
clothed humans did not contain 3D body meshes or body part segmentations. Beyond, 
some clothes (e.g. long skirts) would behave differently than the underlying body parts, 
but we aimed primarily at skeletal animation as a follow-up use case.  

Besides selecting and enhancing the training data, the structure of the different networks 
may be modified. We showed that increasing the number of pose points from 16 to 21 
led to a one centimeter higher error for the 3D pose estimation network, which is still 
tolerable and provided a benefit to the reconstruction of hands, feet, and the head. We 
used captured poses of mainly standing persons as training data; alternatively, bones of 
a skeleton may be oriented according to a range of possible joint angles (Soucie et al., 
2011) to better handle uncommon poses. We did not consider including pose points of 
fingers, which would have been available in the SMPL-X training dataset, since the hands 
of pictorial figures are usually small, their fingers are not easily distinguishable, and 
sometimes contain less than five fingers. Instead of estimating the 3D coordinates 
directly, relative rotation angles of joints or limbs may be predicted; however, this would 
require more complex and constrained network designs, as noted by Martinez et al. 
(2017). Estimating more camera parameters would probably increase the prediction 
accuracy, yet we achieved satisfactory results by simply assuming an orthographic 
projection, similar to other works (e.g. Z. Huang et al., 2020).  

While no fine-tuning was necessary for the pose estimation network, we carefully 
configured DISN to infer body parts. We also examined normalizing the data (e.g. 
sqrt/log transform), using 3D deconvolutions (instead of query points), sampling points 
near the surface (instead of equally spaced grid points), predicting a top and side view 
(additionally to the front view), outputting a binary field (additionally to the SDF); but 
those did not significantly improve the reconstruction quality. Generally, silhouette-
based 3D reconstruction is a more difficult task than a texture-based recovery since 
textures may contain depth information; thus, the qualitative results are only partly 
comparable to those of the original network. The addition of pose points helped to 
recover partly or totally hidden body parts, though not visible hands are approximated 
by ellipsoids, which is the average shape. Other issues concern the rather realistic forms 
of the body parts and the gaps between them (Figure 5.14).  

Predicting the UV coordinates from the depth map was a straightforward task by using 
a fully convolutional network similar to U-Net (Ronneberger et al., 2015). Inputting depth 
maps only would have been already sufficient to get a smooth image for the validation 
data (i.e. real humans). However, on our test data (i.e. pictorial humans), where the depth 
map is derived from the inferred 3D body parts, stains appeared on the UV image, which 
could be remedied by additionally feeding the masks of the body parts into U-Net. We 
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refrained from predicting UV coordinates or even texture colours together with the body 
parts because “colour prediction is a non-trivial task as RGB colours are defined only on 
the surface while the [signed distance] field is defined over the entire 3D space” (Saito 
et al., 2019, p. 2308).  

Although the inpainting network is biased toward generating textures of real humans, it 
produced adequate results on a coarse level for pictorial humans. For better matching 
the texture with the input, the potential of symmetries could be exploited (Y. Zhou et al., 
2021). Furthermore, texture maps probably need to be deformed (Shu et al., 2018) in 
case the body part shapes deviate much. Since texture mappings for occluded body 
parts may be incorrect when viewing the figure from another than the four perspectives, 
one may increase the number of textures to prevent these artefacts. Due to the lack of 
adequate training data, we cartoonised photos of humans to train our autoencoder; 
however, the generated textures are still quite realistic. Our autoencoder is able to 
recover some facial details, yet a more expressive latent space may be learned by a 
variational autoencoder. Overall, an end-to-end network would be desirable instead of 
our four consecutive networks to benefit from synergy effects.  

To realise our exemplary use case, existing story map editors (e.g. ESRI, 2022) would 
need to be extended to support different storylines, game templates, and textual 
options. The availability of a 3D model store would facilitate the reusability and the 
copyright management of the reconstructed figures and other objects. Positioning and 
viewing perspective, animation parameters and triggers, interactions with the map 
content and other characters, and possibly cartographic functions may be defined for 
the characters in the story map editor. In cognitive experiments, optimal parameters 
(e.g. animation speed) would need to be clarified in detail and whether the approach 
including figures in story maps generally offers an added value to the user.  

 

Figure 5.14: Failure cases of inferred body parts 
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5.7. Summary and future work  

In this work, we generated implicit 3D representations of human figures appearing on 
pictorial maps using machine learning methods (Figure 5.15). We showed that plausible 
poses and body parts can be inferred when training the networks with data of real 
humans. However, we see a need for improvement in refining shapes and textures, in 
supporting hair and clothes as well as in simplifying the workflow. Our automated 
workflow takes only a few minutes to complete, whereas manual sculpting and texturing 
of the 3D models would take several hours.  

Next to human figures, also other pictorial entities like animals, sea monsters, or ships 
may be transferred to the third dimension. Moreover, 3D buildings or distinct landscape 
features may be derived from historic maps in oblique view (e.g. Murer, 1576). 
Cartography would be rather concerned with abstract and georeferenced 
representations while the reconstruction of detailed representations would rather fall 
into the domains of other fields (e.g. archaeology, anthropology, evolution biology).  

The automatic 3D reconstruction of buildings and landscapes will accelerate the 
development of ‘time travel’ applications, where users can see the past and future of a 
geographic area (e.g. Stadt Zürich, 2022). When additionally viewing a 3D city in virtual 
reality, users will get a more vivid impression of its structure (e.g. the narrowness of 
alleys). As envisioned in the concept of the metaverse, the virtual space may be 
populated with avatars, where our animation-ready 3D pictorial human figures come 
into operation. We would propose the term ‘cartoverse’ for this kind of cartographic 
metaverse. Several challenges would need to be addressed in the future to provide a 
fully functional cartoverse, for instance, how to avoid motion sickness during spatial 
navigation or for different perspectives, how to interact with 3D objects via speech or 
gesture recognition, or how to present thematic information additionally to the 
topographic elements. 
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Figure 5.15: All pictorial human figures on maps from our test dataset and our inferred 3D models 
from different views 
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Appendix 

Query points and additional pose points, which are inputted into DISN, are encoded by 
three 1D convolutions with four times smaller filter sizes (i.e. 16, 64, 128). In the image 
encoder, we reduced the number of filters for convolutions by four (i.e. 8, 16, 32, 64, 
128) and use only one convolution layer after a strided convolution layer at each level. 
Similarly, we lowered the size of the global features by four (i.e. 256). The filter sizes for 
1D convolutions in the decoder part remained unchanged (i.e. 512, 256, 1). 

Text 5.1: Adaptations to the Deep Implicit Surface Network (DISN) for 3D body part inference 

We implemented a custom ray marcher in Python using the library ‘Numba’, which 
enables executing parallel operations on the GPU, for rendering the inferred 3D objects 
represented by SDFs. An SDF value denotes the shortest distance (d) to object surfaces, 
while the sign indicates whether a point lies inside (d < 0), on (d = 0), or outside (d > 0) 
the object. We trilinearly interpolate the eight closest grid points of the evenly spaced 
SDF to get smoother surfaces. The SDFs of the different body parts can be combined by 
the union operation (i.e. min (d1, d2)). Afterwards, a depth image can be obtained by 
iteratively cumulating the covered distances from the virtual camera to the body surface 
during each ray marching step. As an enhancement, we smooth the depth map with a 
5×5 averaging filter. A body part mask is produced by returning the index of the first hit 
body part along the ray. 

Text 5.2: Derivation of depth maps and body part masks for UV coordinates prediction 

The ray marcher (Text 5.2) is extended by projecting the inpainted texture maps to the 
surfaces of the 3D body parts from four views (i.e. front, back, left, right). As an 
enhancement, we blend the obtained textures, that is, the steeper the angle of the 
surface normal to the texture, the more weight the colour value gains from this texture. 
The normals are approximated by nearby SDF values at the surface points (i.e. n = 
[SDF(x+ε, y, z) – SDF(x-ε, y, z), SDF(x, y+ε, z) – SDF(x, y-ε, z), SDF(x, y, z+ε) – SDF(x, y, z-ε)]). 
For an interactive view, we pass the rendered images to the canvas of the library 
‘matplotlib’, where mouse events can be captured to zoom and rotate around the 
depicted figure. 

Text 5.3: Application of textures to figures 
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Maps  
Background maps https://www.google.com/maps 

Globe for comparing 
sizes of countries 

https://arnofiva.github.io/world-sizes/  

Natives in Patagonia https://commons.wikimedia.org/wiki/File:Pueblos_ind%C3%ADgenas_de_la_Patagonia
_Austral.svg  

Lifecycle of penguins https://de.wikipedia.org/wiki/Datei:Penguin-lifecycle-
de.svg#/media/Datei:PENGUIN_LIFECYCLE_H.JPG  

Plate tectonics (Scotese, 2016) 
Seafarers’ voyages https://www.britannica.com/biography/Ferdinand-Magellan/Circumnavigation-of-the-

globe  
  

Images  
Persons Sources are given in our test dataset 

Penguin footprints https://commons.wikimedia.org/wiki/File:Penguin_footprints_on_the_beach_%2855656
82274%29.jpg  

Human footprints https://commons.wikimedia.org/wiki/File:Punta_Prosciutto_footsteps.jpg  
Large footprints https://commons.wikimedia.org/wiki/File:Nodosaur_Footprint_Verified_-

_Detail_of_Baby_Footprint_(7846740914).jpg  
Small footprints https://commons.wikimedia.org/wiki/File:Footsteps_on_the_beach,_Seaford_-

_geograph.org.uk_-_2599216.jpg 
Climate charts https://www.climatestotravel.com/  

  
3D models  

Bone https://sketchfab.com/3d-models/horse-bone-d51e7216a5bb41bea3ee2576fa92eedc  
Table https://sketchfab.com/3d-models/table-for-building-

91d5f0058b734eafad16a3e43070ebe6  
Alpaca https://sketchfab.com/3d-models/alpaca-non-commercial-

5de8754563254e34837ec4aacac8632e  
Tent https://sketchfab.com/3d-models/tent-fa46028e8d3849399ba5271df07ed99c  

Penguin https://sketchfab.com/3d-models/emperor-penguin-
310f1d21cf534fd0bcf073aa9b08a740  

Fossil https://sketchfab.com/3d-models/trilobite-fossil-b4c9b051a23445bfafcc9953deb54cc5  
Shell https://sketchfab.com/3d-models/seashell-fossil-

bc4b85625dd045608b498c41f8b5c1a7  
Sailing ship https://sketchfab.com/3d-models/segelschiff-sailing-ship-updated-pbr-

f349ecd6b81c4c25aa5d628e8913048e  
Dog https://sketchfab.com/3d-models/beagle-341cb7dd930a427eab3f8e925718e6c0  

  
Miscellaneous  

Selk’nam language https://ids.clld.org/contributions/311  

Table 5.6: Sources of the 3D story map with pictorial figures 

  

https://www.google.com/maps
https://arnofiva.github.io/world-sizes/
https://commons.wikimedia.org/wiki/File:Pueblos_ind%C3%ADgenas_de_la_Patagonia_Austral.svg
https://commons.wikimedia.org/wiki/File:Pueblos_ind%C3%ADgenas_de_la_Patagonia_Austral.svg
https://de.wikipedia.org/wiki/Datei:Penguin-lifecycle-de.svg#/media/Datei:PENGUIN_LIFECYCLE_H.JPG
https://de.wikipedia.org/wiki/Datei:Penguin-lifecycle-de.svg#/media/Datei:PENGUIN_LIFECYCLE_H.JPG
https://www.britannica.com/biography/Ferdinand-Magellan/Circumnavigation-of-the-globe
https://www.britannica.com/biography/Ferdinand-Magellan/Circumnavigation-of-the-globe
https://commons.wikimedia.org/wiki/File:Penguin_footprints_on_the_beach_%285565682274%29.jpg
https://commons.wikimedia.org/wiki/File:Penguin_footprints_on_the_beach_%285565682274%29.jpg
https://commons.wikimedia.org/wiki/File:Punta_Prosciutto_footsteps.jpg
https://commons.wikimedia.org/wiki/File:Nodosaur_Footprint_Verified_-_Detail_of_Baby_Footprint_(7846740914).jpg
https://commons.wikimedia.org/wiki/File:Nodosaur_Footprint_Verified_-_Detail_of_Baby_Footprint_(7846740914).jpg
https://commons.wikimedia.org/wiki/File:Footsteps_on_the_beach,_Seaford_-_geograph.org.uk_-_2599216.jpg
https://commons.wikimedia.org/wiki/File:Footsteps_on_the_beach,_Seaford_-_geograph.org.uk_-_2599216.jpg
https://www.climatestotravel.com/
https://sketchfab.com/3d-models/horse-bone-d51e7216a5bb41bea3ee2576fa92eedc
https://sketchfab.com/3d-models/table-for-building-91d5f0058b734eafad16a3e43070ebe6
https://sketchfab.com/3d-models/table-for-building-91d5f0058b734eafad16a3e43070ebe6
https://sketchfab.com/3d-models/alpaca-non-commercial-5de8754563254e34837ec4aacac8632e
https://sketchfab.com/3d-models/alpaca-non-commercial-5de8754563254e34837ec4aacac8632e
https://sketchfab.com/3d-models/tent-fa46028e8d3849399ba5271df07ed99c
https://sketchfab.com/3d-models/emperor-penguin-310f1d21cf534fd0bcf073aa9b08a740
https://sketchfab.com/3d-models/emperor-penguin-310f1d21cf534fd0bcf073aa9b08a740
https://sketchfab.com/3d-models/trilobite-fossil-b4c9b051a23445bfafcc9953deb54cc5
https://sketchfab.com/3d-models/seashell-fossil-bc4b85625dd045608b498c41f8b5c1a7
https://sketchfab.com/3d-models/seashell-fossil-bc4b85625dd045608b498c41f8b5c1a7
https://sketchfab.com/3d-models/segelschiff-sailing-ship-updated-pbr-f349ecd6b81c4c25aa5d628e8913048e
https://sketchfab.com/3d-models/segelschiff-sailing-ship-updated-pbr-f349ecd6b81c4c25aa5d628e8913048e
https://sketchfab.com/3d-models/beagle-341cb7dd930a427eab3f8e925718e6c0
https://ids.clld.org/contributions/311
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6. Conclusion 

In this dissertation, several artificial neural networks are applied to fulfil cartographic 
tasks, such as map identification, object detection, and construction of 3D objects. It is 
shown that these labour-intensive tasks for humans can be automatised while achieving 
considerable results and leaving room for further consolidation. A focus is put on 
transforming static 2D figures from pictorial maps into animatable 3D figures for 
interactive cartographic applications. By this, novel storytelling concepts can be 
introduced and existing approaches be extended to increase the attractivity and 
usability of digital 3D maps.  

Three research questions, specified in Chapter 1.2, are examined in this dissertation.  

 

RQ1a: Identification of maps and pictorial maps 

More than 6000 images from a social media website are collected for the task of map 
recognition. Using two CNNs for classification, maps are distinguished from images at 
an accuracy of 95–97%, while pictorial maps are separated from other maps at an 
accuracy of 87–92%. 

For these classification tasks, a definition of maps is established considering the latest 
developments in digital cartography and a definition of pictorial maps is formulated 
based on the level of representation of the depicted objects. The definitions contribute 
to a common understanding of maps and help to delimit them from similar visual 
artefacts. The collected training and test data required for this distinction can serve as a 
baseline for further improving the machine learning models. Since the input resolution 
of images is currently quite limited due to the high working memory demands of the 
models on the GPU, different input strategies (e.g. resizing, cropping) are examined in 
detail. 

 

RQ1b: Detection of pictorial objects including parts and key points on maps 

About 500 maps from digital libraries containing illustrations of sailing ships are 
annotated representatively for recognizing pictorial objects. Additionally, more than 
4000 humans from real-world photos and synthetically generated human figures are 
taken as training data to extract their silhouettes, body parts, and pose points. Bounding 
boxes of sailing ships are detected in pictorial maps at an average precision of 32–36% 
by two CNNs for object detection. Silhouettes of human figures are identified in pictorial 
maps at an average precision of 17–19% by a CNN for instance segmentation, while 
body parts and pose points of the figures are recognised simultaneously at an average 
precision of 9–11% by an adapted CNN for semantic segmentation. 

It is demonstrated that the choice of hyperparameters (e.g. anchor scales, feature map 
sizes) has a decisive impact on the accuracy of the networks for object detection. The 
average precision of networks detecting objects and segmenting instances was about 
33–41% at that time (He et al., 2017; T.-Y. Lin et al., 2020). Since annotating new datasets 
for supervised learning is very tedious, especially for instance segmentation, similar 
object representations are considered for training the networks. Using merely 
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synthetically generated data yields to be less effective for segmentation tasks, possibly 
due to a too little variety of styles. In turn, real-world datasets are sometimes unbalanced, 
for instance, most of them include upright humans, thus uncommon poses are not 
handled well by the networks. A combination of abstract and realistic representations is 
beneficial for recognizing pictorial objects, nonetheless, the identification of crowded 
and very small objects needs to be further improved. The simultaneous prediction of 
pose points and body parts contributes towards designing networks which are capable 
of solving multiple tasks at the same time. 

 

RQ2: Derivation of pictorial 3D objects from the segmented 2D objects 

3D meshes of a male and female human are assigned more than 3000 poses and are 
varied in height and weight for generating a set of pictorial 3D figures. Their poses, 
shapes, and textures are plausibly inferred from 2D human figures by a series of ANNs. 
The ANNs are specialised in 3D pose point estimation, single-view 3D reconstruction, 
UV coordinate prediction, texture inpainting, and facial enhancement. 

It is observed that assuming either an orthographic or perspective projection has only a 
minimal impact on creating 3D figures from their 2D complements. Coarse body part 
shapes are reconstructed well by a network, whereas fine-grained structures, such as 
fingers, need further attention in the future. The addition of pose points improves 
inferring 3D body parts from binary masks, likewise, body part masks help to predict UV 
maps from depth maps. Training an ANN with cartoonised head images amends noisy 
and too realistic outputs of the figure’s faces. A fully functional and understandable 
pipeline consisting of different models is established, though its maintainability may be 
challenging and synergy effects are not fully exploited. 

 

RQ3: Rendering of the inferred pictorial 3D objects in real time 

The 3D models of the pictorial figures are represented by implicit surfaces and are 
rendered with sphere tracing in 256x256px images at 25 frames per second, which 
enables basic interactivity and animations. 

SDFs are chosen as a mathematical model for implicit surfaces, but not functional 
representations, so-called ‘F-Reps’ (Pasko et al., 2001), which are less frequently used. 
As outputting SDF values on-the-fly for given coordinates by an ANN does not result in 
a real-time performance, SDF values are pre-estimated and stored in a 3D grid. For 
rendering, the sphere tracing algorithm is implemented in the Python programming 
language, mainly to ease debugging. Features like a trilinear interpolation of SDF values 
or texture blending are included in the renderer to enhance the quality of the 3D models. 

 

Research question Article I Article II Article III 
RQ1a    
RQ1b    
RQ2    
RQ3    

Table 6.1: Correspondence of research questions and research articles 
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The correspondence of research questions and research articles is given in Table 6.1. 

Individual training datasets are prepared for all research articles; however, some 
datasets are reused in subsequent articles. Maps without any pictorial figures from 
Article I serve as background maps, on which additional entities are inserted, for training 
a network in Article II. Photos of real persons’ faces from Article II are cartoonised to 
resynthesise the faces of pictorial humans in Article III. Some maps including larger 
pictorial human figures from Article I are selected as test data for Article III. 

ANNs, most of them CNNs, containing residual connections have been studied 
throughout the dissertation. In Article I, residual connections enclose the Inception or 
Xception modules of the classification networks. The backbone networks described in 
Articles I and II also contain these connections. Three of the four head networks 
examined in Article II for estimating poses and segmenting body parts include an 
ascending number of residual connections. In Article III, networks with these connections 
are used for predicting 3D and texture coordinates as well as inpainting textures. 

 

Figure 6.1: Workflow pursued in the research articles 

By training the ANNs, animatable 3D figures are automatically derived from static 2D 
figures using the example of pictorial humans (Figure 6.1). Human figures appear often 
on pictorial maps; thus, these illustrative maps are distinguished from other maps and 
images in Article I. In Article II, silhouettes of the figures are identified as well as their 
joints and body parts, which is required for skeletal animation. The joints and body parts 
are transferred into the 3D space, and textures of the figures are completed for hidden 
views in Article III. 

Finally, the constructed figures can be rendered in a real-time 3D environment like a 
virtual globe (Figure 6.2). The rendering area can be restricted to billboards to avoid 
performing the sphere tracing algorithm on the entire screen. Camera parameters, 
signed distance values, textures, model position and orientation are passed to the 
fragment shader of the billboard. Animations can be defined programmatically in the 
fragment shader or transformation parameters derived from motion-captured real 
humans can be passed additionally. In the latter case, disoriented body parts can occur 
since the internal rotation of the bones is not considered yet. The transformations to 
animate the figures need to be applied also to the normals for correct texturing. Further 
billboards positioned near the head of the figures can contain texts or input elements 
for interactive storytelling. 
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Figure 6.2: An inferred human figure rendered via sphere tracing in a virtual globe (here: 
CesiumJS). The figure is equipped with a speech bubble for storytelling and a walking animation 
based on the sine function. Selected key frames of the animation sequence are depicted below. 

Note 

Data, code, and models of all research articles are publicly available at 
http://narrat3d.ethz.ch so that other researchers can reproduce and improve the results.

http://narrat3d.ethz.ch/
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7. Outlook 

7.1. Technology 

At present, cartographic storytelling is a type of visual storytelling, which is often 
combined with other visuals like images, videos, or charts. In the future, it is thinkable 
that physical output devices appeal also to other senses, such as acoustics, haptics, and 
olfactics (Figure 7.1). This trend can be observed in so-called 4DX or 5D cinemas, where 
various effects like motions, water, or scents are triggered to support actions happening 
in the movie. However, it is not known yet whether multisensory devices will be 
affordable or practicable for individual use. Nevertheless, it is already nowadays 
possible to emit sounds via speakers or let game controllers vibrate. 

Haptic devices like mice, keyboards, and touchpads are currently prevalent input 
devices for digital cartographic applications. These peripherals allow users to interact 
with the storytellers by asking questions, giving answers, or issuing commands. 
Reactions of the storytellers may be derived automatically by scripts or by artificial 
intelligence (e.g. ChatGPT), or provided manually by other users. It can be assumed that 
some of the research prototypes examining different modalities like eye-tracking (e.g. 
Kwok et al., 2019), gesture recognition (e.g. Berger, 2021), or speech recognition (e.g. 
Shan & Sun, 2023) turn soon into marketable products. These devices are particularly 
interesting for the cartoverse, where avatars are controlled by users (see Chapter 5.7). In 
the far future, other haptic devices or even neural interfaces can be expected (T.-H. Yang 
et al., 2021). 

Besides supporting to process inputs and to produce outputs of human-computer 
interfaces, machine learning will enhance discriminative and generative cartographic 
tasks on the methodological side. Ideally, the analysed content of digitised maps (e.g. 
pictorial maps) can be transferred into a data model, which can be spatially, temporally, 
and thematically queried. Knowledge graphs (Hogan et al., 2021) are a promising 
candidate for this kind of data structure, where machine learning additionally helps to 
deduce relationships of entities. Concerning generative tasks, an uprising concept is 
neural rendering (Tewari et al., 2022), where images based on given parameters are 
produced by machine learning models, which may improve the performance and quality 
of graphics and animations in maps. Beyond, machine learning may accelerate and 
enhance the extraction of thematic data (e.g. from websites), the production of maps 
(e.g. placement of labels), and the development of user interfaces (e.g. based on user 
analytics). 

Traditional algorithms in computer science will be also continuously improved. 
Performance gains of sphere tracing can be expected with newer generations of GPUs 
(i.e. NVIDIA RTX), which are optimised for ray tracing. Next to pictorial human figures, 
also topographic objects may be represented by implicit surfaces in 3D. This may ease 
implementing interactions between these objects, for example showing the footsteps of 
the figures on the terrain. Beyond, light effects produced by ray tracing will contribute 
towards creating suitable atmospheres for cartographic storytelling. 
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Figure 7.1: Cartographic storytelling as a multisensory experience (bold font) including different 
types of verbal (regular font) and non-verbal (italic font) communication 

7.2. Concepts 

Augmenting maps with pictorial objects will allow cartographers to introduce verbal and 
nonverbal means of visual communication (Figure 7.1). An example of verbal 
communication is to tell stories via text in speech bubbles. This will enable transferring 
different narrative perspectives from literature: Figures can be subjective first-person 
narrators like protagonists (e.g. famous personalities), who tell personal stories, or 
supportive characters (e.g. sewers in textile production), who give background 
knowledge to a topic. Otherwise, a rather objective third-person narrator (e.g. a domain 
expert) can highlight the peculiarities of a thematic map. By presenting information and 
stories explicitly, users do not need to deduce them merely from the map. Some 
meanings may still be disguised or hidden, which need to be implied by ‘reading 
between the lines’.  

The map reader’s interpretations are an inherent part of nonverbal communication. For 
example, by placing a pictorial object into the map space, the underlying topographic 
object can be emphasised (e.g. a cow on a meadow). Moreover, nonverbal 
communication comprises movements, also known as kinesics, which can be used to 
guide the user through the map (e.g. by follow-me gestures) or to support a thematic 
map (e.g. complex movements of an athlete). The virtual object (e.g. a train) can reflect 
the movements of a real-world counterpart in real time. Alternatively, animation paths 
can be scripted by cartographers to indicate the likelihood that an entity (e.g. a bird) is 
present in an area, which can be possibly linked with uncertainty visualisations. 
Nonverbal communication can influence verbal communication. For instance, based on 
the distance to the pictorial object, also known as proxemics, and conditional on the 
time, also known as chronemics, different facts or secrets can be revealed (e.g. when a 
storyteller is within close distance and after some time passed). 

The design of story maps including pictorial objects is connected to intrinsic and 
extrinsic storytelling approaches (see Chapter 2.1.4). Animated interactive objects will 
complement intrinsic cartographic storytelling (Figure 7.2a) because they are an integral 
part of the map and can be the target of events (e.g. clicks). Ideally, the style of the 
additional objects corresponds to the existing map elements since inconsistencies may 
be perceived as not visually pleasing. Individual objects will be already sufficiently 
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representative, but also crowd visualisations are thinkable (e.g. people dancing at a 
music festival). Concerning generalisation, details need to be possibly reduced when 
viewing the 3D objects from a larger distance.  

In extrinsic cartographic storytelling (Figure 7.2b), events emitted in the user interface 
may affect animated interactive objects on the map. Objects or their properties may be 
varied depending on the storyline or time, spatial navigation tools, and thematic filters. 
In the user interface, metadata (e.g. name, age, gender), special functions and items, 
and animation controls (e.g. play, pause, fast-forward, loop) may be shown once an 
object is selected on the map. For an overview, a legend with all objects may be 
provided, possibly allowing users to focus on an object inside the map.  

 

Figure 7.2: Comparison between intrinsic (a) and extrinsic (b) cartographic storytelling. The story 
unfolds by spatially navigating and interacting inside the map with intrinsic cartographic 
storytelling, while the story is driven by events dispatched in the user interface with extrinsic 
cartographic storytelling. Bi-directional story flows occur when both methods are combined 
(Sieber et al., 2021). 

7.3. Usability 

Maps, especially topographic maps, are mainly used for orientation and navigation 
purposes. Animated pictorial 3D objects do not seem to be very suited to assist fast 
travelling users, like drivers in cars or pilots in planes, who need to decide quickly and 
who need to be focused more on the environment than on the map. However, figures 
can be potentially added to cartographic AR applications for slowly travelling users, like 
hikers in the mountains or tourists in cities. For example, virtual animals may appear if 
the real ones are hidden or a virtual tour guide may give hints about special places. A 
positive side-effect triggered by these map supplements may be a higher activity rate of 
users, similar to the popular AR game ‘Pokémon Go’. Nevertheless, there is a danger of 
accidents in outdoor environments due to distraction. 

Another purpose of maps is planning, for example, constructing or restoring buildings 
or quarters. Viewers of these maps are already familiar with static 3D figures and objects 
included for decorative aspects. Nowadays, a trend can be observed towards digital 
twins of cities (Schrotter & Hürzeler, 2020), which are interactively experienceable, show 
the prospective changes in high fidelity, and allow performing complex analyses (e.g. 
shadow calculations, noise propagation). Animated figures may be inserted there for 
accessibility and risk simulations, which make sense rather on large-scale maps than on 
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small-scale maps. In terms of public participation, figures may represent involved actors 
expressing different opinions. 

Maps are an integral part of education in geography. Since computers and tablets are 
increasingly available in schools, animated interactive objects may be added to digital 
maps to generate positive emotions for students so that anxieties about the complexity 
of data may become secondary. It is not clear yet whether maps with pictorial objects 
offer an added value compared to maps without them, thus certain metrics (e.g. 
effectiveness, efficiency, memorability) would need to be obtained while assessing the 
geographic competencies of students. Other use cases include virtual field trips or 
virtual teaching, bearing in mind that a full virtualisation of learning activities is not 
equivalent to on-site teaching, which became evident by the COVID-19 pandemic. 

Maps are an effective communication means to present spatial patterns, flows, and 
relationships to the general public in atlases or museums. Animated interactive objects 
may raise the interest of people to explore the maps and may give a better 
understanding of the often abstractly encoded information in maps. Cartographic 
guidelines would need to be derived from usability studies, for example, how many 
objects should be animated at which speed to not impair the user’s cognition. The 
additional objects seem to be suited for presenting environmental or societal problems 
(e.g. sustainable development goals formulated by the United Nations) but may be 
extraneous for exploration and analysis tasks. 

Entertainment is an aspect of maps, which does not need to be neglected. Animated 
objects may illustrate stories about geographic and historic curiosities, potentially 
enhanced with effects from social media sites. As an interactive layer, gamification 
elements (e.g. quizzes, puzzles) may be included, which motivate and challenge the 
users. In particular, VR applications within the scope of the metaverse offer a large 
potential in a cartographic depiction of the real world, for example, live chats with other 
people represented by avatars (Park & Kim, 2022). In this context, the protection of 
children against common internet threats and the danger of reality loss deserves special 
attention, though the latter issue is perhaps less apparent in the cartoverse than in other 
digital twins due to the higher level of abstraction. 

Note 

This chapter outlined prospective technological, conceptual, and usability aspects, 
which may arise from adding animated interactive 3D figures to story maps. The 
structure of the chapter has been aligned to a medium-centred model of communication 
(Elleström, 2018) with a digital story map as the medium (Chapter 7.1), cartographers as 
producers (Chapter 7.2), and map users as perceivers (Chapter 7.3). Since all parts are 
interrelated, overlaps may occur.
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