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Autonomous Magnetic Navigation in Endoscopic Image
Mosaics

Michelle Mattille,* Quentin Boehler,* Jonas Lussi, Nicole Ochsenbein, Ueli Moehrlen,
and Bradley J. Nelson

Endoscopes navigate within the human body to observe anatomical
structures with minimal invasiveness. A major shortcoming of their use is
their narrow field-of-view during navigation in large, hollow anatomical
regions. Mosaics of endoscopic images can provide surgeons with a map of
the tool’s environment. This would facilitate procedures, improve their
efficiency, and potentially generate better patient outcomes. The emergence of
magnetically steered endoscopes opens the way to safer procedures and
creates an opportunity to provide robotic assistance both in the generation of
the mosaic map and in navigation within this map. This paper proposes
methods to autonomously navigate magnetic endoscopes to 1) generate
endoscopic image mosaics and 2) use these mosaics as user interfaces to
navigate throughout the explored area. These are the first strategies, which
allow autonomous magnetic navigation in large, hollow organs during
minimally invasive surgeries. The feasibility of these methods is
demonstrated experimentally both in vitro and ex vivo in the context of the
treatment of twin-to-twin transfusion syndrome. This minimally invasive
procedure is performed in utero and necessitates coagulating shared vessels
of twin fetuses on the placenta. A mosaic of the vasculature in combination
with autonomous navigation has the potential to significantly facilitate this
challenging surgery.

1. Introduction

Remote magnetic navigation (RMN) is an emerging field with
high potential for surgical robotics.[1] Magnetic guidewires,
catheters, or endoscopes are steered inside the human body with
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magnetic fields generated by an electromag-
netic navigation system (eMNS) placed next
to the patient.[2–4]

By remotely changing the orientation of
the magnetic fields, the magnetic mate-
rial inside the surgical tools experiences
a magnetic torque to align with the mag-
netic field orientation resulting in bend-
ing the distal part of the flexible tools.[5]

In this way, the instrument tips are con-
trolled in a precise and highly dexterous
manner. A limitation of soft, flexible instru-
ments is their inability of generating large
interaction forces in a stable way with the
surrounding anatomy. This property natu-
rally leads to increased procedural safety
and makes RMN an excellent candidate for
endoscopic procedures, where tissue inter-
actions are to be minimized while the in-
strument is navigated in unknown anatom-
ical environments.[6–8] In 2003, Stereotaxis
Inc. introduced RMN into the clinics for car-
diac ablations.[9] This led to an increased
maneuverability of the catheters compared
to manual guidance and facilitated steering
into anatomically challenging areas. Their
procedures have also been reported to be

safe and efficacious, and to reduce operator fatigue.[3] RMN has
also been proposed for a variety of natural orifice and minimally
invasive procedures such as colonoscopies, endovascular proce-
dures, neurosurgery, bronchoscopy, and fetal surgery.[2,4,6,8,10–14]

One of the major shortcomings of minimally invasive surg-
eries in large, hollow organs is the narrow field of view of the
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endoscopes. Surgeons must memorize the tool’s environment
for surgical planning, navigation, localization, and to characterize
areas of interest.[15–19] To address this issue, several groups have
proposed generating mosaics or 3D reconstructions from endo-
scopic images. 3D reconstructions of the bladder and the stom-
ach have been generated with recordings from cystoscopies and
gastroscopies to facilitate cancer detection and surveillance,[15–17]

Mosaicking of endoscopic images was proposed for generating
maps of the vascular anatomy of the placenta for the treatment
of twin-to-twin transfusion syndrome (TTTS).[18,20–22] TTTS is a
severe complication of monochorionic twin pregnancies and is
characterized by a unbalanced blood flow from one twin to the
other over shared vessels on the placenta (anastomoses), which
leads to a severe amniotic fluid discrepancy between the twins.[23]

The gold standard treatment is a minimally invasive procedure
called fetoscopic laser coagulation (FLC). The surgeon first iden-
tifies all anastomoses by navigating the endoscope over the pla-
centa while memorizing the vascular anatomy. Next, the endo-
scope is navigated to all anastomoses to coagulate them with a
laser.[24,25] Endoscopic image mosaics have the potential to sig-
nificantly facilitate the identification of anastomoses, because the
field of view of the endoscope is too small to see the required pla-
cental vasculature in a single endoscopic image.[18,20–22]

Mosaics of endomicroscopic images have been proposed for
the enhancement of probe-based confocal laser endomicroscopy
(pCLE).[19,26,27] pCLE is an imaging modality to generate high res-
olution microscopic tissue images for optical biopsy.[19,27] Mo-
saicking during pCLE requires a slow and controlled scanning
motion with sub-millimeter accuracy while maintaining opti-
mal tissue contact.[27] The automation of this scanning mo-
tion was proposed for robotic surgical systems such as the da
Vinci robot.[19,26,27] Trajectories were planned in the camera frame
or a frame fixed with respect to the base of the robot respec-
tively and steered the probe along the trajectories with visual
servoing.[19,26,27]

Autonomous navigation of surgical instruments promises to
facilitate procedures and enhance patient safety.[28] It has the
potential to increase precision and reduce the impact of hu-
man factors, such as stress or fatigue, and eliminate the influ-
ence of tremors in the hands.[1,29] Less experienced surgeons
would be able to focus more on critical procedure-related tasks
than on tool navigation, and with fewer tasks to learn, the re-
quired training time to master a procedure would be significantly
reduced.[28,29] Despite these advantages, no commercial solution
for autonomous navigation of surgical tools is available yet for
RMN. In research, promising preliminary results for automated
steering with RMN were shown for bronchoscopy,[4] endovascu-
lar procedures,[10,30] neurosurgery,[12] and fetal surgery.[14] Mar-
tin et al. demonstrated autonomous navigation during an in vivo
colonoscopy on a porcine model.[8] No autonomous navigation
with RMN in large, hollow anatomical structures such as the
uterus, stomach, or bladder has been performed so far.

Our work was motivated by FLC to treat TTTS. As shown in our
previous work, RMN has great potential for FLC.[14] Substituting
the current rigid endoscopes with flexible, steerable models en-
ables access to the entire placenta for all placental locations, while
enhanced angles between the endoscope and the placenta during
the vessel coagulation mitigate the risk of injuring surrounding
tissue.[14] In this previous work, we demonstrated the potential

of robot-assisted navigation for FLC with automated adjustment
motions to reach targets in the current field of view of the endo-
scope. However, regions of interest and the majority of the targets
often lie outside of this limited area. To reach these locations, the
vascular anatomy still had to be memorized, and the endoscope
was controlled with a manual controller. These constitute major
limitations, which are addressed in the present work, by propos-
ing the first autonomous navigation strategies for large, hollow
organs with magnetic actuation. These allow to reach locations
beyond the limited field of view of the endoscopic camera during
minimally invasive surgeries. The proposed methods can han-
dle various visual conditions including challenging low-texture
environments, which are typical in surgical procedures. We pro-
pose two automated, model-free control strategies for RMN re-
lying on endoscopic mosaics. The main contributions are: 1) a
visual servoing navigation strategy to explore the environment
autonomously from a given starting position while generating
an endoscopic mosaic, 2) a navigation method to reach any tar-
get in the generated mosaic, 3) a quantitative evaluation of the
proposed navigation strategies in simplified in vitro settings, and
4) the demonstration of the proposed methods for FLC by navi-
gating over a human ex vivo placenta underwater. In this con-
text, this has the potential to significantly facilitate the surgery
as it automates the navigation of the endoscope during the pro-
cedure. It provides to the surgeons with a map of the placental
vascular anatomy, where target locations can easily be identified
and reached.

In Section 2, the proposed navigation strategies and magnetic
actuation are described in detail and the results of the evaluation
in vitro and ex vivo are presented and discussed. The conclusions
are drawn and an outlook is provided in Section 3. The experi-
mental setup is explained in Section 4.

2. Results and Discussion

2.1. Working Principle

Figure 1 shows an overview of our platform and how it can be
used for fetal surgery. The eMNS is placed next to the patient
and generates magnetic fields to steer the magnetic endoscope.
The procedure consists of two phases depicted on the right-hand
side of Figure 1:

1. Exploration phase, where the endoscope is controlled to au-
tonomously explore the environment while the endoscopic
images are stitched into a mosaic in real-time. This provides
the surgeons with a map of the vascular anatomy instead of
having to memorize it (Section 2.3.2).

2. Navigation phase, where the mosaic generated in Phase 1 is
used as an interactive map. The user can select target loca-
tions to which the endoscope will be automatically guided
(Section 2.3.3).

2.2. Magnetic Actuation

In this work, we navigate a flexible endoscope with RMN. The en-
doscope has permanent magnets embedded in its distal part that
bends when exposed to an external magnetic field b due to the
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Figure 1. Overview of the remote magnetic navigation platform for automated endoscopic navigation for twin-to-twin transfusion syndrome treatment.
The electromagnetic navigation system is positioned next to the patient and generates a magnetic field b. The magnetic fields create a magnetic torque
𝝉 on a magnetic endoscope to control the orientation of its tip. We propose two automated navigation methods relying on mosaics: 1) autonomous
exploration of the environment while the endoscopic images are stitched into a mosaic and 2) use of the mosaic as a graphical user interface where
target positions can be selected to which the endoscope is automatically guided.

magnetic torque 𝝉 acting on each magnet. The magnetic torque
𝝉 is computed as

𝝉 = m × b (1)

where m is the dipole moment of the magnet.[5] The magnetic
field is generated by the Navion eMNS, a pre-clinical system con-
sisting of three current-controlled electromagnets (see Figure 1).
Navion has already demonstrated its ability to navigate a variety of
magnetic continuum robots for medical applications.[11,13,14] The
magnetic field b at any position p ∈ ℝ3 generated by the system
is modeled as a linear mapping between b(p) and the electrical
currents flowing through the electromagnets i ∈ ℝ3:[5]

i = A†(p)b(p) (2)

where A† is the Moore-Penrose pseudoinverse of the actuation
matrix A, which is obtained through calibrating the eMNS.[31]

2.3. Navigation

2.3.1. Closed-Loop Visual Servoing

During both the exploration and navigation phases, the endo-
scope is controlled in a closed-loop mode using an extended ver-
sion of the hand-in-eye visual servoing approach proposed in our
previous work.[14] The control diagram is illustrated in Figure 2A.

The aim is to control the magnetic field to generate the mo-
tion of a feature in the current endoscopic image Ik. The induced

magnetic torque (Equation (1)) will cause the endoscope’s tip to
bend such that a target s ∈ ℤ2 with pixel coordinates ks =

[
xk yk

]T

in the image frame (subscribed “k”) moves toward the reference
coordinates kr (see Figure 2B). The method to detect ks in the
endoscopic images depends on the navigation strategy and is de-
scribed in Sections 2.3.2 and 2.3.3. In both cases, kr is the center
of Ik.

To ensure an exponential decay of the error e = kr − ks between
the reference and the target position, a proportional–integral–
derivative (PID) controller is used. It is defined as

u̇ =
(

Kpe + Ki ∫ edt + Kdė
)

(3)

where u̇ is the control signal and Kp, Ki, and Kd are the control
parameters, which are found through empirical tuning looking
for a stable behavior and minimal overshoots.

The desired magnetic field b∗ is generated by the eMNS at the
position p0 in space (see Figure 2C). The field is calculated by
intrinsically rotating the desired magnetic field vector from the
previous iteration around the axis of a rotating magnetic field
frame (denoted “B” in Figure 2C). The “B” frame is attached to
the desired magnetic field vector b∗ such that the coordinates of
the desired magnetic field are always expressed as Bb∗ =

[
b 0 0

]T
,

where b is the magnetic field magnitude. At each iteration, “B” is
rotated first around its yB axis with �̇� and then around its zB axis
with �̇�. The intrinsic Euler angle velocities q̇ =

[
�̇� �̇�

]T
are ob-

tained from the inverse kinematics. The coordinates of Bb∗ are
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Figure 2. Closed-loop visual control method. A) Control diagram to move a target ks to a reference position kr. B) Shows the aim of the control in the
endoscopic image frame “k”, in which the control is performed. C) The magnetic field frame “B” is rotated incrementally using the intrinsic Euler angles
�̇� and �̇�. The desired magnetic field vector b∗ with a magnetic field strength b is attached to the magnetic field frame such that Bb∗ = [b 0 0]T .

then transformed from the “B” frame into the magnetic system
frame (denoted “S” in Figure 2C), which is attached to the eMNS
and in which the system was calibrated.

The kinematics of the image motion are modeled by the Ja-
cobian matrix J ∈ ℝ2×2, which maps the magnetic field rotation
velocity vector q̇ =

[
�̇� �̇�

]T
to the motion of the image feature ks

as

kṡ = Jq̇ (4)

The matrix J is determined through a calibration procedure
performed prior to the navigation. The procedure consists of gen-
erating two orthogonal exploration motions Δq1 and Δq2, and
measuring the corresponding displacements in the image Δs1
and Δs2. The estimated Image Jacobian Ĵ is then computed as

Ĵ =
[
Δs1 Δs2

] [
Δq1 Δq2

]−1
(5)

Assuming Ĵ has full rank and a constant kr, the rotation velocity
of the magnetic field vector is computed as

q̇ = Ĵ−1u̇ (6)

Using Equation 2, the desired input electric currents i∗ for the
eMNS are found to generate b∗.

2.3.2. Phase 1: Exploration Phase

The endoscope is steered autonomously to explore its environ-
ment while stitching its images into a mosaic. The mosaicking is
described in detail in Section 2.3.2 and the exploration motions
in Section 2.3.2.

Mosaicking: During the exploration phase, endoscopic im-
ages are stitched into a mosaic using a method adapted from
Alabi et al. whose algorithm was validated on in human surgi-
cal videos.[18] The aim is to find the homography HM,k to project
the current endoscopic image Ik onto the mosaic. Instead of pro-
jecting the images with the affine transformations as in the orig-
inal paper, we chose to use homographies. Affine transforma-
tions were chosen because they yield better results in distorted
images.[32] Unlike the cameras from the surgical videos used by
Alabi et al., our camera is calibrated, and, therefore, the distortion
in our images can be corrected.

The method for mosaicking is summarized as follows: when
an image is received, its distortion is corrected and the image is
cropped. Next, the pixels between Ik and the previous endoscopic
image Ik−1 are matched by estimating the optical flow between
the images with the neural network FlowNet-2.

If
[
xk−1 yk−1

]T
are the coordinates of each pixel in Ik−1 and

[uk−1 vk−1]
T

denote the corresponding optical flow, the esti-
mated coordinates of the pixels in Ik are

[
xk
yk

]
=
[

xk−1
yk−1

]
+
[

uk−1
vk−1

]
(7)

The homography Hk−1,k ∈ ℝ3×3 to project Ik onto Ik−1 is esti-
mated from the matched pixels using the Random Sample Con-
sensus (RANSAC) method. Hk−1,k is then refined using only the
inliers through Levenberg–Marquardt optimization. The projec-
tion of Ik onto Ik−1 is defined as

𝜆

⎡⎢⎢⎣
xk−1
yk−1

1

⎤⎥⎥⎦ = Hk−1,k

⎡⎢⎢⎣
xk
yk
1

⎤⎥⎥⎦ (8)
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Figure 3. Workflow of the navigation in the mosaic if the target is outside the convex hull calculated from the projected image centers of the endoscopic
images forming the mosaic. The target location Ms is selected in the mosaic. If it is outside of , it is projected onto the closest point h on . Over
barycentric interpolation over the magnetic fields at the projected image centers, the desired magnetic field b∗ at t, the target location, is estimated.
The magnetic field vector is then incrementally rotated from the initial magnetic field orientation b0 to b∗ around the axes e, which is perpendicular to
the plane spanned by the two vectors. Changing the magnetic field orientation induces a different magnetic torque 𝝉 on the endoscopes tip, causing
it to bend and controlling its orientation. Next, Ms is projected onto the current endoscopic image and is tracked over the following images while the
endoscope is steered with visual servoing to bring it to the endoscopic image center.

The perspective transformation HM,k to warp the Ik onto the
mosaic frame is then found by left-hand matrix multiplication of
all pairwise homographies as

HM,k = HM,0

k∏
i=1

Hi−1,i (9)

where HM,0 is the projection of the first image I0 onto the mo-
saic. HM,0 is usually a translation of the image to the center of the
mosaic. The image Ik is then warped with HM,k and overlaid onto
the mosaic.

Exploration Motions: To explore the environment au-
tonomously from any given starting position, the endoscope
is controlled with the visual servoing method described in
Section 2.3.1. Figure 2D illustrates how the target ks is found
for each image Ik. The aim is that the centers of the projected
images in the mosaic follow a predefined trajectory (e.g., a raster
as illustrated in Figure 2D) in the mosaic frame. To ensure that
the generated mosaic does not contain holes, the trajectory is
defined in the mosaic frame and the spacing between neighbor-
ing regions is chosen such that the images overlap to account
for warping of the images. The target ks in the current image is
found by projecting a target Ms from the mosaic frame (denoted

“M”) to the current image (see Figure 2). If Ms is the point on
the trajectory in the mosaic frame, s is obtained with

ks = H−1
M,k Ms (10)

where H−1
M,k denotes the inverse of the homography HM,k, which

projects the current endoscopic image Ik on the mosaic and is
continuously obtained during the mosaicking (see Section 2.3.2).

2.3.3. Phase 2: Navigation in the Mosaic

The mosaic is used as a user interface where surgeons can select
target locations by clicking on the desired position in the image
(see Figure 3). We assume a magnetic field b0 at this point in
time. The user selects a target position Ms in the mosaic frame by
clicking on the mosaic (see Figure 3.1). Once the target location
is selected, the endoscope is automatically steered to the selected
location in two steps using magnetic navigation:

1. Initial estimate: The magnetic field at the target location is
estimated through a barycentric interpolation over the ex-
plored locations.

2. Closed-loop visual servoing: Once the endoscope is moved to
the estimated location, the control switches to closed-loop vi-
sual servoing to reach the target more accurately.
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Step 1: Initial estimate through barycentric interpolation: The
aim is to find the magnetic field vector b∗ at which the target
feature ks is at the center of the endoscopic image. The vector
is estimated through barycentric interpolation over the projected
image centers of the images forming the mosaic and their cor-
responding magnetic field vectors. We define the convex hull 
as the smallest convex shape containing the projected image cen-
ters. If Ms lies outside of the convex hull , b∗ would have to be
extrapolated. To avoid this, Ms is projected onto the closest point

Mh on  and the magnetic field is estimated at this position (see
Figure 3.2).

Let v be the position in the mosaic for which the magnetic field
will be estimated. If the target Ms is located outside of , v cor-
responds to Mh and if Ms is located inside of , v is equal to Ms.
To find the three image centers forming the vertices vi = [xi yi]

T

of the triangle surrounding v the Delaunay triangulation over all
projected image centers is calculated (see Figure 3.3). The ver-
tices represented by v are then converted from cartesian [x y]

T

to baricentric coordinates [𝜆1 𝜆2 𝜆3]
T

with:

𝜆1 =
(y2 − y3)(x − x3) + (x3 − x2)(y − y3)

d
(11)

𝜆2 =
(y3 − y1)(x − x3) + (x1 − x3)(y − y3)

d
(12)

𝜆3 = 1 − 𝜆1 − 𝜆2 (13)

where d = ( y2 − y3) ( x1 − x3) + ( x3 − x2) ( y1 − y3).
The magnetic field vectors are expressed in spherical coordi-

nates b∗ = [br b𝜃 b𝜑]
T

, as then only b𝜃 ( v) and b𝜑 ( v) have to
be calculated and br remains constant. The magnetic field vector
components bi ( v) are then interpolated with

bi(v) =
3∑

i=1

𝜆ibi(vi) (14)

The endoscope is steered from b0 to b∗ by incrementally ro-
tating the magnetic field vector around the axis e perpendicular
to the plane spanned by b0 and b with a constant angular speed
until b∗ is reached (see Figure 3.4).

Step 2: Closed-loop visual servoing: In this second step, we as-
sume that the selected target is visible in the current endoscopic
image Ik. The closed-loop visual servoing method proposed in
our previous work[14] is used to reach the target in the endoscopic
image more accurately. The visual servoing method requires the
target ks in Ik. Given the target Ms selected in the mosaic, we first
identify the image It from which the pixel of the target in the mo-
saic was projected. The target Ms can be projected into this image
frame using the inverse of the homography HM,t, which was used
to project It on the mosaic during the exploration phase

ts = H−1
M,tMs (15)

Next, the homography Hk,t to project It onto Ik is found using the
LoFTR-matcher method presented in Ref. [33]. It was shown to be
robust for stitching in human endoscopic images from FLC.[33]

The target ts is then projected onto Ik (see Figure 3.5) with

ks = Hk,t ts (16)

and is tracked with OpenCV’s discriminative correlation fil-
ter tracker (CSRT) during the closed-loop visual servoing (see
Figures 2 and 3.6).[34] The CSRT tracker has performed well in
tracking targets on endoscopic images during ex vivo experi-
ments with human placentas.[14]

2.4. In Vitro Evaluation of Exploration Motions

The performance of the exploration of the environment while
following a predefined trajectory in the mosaic frame was eval-
uated by navigating over an image of the human placenta used
in the ex vivo experiments. We compared three patterns that are
commonly used to generate mosaics,[19,26,27] namely two types of
raster patterns and a spiral trajectory (see red desired trajectories
in Figure 4). The trajectories were followed at the desired speed
of 10 pixels.s-1 in the mosaic frame. Each pattern was repeated
ten times. The Image Jacobian J was calibrated before each run
to account for internal stresses in the endoscope. The initial mag-
netic field vector was determined prior to the first run of each
pattern and kept constant per pattern.

The desired and measured trajectories are resampled over time
to have the same amount of samples N for all runs. For each
sample n of a given pattern in run j, we define the error en,j as

en,j = ‖Ms(j, n) − Mr(j, n)‖2 (17)

which corresponds to the Euclidean distance between the desired
point along the trajectory Ms ( j, n) and the projected center of the
endoscopic image In in the mosaic Mr ( j, n). For each sample, the
accuracy and repeatability of the tracking over the runs are eval-
uated as the mean and standard deviation of the error for this
sample over the runs:

en = 1
Nr

∑
j

en,j (18)

𝜎n =
√

1
Nr

∑
j

(en,j − en)2 (19)

with Nr = 10 the number of runs. The accuracy and repeatability
for each pattern are then calculated as the mean of en and 𝜎n over
the samples, which we denote eP and 𝜎P, respectively.

The accuracy and repeatability of the exploration motions for
each pattern are shown in Table 1. The mean accuracy eP ranged
from 14 pixels for the spiral pattern to 17 pixels for the other pat-
terns. The repeatability was high for all motions, with 𝜎P ranging
from 2.2 to 2.3 pixels. Figure 4 shows the comparison between
the desired and actual trajectory over the mosaic. The zoomed-
in image shows the area with the lowest accuracy (i.e., the high-
est en) and illustrates high repeatability at these locations. The
background images are the grayscale version of the mosaics gen-
erated from the first runs. If a higher accuracy is required, J could
either be re-calibrated when the error gets too large, or J could be
updated in real time.[14]
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Figure 4. In vitro evaluation of the exploration phase. (A–C) show the desired trajectory (red) and the mean and standard deviation of ten runs (dashed
blue) in the mosaic frame. The zoom shows the area with the lowest accuracy for each trajectory. The mosaic generated in the first run is shown in
grayscale in the background.

2.5. In Vitro Evaluation of the Navigation Phase

The accuracy of the navigation to targets in the mosaics was
evaluated in an automated manner in vitro by navigating the
endoscope over a plate with visual fiducials (AprilTags) to ob-

Table 1. Performance statistics of the exploration phase.

Trajectory Accuracy eP
[pixel]

Repeatability 𝜎P
[pixel]

Mean
time [s]

Number of
samples N

Raster 17±7.5 2.3±0.91 239 2391

Raster
rounded

17±7.7 2.2±1.0 274 2735

Spiral 14±5.0 2.3±0.87 299 2993

tain ground truth for all target locations.[35,36] The fiducials
were placed like a checkerboard, where each black square cor-
responded to a fiducial, and the white squares were filled with
small feature-rich images to ensure smooth mosaicking of the
endoscopic images (see Figure 5A). First, the mosaic was gener-
ated by following a raster trajectory with rounded edges (like the
one in Figure 4B). The bending angle of the endoscope ranged
from 0 to 25° during this motion and the 3D trajectory of the en-
doscope’s tip is shown in Figure S1 (Supporting Information).
The endoscope was then steered to 149 targets, which were gen-
erated over the mosaic with a spacing of 80 pixels (see Figure 5A).
The order of the targets was chosen in a random manner. A tar-
get was considered to be reached if the tracked target was within
a radius of three pixels around the image center (see Video S1,
Supporting Information).

The results are depicted in Figure 5B. The error was calculated
in the image frame and in the world frame (origin at the top left
corner of the plate). It was evaluated for each target after the initial

Figure 5. In vitro evaluation of the navigation phase. A) Mosaic and targets used for the evaluation. B) Error to reach targets in the mosaic. Each box
corresponds to a target. The black border indicates the convex hull. The error was evaluated in the image frame (top row) and in the world frame (bottom
row). The errors after the initial estimate of the magnetic field (left column) and after closed loop visual servoing (right column) are shown.
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Table 2. Median and Median Absolute Deviation during Navigation in Mo-
saic.

Initial
estimate

Closed loop
visual servoing

Image Frame [pixel] 100±33 8.2±1.5

World Frame [mm] 9.00±3.7 0.66±0.18

estimation of the magnetic field and after closed-loop visual ser-
voing. The error was defined in the image frame as the Euclidean
distance between the center of the image and the target, and in
the world frame as the Euclidean distance between the projection
of the target and the projected image center. The results clearly
illustrate that the inaccuracies of initial estimates can be signif-
icantly reduced by adding loop-closure through visual servoing.
The median error and median absolute deviation in the image
frame was 103±33 pixels for the magnetic field estimation and
8.16±1.5 pixels after visual servoing (see Table 2 for the results
in the world frame). The error of the magnetic field estimation is
larger for the targets outside the convex hull  calculated from
the projected image centers of the endoscopic images forming
the mosaic and more uniformly distributed after visual servoing.
This is because the magnetic field is only interpolated at locations
inside . If the target lies outside , the target is first projected
onto the closest point on  and the magnetic field is estimated
at this location to avoid extrapolation (see Figure 3.2).

2.6. Ex vivo Demonstration

To simulate the application of our proposed navigation strategies
for the treatment of TTTS, the endoscope was steered over an
ex vivo human placenta underwater. The environment was first
explored following a raster trajectory with rounded edges to gen-
erate a mosaic (see Video S2, Supporting Information). The en-
doscope was then steered to points of interest where the vessels
could potentially be ablated.

Figure 6A shows a mosaic generated from the exploration
phase. The mosaic was then used as a user interface, and dif-
ferent target locations were manually selected (white disks in

Figure 6B). Targets 1–3 were chosen inside the convex hull 
generated from the centres of the projected images forming the
mosaic, and targets 4–6 were selected outside . The endoscope
autonomously navigated to the target locations so that the tar-
get appeared at the center of the endoscopic image. A target was
considered to be reached if the error between the tracked target
and the endoscopic image center were below ten pixels. Figure 6
shows the endoscopic images after the target were reached and
the center of each image (white squares). All targets were suc-
cessfully reached. A sequence of the generation of the mosaic, as
well as the navigation to different targets is shown in the Video S3
(Supporting Information). If a target was not reached with a suffi-
cient accuracy, the user could simply switch to the visual servoing
approach proposed in our previous work, where the endoscope is
navigated to targets visible in the endoscopic images.[14]

3. Conclusion and Perspectives

In this work, we demonstrated the first automated navigation
strategy to explore and navigate in large, hollow anatomical struc-
tures with RMN. We proposed two automated navigation strate-
gies for RMN relying on endoscopic mosaics. During the explo-
ration phase, the endoscope autonomously explores its environ-
ment with our first navigation strategy while continuously stitch-
ing its images into a mosaic. This provides to the surgeon with a
map of the environment, facilitates surgical planning, tool local-
ization, and characterization of areas of interest.[15–21,26,27,37] Dur-
ing the navigation phase, the generated mosaic can then be used
as an interactive map where the user can select target positions
to which the endoscope is automatically guided with our second
proposed strategy. In this way, the navigation to targets is efficient
and intuitive. We demonstrated their performance in feature-rich
and challenging low-texture environments and navigated in air
and underwater. In the context of TTTS, we showed their poten-
tial for FLC by navigating underwater over an ex vivo placenta. We
were able to generate seamless mosaics and successfully reached
all targeted locations on the placental vessels.

The navigation was performed using a constant insertion
depth of the endoscope. A method to estimate the distance to the

Figure 6. Ex vivo demonstration of the navigation phase. A) Human placenta used for the ex vivo demonstration. In black, the area explored by the
mosaic, and in white the area of an endoscopic image is illustrated. B) Mosaic with 6 targets selected during the experiment (white disks). The light gray
area is the convex hull calculated from the projected centers of the images forming the mosaic. Right: images 1–6 show the endoscopic image after the
target was considered to be reached by the center of the endoscopic image (white squares).
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surface and navigate at a constant distance can be implemented.
Distance detection with endoscopes is an active area of research
and several methods ranging from additional sensors to vision-
based strategies have been proposed.[38,39]

Enhanced methods to map surgical environments from endo-
scopic images are needed. Adding loop-closure greatly improves
the quality of the mosaics. Re-localization of endoscopic images
provides extra information to the user and facilitates transition
to closed-loop visual servoing in the navigation phase. The tar-
get position can be directly projected from the mosaic to the cur-
rent endoscopic image eliminating the need to record the images
forming the mosaic. Finally, the size of our mosaics was limited
by large warping of the endoscopic images at the borders of the
mosaic. Thus, 3D reconstructions instead of mosaics could en-
able even larger maps of the environment.

The navigation strategies, we proposed can be used indepen-
dently and beyond the context of TTTS treatment. During gas-
troscopies or cystoscopies, the inner walls of the stomach or
bladder are manually scanned with endoscopes searching for le-
sions such as ulcers and cancer or assessing their evaluation.[16,17]

Mosaicking or 3D reconstructions of these organs allow on one
hand the visualization of entire lesions with a high image resolu-
tion and on the other hand facilitate their localization within the
organs, which is important to determine future treatment.[16,17]

This work opens two new opportunities in this context: 1) the au-
tomation of the scanning of those organs while generating image
mosaics or 3D reconstructions and 2) the navigation within these
mosaics to reliably reach areas of interests for closer inspection
or intervention. Our navigation strategies could even be used in
combination with different imaging modalities such as confocal
endomicroscopy, micro optical coherence tomography or ultra-
sound.

While RMN is a promising technology for minimally invasive
procedures in general, it does exhibit some limitations and im-
plementation challenges when used to steer soft surgical tools.
These are usually more difficult to control, localize, and model
than their rigid counter parts.[4,11] These limitations are alleviated
by the fact that our approach is model-free, and can fully adapt to
various visual environments. This avoids the need to model re-
alistic clinical environments, which can be a major challenge for
their control.[4]

4. Experimental Section
Experimental Setup: The performance of the navigation methods was

evaluated for a flexible, magnetic endoscope and the Navion eMNS. In
vitro experiments were conducted to quantify the performance of the pro-
posed methods for the exploration and navigation phase in simplified vi-
sual environments. By navigating over an ex vivo human placenta under-
water, the feasibility of the proposed methods was demonstrated in a low-
texture environment and showed their potential for FLC to treat TTTS. The
Human placentas were donated with informed written consent and the
approval of the Ethical Committee of the District of Zürich (BASEC-Nr.:
2023-00110).

Setup: The field orientation at the beginning of each experiment was
chosen such that the endoscope pointed downward facing the visual envi-
ronment. The endoscope was guided within a trocar that was fixed in the
vertical direction at 18 cm in front of the Navion. The distance from the
surface to the tip of the endoscope was 3.6 mm for the in vitro experiment
with the visual fiducials and 7 mm for the others. A field strength of 17 mT

was used to evaluate the trajectory during the exploration motions and
20 mT for the remaining experiments.

Endoscope: The endoscope was designed for FLC and contains a
CMOS camera at the tip (resolution 400 × 400, OVM6946 by omnivi-
sion), illumination, and a channel for a laser fiber. Its diameter of 3.2 mm
and ensures that it fits through the 10 Fr trocar used for FLC. An image of
the endoscope is shown in Figure S2 (Supporting Information).

Visual Environments: A plate with a grid of visual fiducials on it (April-
Tags, tag family 41h12, size of 4.5 mm[35,36]). This visual environment was
chosen so that the pose of the camera with respect to the environment can
be estimated for each endoscopic image and, thus, enables the calculation
of ground truth errors for the navigation phase.

A photo of a human placenta used in the ex vivo experiments to pro-
vide a realistic, low-texture visual environment for the endoscope. It was
printed such that the photo was the same size as the real placenta. For re-
peatability experiments, the picture of the placenta was chosen instead of
the real placenta, because the placenta was constantly leaking blood and
its membranes moved slightly in the water.

The ex vivo experiment with a human placenta was performed to eval-
uate the potential of the proposed methods for FLC. The placenta and the
endoscope were placed underwater to simulate realistic conditions.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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