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Abstract

Security protocols are distributed algorithms for achieving security goals, like secrecy or authentication, even when communicating over an insecure network. They play a critical role in modern network and business infrastructures. This thesis focuses on the automated verification of security protocols in symbolic models of cryptography. The verification of security protocols is particularly important, as their design is error-prone, and errors may lead to the loss of money or even human lives.

The automated verification of security protocols has already been the subject of much research. Automatic verification of all protocols is however impossible to achieve, as protocol security is undecidable in general. The goal of existing research works and this thesis is therefore to extend the scope of automated verification to cover increasingly many practical verification problems. In this context, our development of the theory and implementation of the Tamarin prover represents a significant step forward. In particular, Tamarin is the first tool that supports, without requiring any bounds, the automatic falsification and verification of protocols making use of loops and non-monotonic state, and of protocols that use Diffie-Hellman exponentiation to achieve resilience against strong adversaries. The theory underlying the Tamarin prover is of particular interest because it is derived from a simple, but expressive security protocol model, and because it is constructed in a way that simplifies future extensions.

Apart from extending the scope of automated security protocol verification, this thesis also provides an answer to the question of how to improve the trustworthiness of a result obtained by an automatic security protocol verification tool. We explain a generic approach to construct proof-generating versions of security protocol verification algorithms. We validate this approach by implementing scyther-proof, a version of Scyther that generates machine-checked proofs. We demonstrate the practical applicability of scyther-proof and Scyther on the ISO/IEC 9798 standard for entity authentication, which is used as a core building block in numerous other standards. When analyzing the standard using the Scyther tool, we surprisingly find that the most recent version of this standard still exhibits both known and new weaknesses. We therefore propose fixes and use scyther-proof to generate machine-checked proofs of the correctness of our repaired protocols. The ISO/IEC working group responsible for the 9798 standard has released an updated version of the standard based on our proposed fixes.
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1. Introduction

This thesis is about improving the state of the art in automated symbolic security protocol verification. We motivate our work and the two research questions that it is based on in Section 1.1. We then detail our approach for solving these two questions in Section 1.2. We highlight the contributions of this thesis in Section 1.3 and give an overview of the thesis in Section 1.4.

1.1. Motivation

Security protocols are distributed algorithms for achieving security goals, like secrecy or authentication, even when communicating over an untrusted network. As witnessed by the large number of flaws in published or deployed security protocols, e.g., [JV96, Low96, BWM99b, LM06, Cre10, Far10, ACC+08, WCW12, MT12], designing security protocols is error-prone. Due to their critical role in modern network and business infrastructures, it seems prudent to require that security protocols are designed using a methodology that not only yields functional specifications, but also formal security proofs.

The first step towards such a methodology is to formally define what it means for a protocol to be secure. At a high level, one can distinguish between security definitions stated in a computational model and security definitions stated in a symbolic model. A computational security definition roughly states that violating the security of a protocol is as difficult as efficiently solving a computational problem that is assumed to be hard, e.g., integer factorization or computing discrete logarithms.

Computational security definitions are generally considered the most faithful definitions because of the following two properties. First, computational security definitions reduce the security of a protocol to explicit, well-known hardness assumptions. Second, computational security definitions are formalized as probabilistic statements that relate the probability of a successful attack to the size of the used keying material. This allows for the construction of security proofs that provide concrete bounds on the probability of a successful attack. These bounds could in theory be used to determine the size of the keying material in a concrete application, e.g., by performing a risk assessment.

Proving that a protocol satisfies a computational security definition is however a difficult, laborious, and usually manual task. One of the difficulties is to prove that the protocol cannot be broken by exploiting only the intended relations between the cryptographic algorithms employed in a protocol, e.g., that decrypting an encrypted message with the right key yields the message itself. Flaws that only exploit these intended interactions are logical flaws in the protocol design. A large number of flaws in published or deployed protocols are actually logical flaws. One of the reasons for the prominence of logical flaws is the counterintuitive nature of the execution of security protocols in the context of an active adversary. Such an adversary is typically assumed to have complete control over the untrusted network. He thus learns every message sent
and can block and insert his own messages. Moreover, the adversary may concurrently communicate with an unbounded number of protocol participants. Typically, one further assumes that the adversary can act as an unbounded number of legitimate participants of the protocol. These abilities often allow the adversary to violate the security of a protocol by cleverly recombining the messages sent by different protocol participants.

Symbolic security protocol models formalize the execution of a security protocol in the context of an active adversary who only exploits a fixed set of interactions between the employed cryptographic algorithms. Symbolic models allow to construct symbolic protocol security proofs that prove the absence of logical flaws. The key idea behind symbolic models is to represent the messages exchanged over the network not as bitstrings, but as terms that describe what cryptographic algorithms were used to construct these messages. The interactions between the cryptographic algorithms can then be modeled as equalities between these terms. For example, the decryption of an encrypted message with the same key could be represented as the term $\text{dec}(\text{enc}(m, k), k)$, which would be considered to be equal to the term $m$ when modeling symmetric encryption.

In this thesis, we focus on the automated construction of symbolic protocol security proofs, both for existing and future protocols. We are interested in principled approaches that allow a protocol designer to state and formally prove the absence of logical flaws in his protocols. To allow for a wide adoption of such an approach, we desire proof construction to be automated as much as possible. Unfortunately full automation is unachievable in general, as symbolic security protocol verification is undecidable without bounding the number of considered protocol instances [DLM04, TEB05].

Nevertheless, research in unbounded symbolic security protocol verification has made significant progress in the last ten years. There now exist several specialized tools (e.g., ProVerif [Bla01], Scyther [Cre08a], and CPSA [RG09]) that automatically verify secrecy and authentication properties of models of classic protocols like Kerberos V [Bel07] or the TLS handshake [Pau99] in a few seconds for an unbounded number of sessions. The correctness of results obtained using these tools obviously depends the soundness of the proofs justifying their underlying theory and the correctness of their implementations. Because of the complexity of these proofs and implementations, one may rightfully question the correctness of such results. This motivates our first research question.

**Research Question 1:** How can one improve the trustworthiness of the results obtained using an automatic symbolic security protocol verification tool?

ProVerif is the most widely applied symbolic security protocol verification tool. The core idea underlying ProVerif is to reduce the existence of an attack on a security protocol to the derivability of a fact in a Horn theory, which is a standard problem in logic. This reduction over-approximates the execution of a security protocol and may give rise to false attacks, i.e., derivations that do not correspond to actual attacks. Moreover, derivability in a Horn theory is still undecidable in general. To decrease the chance of non-termination and reporting false attacks, ProVerif uses a carefully engineered reduction and a specialized resolution prover. In practice [Bla09], these techniques enable ProVerif to successfully analyze many protocol verification problems.

ProVerif is very flexible due to the expressivity of Horn theories. To adapt it to a new type of verification problem, it suffices to develop a corresponding reduction. For the
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In the following, we describe the approach that we use to solve our two research questions. As shown in [CLN09], the performance of the Scyther tool is close to the one of ProVerif for the analysis of secrecy and authentication properties of classic security protocols like NSL [Low96] or the TLS handshake [Pau99]. Moreover, the algorithm underlying the Scyther tool is well-documented [Cre06, Cre08b] and does not use abstraction. We therefore base our solutions on the Scyther tool.

Research Question 1

We solve our first research question by developing a proof-generating version of the algorithm underlying the Scyther tool. The generated proofs are represented such that they are human readable and can be checked using the theorem prover. In our analysis of the resulting Horn theories, one then profits from all the engineering effort that was put into its resolution prover. Some problems might require reductions that result in Horn theories that the prover has difficulty coping with. In this case, further effort has to be spent on improving the prover. The benefit of the approach underlying ProVerif is that the resulting improvements are then available to the whole range of protocol verification problems that can be reduced to Horn theories.

ProVerif’s reliance on Horn theories is also its weakest point. Modeling the execution of a protocol as a Horn theory introduces a monotonicity assumption: once an action of a protocol participant is enabled in such a model, it can be repeated unboundedly many times. Hence, one cannot easily use Horn theories to verify a protocol whose security relies on non-monotonic state, i.e., protocols where certain actions are enabled in a state, but required to be disabled in a later state.

Recently, there has been a lot of interest in the verification of cryptographic APIs like the Trusted Platform Module using existing security protocol analysis tools [Her06]. The main difficulty of this approach is that it requires faithfully modeling non-monotonic state. Nevertheless, first steps towards reducing the resulting verification problems to Horn theories have been made [Mödl10a, DKRS11, ARR11]. Unfortunately, the employed reductions are fragile and rely on manually proving additional protocol-specific properties, e.g., the soundness of protocol-specific abstractions.

In contrast to ProVerif, tools like Scyther and CPSA do not use any abstraction, but still manage to verify classic security protocols for an unbounded number of sessions. Their applicability is however limited by their restricted security protocol model. Both of them represent protocols as sets of roles where each role is a linear sequence of send and receive steps, and both of them hard-code a fixed set of adversary models. Modeling protocols with loops or global state, or modeling user-defined adversaries is for example out of their scope. Nevertheless, their ability to reason about classic security protocols without using abstraction is intriguing. This motivates our second research question.

Research Question 2: How to verify security protocols specified in a formalism that is at least as expressive as Horn theories, but supports the faithful modeling of non-monotonic state.
implementation of this algorithm, called scyther-proof, we check the generated proofs using the Isabelle/HOL theorem prover [NPW02]. This significantly improves the trustworthiness of these proofs because Isabelle/HOL is renowned in the verification community for its careful design to avoid accepting flawed proofs. Moreover, this checking allows us to obtain protocol security proofs whose trustworthiness is independent of any implementation errors in scyther-proof.

The generated proofs are composed from instances of a small number of theorems. Each theorem formalizes one of the steps that our proof-generating security protocol verification algorithm may take. We ensure the soundness of these theorems by formally deriving them in Isabelle/HOL from a straightforward, Dolev-Yao-style [DY81] security protocol execution model. Note that our protocol execution model is untyped, i.e., protocol variables may be instantiated with arbitrary messages. The generated proofs therefore also entail the absence of type-flaw attacks [HLS03].

We validate the practical applicability of the scyther-proof tool on standard examples from the literature and on the ISO/IEC 9798 standard for entity authentication [Int10a]. The results are positive. For example, generating proofs of secrecy and non-injective authentication for the TLS handshake takes less than a second on an Intel i7 Quad Core processor. Checking these proofs in Isabelle/HOL takes half a minute.

Research Question 2

Our solution to the second research question is inspired by the insights that we gained from the development of scyther-proof. In particular, we found that we could use the theorems justifying the proof steps taken by scyther-proof as a verification theory for security protocols that allows the construction of succinct protocol security proofs. This theory highlights the key ideas for constructing, without using abstraction, protocol security proofs that hold for an unbounded number of sessions. In the following, we first explain these ideas. Afterwards, we describe how we generalize them to a simple, but expressive security protocol model.

Key ideas underlying scyther-proof’s verification theory

The first idea is to extend the protocol execution model such that the message deduction performed by the adversary is made explicit. This allows us to formalize efficient adversaries, which do not perform redundant message deductions, e.g., deducing the same message twice. We then observe the following invariant about message deduction performed by an efficient adversary: every message known to the adversary was either constructed by himself or it was extracted from a message sent by the protocol using a chain of decryptions. In such a chain, the input of each decryption, except the first one, is provided by the output of the preceding decryption. This invariant gives rise to an inference rule, which we call the Chain rule. It formalizes a finite and complete enumeration of the possible origins of messages known to the intruder.

In scyther-proof’s verification theory, we use the Chain rule to prove security properties as follows. We start by assuming that there exists an attack on the security property to be proven. Hence, the intruder must know certain messages. We make a case distinction on how the intruder learned these messages using the Chain rule. In
1.2. Approach Taken

In each case, we gain additional assumptions about the structure of a possible attack. If these assumptions lead to a contradiction, then no attack exists. Otherwise, we again apply the Chain rule to iteratively refine the structure of possible attacks. Once we have shown that every case is contradictory, we have proven that the security property holds.

As we can see, this proof strategy is based on backwards-reasoning. This is a common strategy to reason about infinite-state systems. Backwards-reasoning is goal-directed and thereby avoids exploring parts of the state that are irrelevant to the property of interest. To successfully construct a proof using backwards-reasoning one requires strong inference rules, as each backwards step must result in proof obligations that are smaller (according to some measure) than the previous ones. It is easy to see that a naive inference rule that just enumerates the possible message deduction steps that the adversary may have taken to deduce the message of interest is often insufficient to reason about decryption. The problem is that there could always be some larger encrypted message from which the adversary learned the message of interest by decryption. The Chain rule avoids this problem by starting with an arbitrary message sent by the protocol and locally reasoning in a forward-fashion about what messages may be decrypted from it.

This local forward-reasoning about decryption requires one additional idea for the successful proof construction. The problem is that a protocol typically extracts certain parts from a message received from the network and then recombines these parts to messages sent to the network. In a protocol’s specification, these message parts are referenced by variables, which are instantiated upon the receipt of a message and then used in the construction of messages sent to the network. As we are working with an untyped model, these message parts can in general be arbitrary messages. We therefore need a way to determine what messages can be decrypted from such message parts. We solve this problem by introducing protocol-specific type assertions.

These type assertions generalize the types naturally occurring in protocol specifications so that they also account for the cases where the adversary constructs the received message. For example, suppose that a protocol specifies that a variable \( v \) is of type nonce. We then assert that \( v \) is always instantiated with either (1) a nonce or (2) some message that the adversary knew before \( v \) was instantiated. The first case accounts for receiving a message sent by another honest protocol participant. The second case accounts for receiving a message from the adversary, who need not follow any typing discipline. We use such type assertions together with the Chain rule to reason about what the adversary can decrypt from the part of a received message referenced by a variable. Note that we do not assume a-priori that a protocol satisfies its type assertions; this must be proven. We construct these proofs using a specialized induction scheme that we derive from our protocol execution model.

Generalizing scyther-proof’s verification theory

Summarizing, there are four key ideas underlying scyther-proof’s verification theory: goal-directed backwards-reasoning, efficient adversaries, local forward-reasoning, and protocol-specific type assertions. None of these ideas fundamentally relies on restrictions of the security protocol execution model from which we derived this verification theory. To solve our second research question, we adapt these ideas to a model that represents...
messages as terms modulo an equational theory, protocols as labeled multiset-rewriting systems, and security properties as two-sorted first-order-logic formulas, which allow quantification over timepoints and messages.

As we will demonstrate, this model is both simple and expressive. In particular, this model naturally supports modeling non-monotonic state and comprises Horn-theories as a special case. In the following, we give an overview of the resulting verification theory and explain how we validate its practical applicability.

To formalize efficient adversaries, we introduce the notion of dependency graphs, which can be seen as a generalization of strand spaces [THG99] to multiset rewriting. We characterize the execution of a protocol in the context of an efficient adversary by the set of dependency graphs satisfying certain normal form conditions, e.g., no message being deduced twice. The concrete normal form conditions depend on the equational theory of interest. Their goal is to enable the effective reasoning about message deduction using a generalization of the Chain rule. We provide normal form conditions for reasoning about the combination of an arbitrary subterm-convergent rewriting theory and a theory modeling Diffie-Hellman (DH) exponentiation. We use them for example to reason about protocols that combine DH exponentiation with standard cryptographic primitives like signatures, symmetric and asymmetric encryption, and hashing.

We formalize the goal-directed backwards-reasoning using constraint solving. The solutions of a constraint system are all normal form dependency graphs that represent executions of the protocol of interest and satisfy the system’s constraints. To prove a security property, we show that the constraint system denoting all counter-examples to this property has no solutions. We show this using a set of constraint-reduction rules, which generalize the inference rules constituting scyther-proof’s verification theory, e.g., the Chain rule.

The resulting verification theory also allows the use of protocol-specific invariants, which generalize the use of type assertions. These invariants enable reasoning about protocols with loops, e.g., the TESLA stream authentication protocol [PCTS00] or the Yubikey security device [KS12]. We prove these invariants using induction over the traces of the protocol of interest. The resulting proof obligations are again discharged using constraint solving.

To validate the practical applicability of our verification theory, we implemented it in a tool, the TAMARIN prover [MS12]. TAMARIN supports both the falsification and the unbounded verification of security properties of protocols formalized in the expressive model described above. The user interface of TAMARIN provides both an interactive and an automatic mode. In the interactive mode, the user selects the next constraint-reduction rule to apply to a constraint system using a GUI. To support the user in his verification task, the intermediate constraint systems are visualized as partial protocol executions. The interactive mode thereby allows a user to gain valuable insights into the workings of a security protocol. The interactive mode also provides valuable insights into non-terminating proof attempts, which are bound to occur because the considered problems are undecidable in general.

In the automatic mode, the TAMARIN prover uses a heuristic to select the next constraint-reduction rule to apply to a constraint system. Note that some of our constraint-reduction rules perform case distinctions. In general, a constraint-reduction rule therefore reduces a single constraint system to multiple constraint systems. A
reduction of a constraint system to the empty set of constraint systems therefore certifies that this system has no solutions. In the fully automatic mode, the Tamarin prover terminates once it has reduced the constraint system denoting all counter-examples either to the empty set of constraint systems or to a solved constraint system from which a concrete counter-example can be extracted immediately. Despite the undecidability of the considered problem, the Tamarin prover often terminates and succeeds in the automatic analysis of a wide range of security protocol verification problems.

In particular, we show that the Tamarin prover succeeds in automatically analyzing several recent Authenticated Key Exchange (AKE) protocols that make use of DH exponentiation to achieve security in strong adversary models such as the eCK security model [LLM07]. We also show that Tamarin succeeds in automatically analyzing several case studies from the works on extending ProVerif with support for non-monotonic state, i.e., [Mödl0a, DKRS11, ARR11]. In contrast to these works, we do not require discharging non-trivial manual proof obligations, e.g., the soundness of protocol-specific abstractions. We may require the specification of additional invariants, but their soundness is always proven automatically by the Tamarin prover. We further demonstrate the use of Tamarin to reason about protocols with loops on the basic version of the TESLA protocol [PCTS00], a protocol that was previously out of scope of automatic security protocol verification tools. Finally, we show that the Tamarin prover is similarly efficient as existing state-of-the-art tools for the automatic verification of classic security protocols.

1.3. Contributions

We identify three main contributions in our work.

1. We develop the theory and the implementation of scyther-proof, a proof-generating version of the security protocol verification tool Scyther. The generated proofs provide strong correctness guarantees, as they are machine-checked in Isabelle/HOL and all employed inference rules are formally derived from a straightforward, untyped security protocol execution model. Our presentation of the verification theory underlying scyther-proof is of independent interest because it highlights the key ideas for constructing unbounded protocol security proofs without using abstraction.

2. We demonstrate both the usefulness and feasibility of the formal verification of an actual security protocol standard. We analyze the ISO/IEC 9798 standard for entity authentication and find that its most recent version still exhibits both known and new weaknesses. We propose fixes and use scyther-proof to generate machine-checked proofs of the repaired protocols. The resulting proofs imply the absence of logical errors: the repaired protocols provide strong authentication properties in our Dolev-Yao-style model, even when multiple protocols from the standard are run in parallel using the same key infrastructure. The ISO/IEC working group responsible for the 9798 standard has released an updated version of the standard based on our proposed fixes.
3. We contribute to the development of the theory and the implementation of the Tamarin prover. It supports both interactive and automatic, falsification and unbounded verification of properties of security protocols specified in a very expressive model. In particular, this model generalizes the Horn-theory based model employed by ProVerif with direct support for modeling non-monotonic state. We validate the wide applicability of the Tamarin prover in a number of case studies. In particular, we show that Tamarin allows the automatic analysis of recent Diffie-Hellman based AKE protocols, protocols employing unbounded loops, and protocols whose correctness arguments depend on non-monotonic state. Several of our case studies were previously out of scope for automatic security protocol verification tools.

Note that the theory and implementation of the Tamarin prover was jointly developed with Benedikt Schmidt, building upon scyther-proof as outlined in the previous section. We published first results in [SMCB12a]. This publication details the theory that we use to analyze Diffie-Hellman based AKE protocols and the corresponding case studies. This thesis additionally develops the theory of trace induction and validates its usefulness on several new case studies. Schmidt’s thesis [Sch12] further extends [SMCB12a] with support for equational theories that model bilinear pairing and multiset union.

The presentation of the theory and implementation of the Tamarin prover given in this thesis is a rewritten and extended version of [SMCB12a]. The theory is developed in several steps and many more examples are provided. The goal of the presentation given in this thesis is to facilitate further extensions of our work by explicating all its assumptions and design decisions.

1.4. Overview

This thesis consists of two parts. The first part details the theory and implementation of scyther-proof and the analysis of the ISO/IEC 9798 standard. It is based on the publications [MCB10, BCM12, MCB13, BCM13], which are joint work with Cas Cremers and David Basin. The second part details the theory and implementation of the Tamarin prover. It is based on the publication [SMCB12a], which is joint work with Benedikt Schmidt, Cas Cremers, and David Basin.

We introduce concepts and notation common to both parts in Chapter 2. Jointly for both parts, we present related work in Chapter 10 and conclusions and future work in Chapter 11. Otherwise, the two parts are self-contained. We outline their chapters below.

Part I: Improving the Trustworthiness

In Chapter 3, we define the protocol execution model from which we derive the verification theory underlying scyther-proof. This is a straightforward Dolev-Yao-style model similar to the operational semantics of security protocols proposed by Cremers and Mauw [CM05]. More precisely, we model cryptographic messages built from symmetric and asymmetric encryption, signing, and hashing. We use a free term algebra to represent these messages. We assume that both unidirectional and bidirectional symmetric keys
between pairs of agents and all agents’ public keys are pre-shared. As is standard, we model an adversary that has complete control over the network. He moreover has access to the pre-shared keying material of an unbounded, but statically determined set of compromised agents. The adversary may therefore actively participate in a protocol. Protocols are modeled as role scripts, i.e., sets of linear sequences of send and receive steps. We use message patterns to specify how messages are composed and decomposed. To faithfully model protocols that blindly forward composed messages (e.g., Kerberos IV [BP98]), we allow variables in message patterns to match any message. We formalize security properties as trace properties specified in a fragment of first-order logic. This fragment covers both secrecy and various forms of injective and non-injective authentication properties, e.g., all the properties described in [Low97, CMdV06].

In Chapter 4, we derive and explain the security protocol verification theory that we derive from our model. We illustrate its workings on several manual, but completely formal security proofs. In Chapter 5, we then automate proof construction in this theory, describe the proof-generation algorithm implemented in scyther-proof, and report on experimental results. In Chapter 6, we detail our case study on the ISO/IEC 9798 standard. We provide several additional examples that further illustrate the work presented in this part in Appendix A.

Note that all definitions, rules, and theorems in this part of the thesis are justified by corresponding definitions and machine-checked (soundness) proofs in Isabelle/HOL. The corresponding proof scripts are distributed together with the source-code of the scyther-proof tool [Mei12].

Part II: Extending the Scope

In Chapter 7, we explain the protocol execution model used in the second part of thesis. We use terms modulo an equational theory to model cryptographic messages. We specify both the actions of the honest protocol participants and the capabilities of the adversary jointly as a labeled multiset-rewriting system. Security properties are trace properties of these systems. They are specified as formulas in two-sorted first-order logic, which allows quantification over both timepoints and messages. We demonstrate the expressivity of this model on two protocols: we formalize security of the NAXOS protocol in the eCK security model [LLM07] and the security of the basic TESLA stream authentication protocol under the assumption of synchronized clocks [PCTS00].

In Chapter 8, we explain the verification theory underlying the TAMARIN prover. We develop this theory in four steps. In Section 8.1, we formalize the notion of dependency graphs, which are an alternative representation of the execution of a labeled multiset rewriting system. In Section 8.2, we introduce our basic constraint-reduction rules. They formalize a goal-directed backwards-search for a dependency graph satisfying a given trace property. They are sufficient to formalize correctness arguments that only rely on the non-looping parts of a security protocol. In Section 8.3, we then formalize the use of trace induction to reason about looping parts of a protocol. Unfortunately, trace induction is not sufficient to reason about message deduction. In Section 8.4, we therefore develop specialized constraint-reduction rules for reasoning about message deduction by generalizing the ideas underlying scyther-proof’s verification theory. These constraint-reduction rules are based on the idea of searching for normal form.
dependency graphs, which formalize the notion of efficient adversaries. The concrete definition of normal form dependency graphs depends on the equational theory of interest. We therefore parametrize our rules on the concrete assumptions about normal form dependency graphs to make them more widely applicable. We explain the need for and use of type assertions in Section 8.4.4. They are proven using trace induction. The proofs justifying our verification theory are either given inline or in Appendix B.

In Chapter 9, we explain how we automate the use of our constraint-reduction rules for the construction of protocol security proofs in the TAMARIN prover. We discuss both TAMARIN’s interactive mode and the results that we obtained when analyzing a wide range of case studies using TAMARIN’s automatic mode.
2. Background

In this chapter, we introduce the notation that we use throughout this thesis and provide background on term rewriting and the Isabelle/HOL theorem prover.

2.1. Notation

Definitions  We mark a notion being defined using a slanted font. We moreover write \( x \coloneqq e \) to emphasize that \( x \) is defined by the expression \( e \).

Sets  We write \( \mathbb{N} \) for the set of natural numbers and \( \mathbb{Q} \) for the set of rational numbers. For a set \( A \), we write \( \mathcal{P}(A) \) for its power set and \( \mathcal{P}_{\text{fin}}(A) \) for the set of finite sets with elements from \( A \). We use standard notation for pairs and define the projections \( \pi_i(\langle x_1, x_2 \rangle) \coloneqq x_i \) for \( i \in \{1, 2\} \). For a binary relation \( R \), we denote its domain by \( \text{dom}(R) \), its range by \( \text{ran}(R) \), its transitive closure by \( R^+ \), and its reflexive transitive closure by \( R^* \). Overloading notation, we sometimes write \( f(X) \) for the pointwise application of a function \( f : A \to B \) to all elements of a set \( X \subseteq A \).

Functions  Let \( f \) be a function. Overloading notation, we write \( \text{dom}(f) \) and \( \text{ran}(f) \) to denote \( f \)'s domain and range, respectively. We write \( f[a \mapsto b] \) to denote the update of \( f \) at \( a \), defined as the function \( f' \) where \( f'(x) = b \) when \( x = a \) and \( f'(x) = f(x) \) otherwise. Analogously, we use \( f[x \mapsto g(x)]_{x \in X} \) to denote the update of \( f \) at each \( x \in X \) with \( g(x) \). We write \( f : X \to Y \) to denote a partial function mapping all elements in \( \text{dom}(f) \subseteq X \) to elements from \( Y \). We model partial functions in a logic of total functions by mapping all elements in \( X \setminus \text{dom}(f) \) to the undefined value \( \bot \), different from all other values.

Multisets  For a set \( A \), we write \( A^\# \) for the set of finite multisets of elements from \( A \). We also use the superscript \( \# \) to denote the usual operations on multisets. For example, we write \( \emptyset^\# \) for the empty multiset, \( m_1 \cup^\# m_2 \) for the union of two multisets \( m_1 \) and \( m_2 \), and \( \{a, a, b\}^\# \) for the multiset containing \( a \) twice and \( b \) once. We write \( \text{set}(m) \) for the set of all elements of a multiset \( m \).

Sequences  For a set \( S \), we write \( S^* \) to denote the set of finite sequences of elements from \( S \). For a sequence \( s \), we write \( s_i \) for the \( i \)-th element, \( |s| \) for the length of \( s \), and \( \text{idz}(s) \coloneqq \{1, \ldots, |s|\} \) for the set of indices of \( s \). We write \( \hat{s} \) to emphasize that \( s \) is a sequence. We use \( [] \) to denote the empty sequence, \( [s_1, \ldots, s_k] \) to denote the sequence \( s \) consisting of the elements \( s_1 \) through \( s_k \). We use \( s \cdot s' \) to denote the concatenation of the sequences \( s \) and \( s' \).

Overloading notation, we write \( \text{set}(s) \) for the set of all elements of a sequence \( s \) and \( \text{mset}(s) \) for the corresponding multiset. We moreover define that \( x \in s \) iff \( x \in \text{set}(s) \). We
write \( x <_s y \) to denote that \( x \) precedes \( y \) in the sequence \( s \), i.e., \( \exists a \ b \ s = a \cdot b \land x \in a \land y \in b \). Note that \( <_s \) is a strict total order on the elements in \( s \) iff \( s \) is duplicate-free. We say that a sequence \( s_1 \) is a prefix of a sequence \( s \) iff there exists \( s_2 \) such that \( s = s_1 \cdot s_2 \). We say that a set of sequences \( S \) is prefix closed iff \( S \) contains every prefix of every sequence \( s \in S \).

**Algebraic datatypes** We use algebraic datatypes as is standard in functional programming languages like Haskell and theorem provers like Isabelle/HOL. We specify a datatype \( ty \) with constructors \( C_i : \alpha_{i,1} \times \ldots \times \alpha_{i,m} \rightarrow ty \), where \( 1 \leq i \leq n \), as
\[
\text{ty} := C_1(\alpha_{1,1} \times \ldots \times \alpha_{1,m}) | \ldots | C_n(\alpha_{n,1} \times \ldots \times \alpha_{n,m}) .
\]
Note that \( \text{ty} \) may also occur as a constructor argument \( \alpha_{i,j} \), i.e., the definition of \( \text{ty} \) may be recursive. Unless stated otherwise, we consider datatype definitions to be inductive, i.e., we consider \( \text{ty} \) to be the smallest set that is closed under the application of the constructors \( C_i \). For a formal treatment of datatypes in the context of higher-order logic, we refer the reader to [BW99].

2.2. Term Rewriting

We recall standard notions from rewriting, following [ESM12].

**Order sorted term algebra** An order-sorted signature \( \Sigma := (S, \leq, \Sigma) \) consists of a set of sorts \( S \), a partial order \( \leq \) on \( S \), and a set of function symbols \( \Sigma \) associated with sorts such that the following two properties are satisfied. First, for every \( s \in S \), the connected component \( C \) of \( s \) in \( (S, \leq) \) has a top sort denoted \( top(s) \) such that \( c \leq top(s) \) for all \( c \in C \). Second, for every \( f : s_1 \times \ldots \times s_k \rightarrow s \) in \( \Sigma \) with \( k \geq 1 \), \( f : top(s_1) \times \ldots \times top(s_k) \rightarrow top(s) \) is in \( \Sigma \).

We assume that there are pairwise disjoint, countably infinite sets of variables \( V_s \) and constants \( C_s \) for each sort \( s \in S \). We define the set of all variables as \( V := \bigcup_{s \in S} V_s \) and the set of all constants as \( C := \bigcup_{s \in S} C_s \). We use \( x : s \) to denote variables from \( V_s \). For an arbitrary set \( A \in V \cup C \) of variables and constants, \( T_{\Sigma}(A) \) denotes the set of well-sorted terms constructed over \( \Sigma \cup A \).

If there is only one sort in \( S \), we say that \( \Sigma \) is unsorted and we identify \( \Sigma \) with its set of function symbols \( \Sigma \). We write \( \Sigma^k \) for the set of all \( k \)-ary function symbols in \( \Sigma \).

**Positions, subterms, and variables of a term** A position \( p \) is a sequence of natural numbers. For a term \( t \), the subterm of \( t \) at position \( p \), written \( t[p] \), is defined as
\[
\begin{cases}
  t & \text{if } p = [] \\
  t_i[p'] & \text{if } p = [i] \cdot p' \text{ and } t = f(t_1, \ldots, t_k) \text{ and } 1 \leq i \leq k \\
  \bot & \text{otherwise}
\end{cases}
\]
We say that \( p \) is a valid position in \( t \) iff \( t[p] \) is defined. We define the set of subterms of \( t \) as \( St(t) := \{ t[p] \mid p \text{ a valid position in } t \} \). A proper subterm of \( t \) is a subterm \( s \in St(t) \setminus \{ t \} \).

We define the set of variables of \( t \) as \( vars(t) := St(t) \cap V \). A term is ground iff \( vars(t) = \emptyset \).
Substitutions  A substitution \( \sigma \) is a well-sorted function from \( \mathcal{V} \) to the set of terms \( T_\Sigma(\mathcal{V} \cup \mathcal{C}) \) that corresponds to the identity function on all variables except on a finite set of variables. Overloading notation, we call this finite set of variables the domain of \( \sigma \), written \( \text{dom}(\sigma) \). We use \( \text{range}(\sigma) \) to denote the image of \( \text{dom}(\sigma) \) under \( \sigma \) and define \( \text{vr}(\sigma) := \bigcup_{x \in \text{range}(\sigma)} \text{vars}(t) \). We identify \( \sigma \) with its usual extension to an endomorphism on \( T_\Sigma(\mathcal{V} \cup \mathcal{C}) \) and use the notation \( t\sigma \) for the application of this extension of \( \sigma \) to a term \( t \).

Equations and equational theories  An equation over the signature \( \Sigma \) is an unordered pair \( \{s,t\} \) of terms \( s,t \in T_\Sigma(\mathcal{V}) \), written \( s \approx t \). An equational presentation is a tuple \( E = (\Sigma, E) \) of a signature \( \Sigma \) and a set of equations \( E \). The corresponding equational theory \( =_E \) is the smallest \( \Sigma \)-congruence containing all instances of equations in \( E \). We often leave the signature \( \Sigma \) implicit and identify the equations \( E \) with the equational presentation \( E \) and the equational theory \( =_E \), i.e., \( =_E \).

We say that two terms \( t \) and \( s \) are equal modulo \( E \) if \( t =_E s \). We use the subscript \( E \) to denote the usual operations on sets, sequences, and multisets adapted to use equality modulo \( E \) instead of syntactic equality. For example, we use \( \epsilon_E \) to denote set membership modulo \( E \).

Unification and matching  An \( E \)-unifier of two terms \( s \) and \( t \) is a substitution \( \sigma \) such that \( s\sigma =_E t\sigma \). For \( W \subseteq \mathcal{V} \), we use \( \text{unify}_E^W(s,t) \) to denote an \( E \)-unification algorithm that returns a set of \( E \)-unifiers of \( s \) and \( t \) away from \( W \), i.e., \( \text{vr}(\sigma) \cap W = \emptyset \) for all \( \sigma \in \text{unify}_E^W(s,t) \). We say that this unification algorithm is complete iff, for all terms \( s \) and \( t \) and all \( E \)-unifiers \( \tau \) of \( s \) and \( t \), there is a \( \sigma \in \text{unify}_E^W(s,t) \) and a substitution \( \alpha \) such that \( x\tau =_E (x\sigma)\alpha \) for all \( x \in \text{vars}(s,t) \). We say that this algorithm is finitary iff it terminates for all inputs and returns a finite set of unifiers.

An \( E \)-matcher matching a term \( t \) to a term \( s \) is a substitution \( \sigma \) such that \( t\sigma =_E s \). The notions of complete and finitary coincide with those for \( E \)-unifiers.

Rewriting  A rewrite rule is an ordered pair of terms \((l,r)\) with \( l,r \in T_\Sigma(\mathcal{V}) \), written \( l \rightarrow r \). A rewrite system \( \mathcal{R} \) is a set of rewrite rules. The corresponding rewrite relation \( \rightarrow_\mathcal{R} \) is defined such that \( s \rightarrow_\mathcal{R} t \) iff there is a position \( p \) in \( s \), a rewrite rule \( l \rightarrow r \in \mathcal{R} \), and a substitution \( \sigma \) such that \( s|_p = l\sigma \) and \( s[\sigma]_p = t \). A rewrite system \( \mathcal{R} \) is terminating iff there is no infinite sequence \((t_i)_{i \in \mathbb{N}}\) of terms with \( t_i \rightarrow_\mathcal{R} t_{i+1} \) for all \( i \in \mathbb{N} \). A rewrite system \( \mathcal{R} \) is confluent iff, for all terms \( t \), \( s_1 \), and \( s_2 \) with \( t \rightarrow_\mathcal{R} s_1 \) and \( t \rightarrow_\mathcal{R} s_2 \), there is a term \( t' \) such that \( s_1 \rightarrow_\mathcal{R} t' \) and \( s_2 \rightarrow_\mathcal{R} t' \). A rewrite system \( \mathcal{R} \) is convergent iff it is terminating and confluent. In this case, we use \( t_\mathcal{R} \) to denote the unique \( \mathcal{R} \)-normal form of \( t \), i.e., \( t_\mathcal{R} \) is the unique term \( t' \) such that \( t \rightarrow_\mathcal{R} t' \) and there is no term \( t'' \) with \( t' \rightarrow_\mathcal{R} t'' \).

A rewrite system \( \mathcal{R} \) is subterm-convergent iff it is convergent and, for each rule \( l \rightarrow r \in \mathcal{R} \), \( r \) is either a proper subterm of \( l \) or \( r \) is ground and in \( \mathcal{R} \)-normal form.
2. Background

Rewriting modulo [Vir02] Rewriting is often used to reason about equality modulo an equational theory \( E \). If the equations in \( E \) can be oriented to obtain a convergent rewriting system \( \mathcal{R} \), then \( \mathcal{R} \) can be used to decide equality since \( t =_E s \iff t \downarrow_{\mathcal{R}} = s \downarrow_{\mathcal{R}} \).

The notion of \( \mathcal{R}, \mathcal{AX} \)-rewriting for a rewrite system \( \mathcal{R} \) and an equational theory \( \mathcal{AX} \) generalizes this approach to equational theories containing some equations that cannot be oriented, e.g., commutativity. The rewrite relation \( \rightarrow_{\mathcal{R}, \mathcal{AX}} \) is defined such that \( s \rightarrow_{\mathcal{R}, \mathcal{AX}} t \) iff there is a position \( p \) in \( s \), a rewrite rule \( l \rightarrow r \in \mathcal{R} \), and a substitution \( \sigma \) such that \( s[p] =_{\mathcal{AX}} l \sigma \) and \( s[r \sigma]_p = t \). Note that the relation \( \rightarrow_{\mathcal{R}, \mathcal{AX}} \) is decidable, if \( \mathcal{AX} \)-matching is decidable. Analogous to rewrite systems, we say that \( \mathcal{R} \) is \( \mathcal{AX} \)-convergent iff the relation \( \rightarrow_{\mathcal{R}, \mathcal{AX}} \) is terminating and confluent. In this case, we use \( t \downarrow_{\mathcal{R}, \mathcal{AX}} \) to denote the corresponding unique \( \mathcal{R}, \mathcal{AX} \)-normal form of \( t \). We say that \( \mathcal{R} \) is \( \mathcal{AX} \)-coherent iff, for all terms \( t_1, t_2, \) and \( t_3 \), the assumptions \( t_1 \rightarrow_{\mathcal{R}, \mathcal{AX}} t_2 \) and \( t_1 =_{\mathcal{AX}} t_3 \) imply that there are terms \( t_4 \) and \( t_5 \) with \( t_4 =_{\mathcal{AX}} t_5 \) such that \( t_2 \rightarrow^*_{\mathcal{R}, \mathcal{AX}} t_4 \) and \( t_3 \rightarrow^+_{\mathcal{R}, \mathcal{AX}} t_5 \). We define \( \mathcal{R}^* := \{ t \rightarrow r \mid l \rightarrow r \in \mathcal{R} \} \). If \( (\Sigma, \mathcal{R}^* \cup \mathcal{AX}) \) is an equational presentation of \( =_E \) and \( \mathcal{R} \) is both \( \mathcal{AX} \)-convergent and \( \mathcal{AX} \)-coherent, then \( t =_E s \iff t \downarrow_{\mathcal{R}, \mathcal{AX}} =_{\mathcal{AX}} s \downarrow_{\mathcal{R}, \mathcal{AX}} \).

2.3. Isabelle/HOL

Isabelle is a generic, tactic-based theorem prover. We use Isabelle’s implementation of higher-order logic, Isabelle/HOL [NPW02], for the development of the work presented in Part I of this thesis.

We formalize the protocol semantics underlying Part I as a conservative definitional extension of higher-order logic (HOL). This guarantees the consistency of our formalization, provided that HOL itself is consistent. Based on our semantics, we formalize several domain-specific predicates that serve as the basic building blocks for expressing security properties as HOL formulas. Such a formalization is sometimes called a shallow embedding [Gor89] in the verification community, as we do not introduce a separate concrete syntax for formalizing security properties, but work directly with the formulas formalizing their semantics. The benefit of a shallow embedding is that we can reuse the existing reasoning infrastructure for HOL and only need to extend it to reason about our domain-specific predicates. We extend the existing infrastructure by deriving inference rules (HOL theorems) from our semantics that encode reasoning principles for constructing protocol security proofs.

We emphasize that all definitions, rules, and theorems in the first part of this thesis are justified by corresponding definitions and machine-checked (soundness) proofs in Isabelle/HOL. The corresponding proof scripts are distributed together with the source code of the scyther-proof tool [Mei12].
Part I.

Improving the Trustworthiness
3. Security Protocol Model

In this chapter, we define our security protocol model. It consists of three parts: (1) a protocol specification language based on role scripts (sequences of send and receive steps) and pattern matching, (2) an operational semantics defining protocol execution in the presence of an active adversary, and (3) a collection of predicates for formalizing security properties like secrecy and authentication.

3.1. Protocol Specification

We model security protocols as sets of roles where each role is given by a role script specified by a sequence of role steps. A role step sends or receives messages matching given message patterns. We first describe the elements of our specification language and then provide an example.

Let Const be a set of constants, Fresh be a set of messages to be freshly generated (nonces, coin flips, etc.), and Var be a set of variables. We assume that Const, Fresh, and Var are pairwise-disjoint. We further assume that the set of variables Var is partitioned into two sets, AVar and MVar, denoting agent variables and message variables. Agent variables are placeholders for agent names, which are chosen when creating a new role instance, and message variables are placeholders for messages (which may also be agent names) received during the execution of a role instance. We define the set $\text{Pat}$ of message patterns as

$$\text{Pat} ::= \text{Const} | \text{Fresh} | \text{Var}(\text{Pat}) | \{\text{Pat}, \text{Pat}\}$$

$$| \text{h}^{-1}(\text{Pat}) | \{\text{Pat}, \text{Pat}\} | \text{k}(\text{Pat}, \text{Pat}) | \text{k}(\text{Pat}, \text{Pat}) | \text{pk}(\text{Pat}) | \text{sk}(\text{Pat}) .$$

We define $\text{vars}(pt)$ as the set of all variables in the pattern $pt$.

Intuitively, message patterns denote instructions on how to compose and decompose messages, which are sent to and received from the network. Note that this choice of using the same constructors to specify both message composition and decomposition is common in literature, but unnecessarily complicates the interpretation of message patterns. In Part II, we use a simpler and more direct model that represents each call to a cryptographic algorithm using exactly one constructor. In this model, message decomposition can be made explicit by specifying all the required calls to algorithms like decryption and projection.

The execution of the instructions denoted by a message pattern may fail and we assume that the execution of a role stops upon such a failure. This is the reason for the partiality of the $\text{inst}$ function, which is given in Section 3.2.3 and defines the formal semantics of message patterns. Informally, the semantics of message patterns is as follows.
A pattern \( c \in \text{Const} \) denotes a constant bitstring. A pattern \( n \in \text{FN} \) denotes the result of a call to a random number generator. An agent variable \( v \in \text{AVar} \) denotes an agent name, chosen by the protocol participant executing a role. A message variable \( v \in \text{MVar} \) denotes a part of a message, which was extracted from a message received from the network. A pattern \( h(pt) \) denotes a call to a hash function using the bitstring denoted by \( pt \) as the argument. Analogously, the pattern \( \{pt_1, pt_2\} \) denotes the tuple of the bitstrings denoted by \( pt_1 \) and \( pt_2 \). We use the pattern constructor \( \{ \_ \} \) to model the use of algorithms for public-key and symmetric encryption, private-key and symmetric decryption, signing, and signature verification. The pattern \( \{p\}_k \) denotes public-key encryption of \( p \) when \( k = \text{pk}(pt) \), signing \( p \) when \( k = \text{sk}(pt) \), and symmetric encryption of \( p \) otherwise. Note that this allows for a composed message such as the hash of some keying material to be used as a symmetric key.

In setups where symmetric long-term keys are used, it is common that if Alice wants to communicate with Bob, she will use their shared long-term key, which is the same key that Bob would use to communicate with Alice. Such keys are called bidirectional. Alternatively one can use unidirectional keys where each pair of agents shares two symmetric keys, one for each direction. We use the pattern \( k(a,b) \) to denote the unidirectional long-term symmetric key used by the agent denoted by \( a \) to communicate with the agent denoted by \( b \). We use the pattern \( k\{a,b\} \) to denote the bidirectional long-term symmetric key shared between \( a \) and \( b \). For \( a \in \text{AVar} \), \( \text{pk}(a) \) denotes \( a \)'s long-term public key and \( \text{sk}(a) \) denotes \( a \)'s long-term private key. We allow for freshly generated asymmetric keypairs by letting \( n \in \text{Fresh} \) be the random seed, and using \( \text{pk}(n) \) and \( \text{sk}(n) \) to denote the corresponding freshly generated public and private keys. The pattern \( pt^{-1} \) denotes the inverse of the key denoted by the pattern \( pt \).

Intuitively, the patterns for long-term keys denote to the use of key-lookup algorithms. For example, one possible implementation of the pattern \( \text{pk}(a) \) is to lookup the public key associated to the bitstring denoted by \( a \) in the table of pre-shared keys. For a bidirectional key like \( k\{a,b\} \), this lookup would be performed using the sorted tuple of the bitstrings denoted by \( a \) and \( b \) as the lookup-key, whereas for an unidirectional key one would use the standard, unsorted tuple as the lookup-key.

Let \( \text{Label} \) be a set of labels. We define the set \( \text{RoleStep} \) of role steps as

\[
\text{RoleStep} ::= \text{Send}_\text{Label}(\text{Pat}) \mid \text{Recv}_\text{Label}(\text{Pat}) .
\]

A send role-step \( \text{Send}_{\text{L}}(pt) \) denotes sending the message corresponding to the instantiated pattern \( pt \). A receive role-step \( \text{Recv}(pt) \) denotes receiving a message matching the pattern \( pt \). The labels have no operational meaning: they serve just to distinguish different send (or receive) steps that contain the same message pattern. A role is a duplicate-free, finite sequence \( R \) of role steps such that

\[
\forall \text{Send}_{\text{L}}(pt) \in R. \forall v \in \text{vars}(pt) \cap \text{MVar}. \\
\exists l', pt'. \text{Recv}_{\text{L}}(pt') <_R \text{Send}_{\text{L}}(pt) \land v \in \text{vars}(pt') .
\]

This states that every message variable in a role must be instantiated in a receive step before its contents can be used in a send step. Note the we only restrict the use of message variables. Agent variables and freshly generated messages can be used freely in send steps. We denote the set of all roles by \( \text{Role} \).
3.2. Protocol Execution

A protocol is a set of roles. We denote the set of all protocols by \( \text{Protocol} \). We illustrate protocol specifications with a simple challenge-response protocol.

**Example 1** (CR Protocol). Let \( s \in \text{AVar} \), \( k \in \text{Fresh} \), and \( v \in \text{MVar} \). We define \( \text{CR} := \{C, S\} \), where

\[
C := [\text{Send}_1(\{\div k\} \cdot \text{pk}(s)), \text{Recv}_2(h(k))]
\]

\[
S := [\text{Recv}_1(\{\div v\} \cdot \text{pk}(s)), \text{Send}_2(h(v))].
\]

In this protocol, a client, modeled by the \( C \) role, chooses a fresh session key \( k \) and sends it encrypted with the public key \( \text{pk}(s) \) of the server with whom he wants to share \( k \). The server, modeled by the \( S \) role, confirms the receipt of \( k \) by returning its hash. We use this protocol as a running example. Hence, in subsequent examples, the expressions \( s, k, v, C, S, \) and \( \text{CR} \) refer to those introduced here.

### 3.2. Protocol Execution

During the execution of a protocol \( P \), agents may execute any number of instances of \( P \)’s roles in parallel. We call each role instance a thread. Threads may generate fresh messages, send messages to the network, and receive messages from the network as specified by the role script they execute. We assume that the network is completely controlled by an active Dolev-Yao style adversary. In particular, the adversary learns every message sent and can block and insert messages. Moreover, the adversary can access the long-term keys of arbitrarily many compromised agents.

We provide an operational semantics for protocol execution in the presence of the adversary, expressed as a state transition system, along the lines of [CM05]. The ingredients of the operational semantics are messages, the system state, agent threads, the adversary’s knowledge, and the transition system. We discuss each of these in turn.

#### 3.2.1. Messages

We assume an infinite set \( \text{TID} \) of thread identifiers. We use the thread identifiers to distinguish between fresh messages generated by different threads. For a thread identifier \( i \) and a message \( n \in \text{Fresh} \) to be freshly generated, we write \( n \| i \) to denote the fresh message generated by the thread \( i \) for \( n \). We overload notation and for \( A \) a set, we write \( A \| \text{TID} \) to denote the set \( \{a \| i \mid a \in A, i \in \text{TID}\} \).

We assume given a set \( \text{Agent} \) of agent names disjoint from \( \text{Const} \). We define the set \( \text{Msg} \) of messages as

\[
\text{Msg} := \text{Const} \mid \text{Fresh} \| \text{TID} \mid \text{Agent} \mid h(\text{Msg}) \mid (\text{Msg}, \text{Msg}) \\
\mid \{\div \text{Msg}\}_i \mid k_{\text{un}}(\text{Agent}, \text{Agent}) \mid k_{\text{bi}}(\mathcal{P}(\text{Agent})) \mid \text{pk}(\text{Msg}) \mid \text{sk}(\text{Msg}) .
\]

We assume the existence of an inverse function on messages, where \( k^{-1} \) denotes the inverse key of \( k \). We have \( \text{pk}(x)^{-1} = \text{sk}(x) \) and \( \text{sk}(x)^{-1} = \text{pk}(x) \) for every message \( x \), and \( m^{-1} = m \) for all other messages \( m \). Thus, depending on the key \( k \), the message \( \{\div m\} \cdot k \) denotes the result of signing, public-key encryption, or symmetric encryption. We model a bidirectional key as a special case of a key shared between a set of agents; i.e., we use \( k_{\text{bi}}(\{a, b\}) \) to denote the result of looking up the bidirectional pre-shared...
symmetric key of the two agents $a$ and $b$. We use $k_{un}(a,b)$ to denote the result of looking up the unidirectional pre-shared symmetric key of the two agents $a$ and $b$. Note that $k_{bi}(A) \neq k_{un}(a,b)$ for all $A \subseteq Agent$ and $a,b \in Agent$; i.e., we assume that all pre-shared bidirectional keys are different from the pre-shared unidirectional keys.

### 3.2.2. System State

The system state of our operational semantics is a triple $(tr, th, \sigma)$. It consists of (1) a trace $tr$ recording the history of the executed role steps and the events when messages are learned (i.e., become known for the first time) by the adversary, (2) a thread pool $th$ that stores for every thread the role it executes and the role steps still to be executed, and (3) a variable store $\sigma$ recording the variable contents of all threads. We define these parts below.

The set of all trace events is defined as

$$ TraceEvent := St(TID, RoleStep) \cup Ln(P(Msg)) $$

A step trace event $St(i, s)$ denotes that the thread $i$ executed the role step $s$. A learn trace event $Ln(M)$ denotes that the adversary learned the set of messages $M$. We use learn trace events to explicitly record the adversary’s message deduction steps in the trace. We will see why we use sets of messages rather than single messages later in the definition of our operational semantics. The trace $tr$ is a sequence of trace events. The thread pool $th$ is a partial function

$$ th : TID \rightarrow (Role \times RoleStep^*) $$

where $dom(th)$ denotes the identifiers of all threads in the system. Where unambiguous, we identify threads with their corresponding thread identifiers. For $i \in dom(th)$ and $th(i) = (R, todo)$, $R$ is the role executed by thread $i$ and $todo$ is a suffix of $R$ denoting the role steps still to be executed by thread $i$. The variable store $\sigma$ is a function

$$ \sigma : Var \times TID \rightarrow Msg $$

that stores for each variable $v$ and thread identifier $i$ the contents $\sigma(v, i)$ assigned to $v$ by thread $i$. We define $Trace$ as the set of all traces, $ThreadPool$ as the set of all thread pools, and $Store$ as the set of all variable stores. Hence, a system state is a triple

$$(tr, th, \sigma) \in Trace \times ThreadPool \times Store$$

Note that we explicitly record the history of the protocol execution and the message deduction of the adversary in the trace. As we will see later, this is crucial for formulating our invariants. It allows us, for example, to formulate the statement that if the adversary learns a message $m$ by decrypting an encryption $\{m\}_k$, then he must have learned the inverse key $k^{-1}$ before $m$.

### 3.2.3. Agent Threads

Let $(tr, th, \sigma)$ be a system state and $i \in dom(th)$ be a thread in the system. The role of thread $i$ is defined as $role_{th}(i) := \pi_1(th(i))$. Moreover, the thread $i$ instantiates a
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<table>
<thead>
<tr>
<th>( \text{inst}_{\sigma,i}(pt) := )</th>
<th>( )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( pt )</td>
<td>( ) if ( pt \in \text{Const} )</td>
</tr>
<tr>
<td>( pt | i )</td>
<td>( ) if ( pt \in \text{Fresh} )</td>
</tr>
<tr>
<td>( \sigma(pt,i) )</td>
<td>( ) if ( pt \in \text{Var} )</td>
</tr>
<tr>
<td>( h(\text{inst}_{\sigma,i}(x)) )</td>
<td>( ) if ( pt = h(x) )</td>
</tr>
<tr>
<td>( (\text{inst}<em>{\sigma,i}(x), \text{inst}</em>{\sigma,i}(y)) )</td>
<td>( ) if ( pt = (x,y) )</td>
</tr>
<tr>
<td>( \parallel \text{inst}<em>{\sigma,i}(x) \parallel (\text{inst}</em>{\sigma,i}(k)) )</td>
<td>( ) if ( pt = \parallel x \parallel_k )</td>
</tr>
<tr>
<td>( (\text{inst}_{\sigma,i}(x))^{-1} )</td>
<td>( ) if ( pt = x^{-1} )</td>
</tr>
<tr>
<td>( \text{pk}(\text{inst}_{\sigma,i}(a)) )</td>
<td>( ) if ( pt = \text{pk}(a) )</td>
</tr>
<tr>
<td>( \text{sk}(\text{inst}_{\sigma,i}(a)) )</td>
<td>( ) if ( pt = \text{sk}(a) )</td>
</tr>
<tr>
<td>( \text{k}<em>{\text{un}}(\text{inst}</em>{\sigma,i}(a), \text{inst}_{\sigma,i}(b)) )</td>
<td>( ) if ( pt = \text{k}(a,b) )</td>
</tr>
<tr>
<td>( \text{k}<em>{\text{bi}}({\text{inst}</em>{\sigma,i}(a), \text{inst}_{\sigma,i}(b)}) )</td>
<td>( ) if ( pt = \text{k}{a,b} )</td>
</tr>
<tr>
<td>( )</td>
<td>( ) and ( \text{inst}<em>{\sigma,i}(a), \text{inst}</em>{\sigma,i}(b) \in \text{Agent} )</td>
</tr>
<tr>
<td>( \bot )</td>
<td>( ) otherwise</td>
</tr>
</tbody>
</table>

**Figure 3.1.** Definition of the partial message pattern instantiation function \( \text{inst}_{\sigma,i}(\_\_) \)

message pattern \( pt \) occurring in its role to the message \( \text{inst}_{\sigma,i}(pt) \) as defined in Figure 3.1. During instantiation fresh message patterns are replaced with the actual fresh messages and all variables are replaced with the content assigned to them in thread \( i \). Moreover, the key-inverse constructor on patterns is replaced with applications of the key-inverse function on messages. This is well-defined because messages are ground by definition. Note that looking up a symmetric long-term key may fail, which is why \( \text{inst} \) is a partial function.

### 3.2.4. Adversary Knowledge

We assume that the set of all agents \( \text{Agent} \) is partitioned into a set \( \text{Compr} \) of compromised agents whose long-term keys are known to the adversary and a set of uncompromised agents. Thus, the adversary can impersonate any agent \( c \in \text{Compr} \) and act as a legitimate protocol participant. The initial knowledge of the adversary \( AK_0 \) is therefore defined as

\[
AK_0 := \text{Const} \cup \text{Agent} \cup \bigcup_{a \in \text{Agent,ex,Compr}} \{\text{pk}(a), \text{sk}(c), \text{k}_{\text{un}}(a,c), \text{k}_{\text{un}}(c,a), \text{k}_{\text{bi}}(\{a,c\})\}.
\]

Note that we will define our operational semantics such that every trace starts with the learn trace event \( \text{Ln}(AK_0) \); i.e., the adversary always learns his complete initial knowledge before any other event happens. Our semantics also forces the adversary to explicitly perform all message deduction steps. Hence, a trace \( tr \) records all messages learned by the adversary. The adversary’s knowledge corresponding to \( tr \) is therefore

\[
\text{knows}(tr) := \bigcup_{\text{Ln}(M) \in tr} M.
\]

Our operational semantics also ensures that whenever the adversary learns a pair of messages \( \{m_1, m_2\} \), then he also learns its projections \( m_1 \) and \( m_2 \), provided he does not
know them already. Therefore, the adversary’s knowledge is closed under the projection of pairs. This simplifies the reasoning in our security proofs as it allows keeping the construction and projection of pairs implicit. We use the function \( \text{split} : \text{Msg} \rightarrow \mathcal{P}(\text{Msg}) \) to formalize this closure.

\[
\text{split}(m) := \begin{cases} 
\{m\} \cup \text{split}(x) \cup \text{split}(y) & \text{if } m = (x, y) \\
\{m\} & \text{otherwise}
\end{cases}
\]

We define the set of all messages learned by the adversary from a message \( m \) in the context of a trace \( tr \) as

\[
\text{learns}_tr(m) := \text{split}(m) \setminus \text{knows}(tr).
\]

This states that the adversary learns all messages in \( \text{split}(m) \) that he did not already know.

**Example 2** (System state of the CR protocol). Assume that some agent \( a \in \text{Agent} \) executes the \( C \) role in thread \( i \in \text{TID} \) and has sent his first message \( \{k_i\}_{pk(b)} \) to establish the fresh session key \( k_i \) with an agent \( b \in \text{Agent} \). Also, assume that agent \( b \) executed the \( \text{Recv}_1(\{v\}_{pk(a)}) \) step of the \( S \) role in the thread \( j \in \text{TID} \) and received the first message that thread \( i \) sent. If \( i \) and \( j \) are the only threads running, then the system state is of the form \( (tr, th, \sigma) \), for

\[
\begin{align*}
\text{th} := & \{i \mapsto (C, [C_2]), j \mapsto (S, [S_2])\} \\
\sigma := & \sigma'[\{(s, i) \mapsto b]\{(s, j) \mapsto b\}[(v, j) \mapsto k_i]\} \\
\text{tr} := & \left[\text{Ln}(\text{AK}_0), \text{St}(i, C_1), \text{Ln}(\{\{k_i\}_{pk(b)}\}), \text{St}(j, S_1)\right]
\end{align*}
\]

and some \( \sigma' \in \text{Store} \).

### 3.2.5. Transition System

The *state transition relation \( \rightarrow \)** formalizing our operational semantics is defined by the transition rules in Figure 3.2. We explain each rule in turn.

A **SEND** transition is enabled whenever the next step of a thread \( i \) is \( \text{Send}_i(pt) \) for some label \( l \) and message pattern \( pt \) whose instantiation does not fail. The trace \( tr \) is extended with two trace events. The trace event \( \text{St}(i, \text{Send}_i(pt)) \) records that the send step has happened. The trace event \( \text{Ln}(\text{learns}_tr, \text{inst}_{\sigma,i}(pt)) \) records the set of messages learned by the adversary from the sent message \( \text{inst}_{\sigma,i}(pt) \). We see here the benefit of being able to record that the adversary learns a set of messages at once. Namely, we can close the adversary’s knowledge under projection of pairs without explicitly ordering the events denoting the learning of the pairs’ components. Note that \( \text{Ln}(\text{learns}_tr, \text{inst}_{\sigma,i}(pt)) \) is equal to \( \text{Ln}(\emptyset) \) if and only if the adversary has already learned the sent message \( \text{inst}_{\sigma,i}(pt) \) before this **SEND** transition.

A **RECV** transition is enabled whenever the next step of a thread \( i \) is \( \text{Recv}_i(pt) \), for some label \( l \) and some message pattern \( pt \), and the adversary knows a message matching \( pt \) under the variable store \( \sigma \). The trace \( tr \) is extended with the trace event \( \text{St}(i, \text{Recv}_i(pt)) \), recording that this receive step has happened.
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\[
\begin{align*}
\text{SEND} & \quad \text{inst}_{\sigma,i}(pt) \neq \bot \\
\text{recv} & \quad \text{inst}_{\sigma,i}(pt) \in \text{knows}(tr) \\
\text{DECR} & \quad k^{-1} \in \text{knows}(tr) \\
\end{align*}
\]

\[
\begin{align*}
\text{th}(i) &= (R, [\text{Send}_i(pt)] \cdot \text{todo}) \\
(tr, th, \sigma) &\rightarrow (tr \cdot [\text{St}(i, \text{Send}_i(pt)), \text{Ln}(\text{learns}_{th}(\text{inst}_{\sigma,i}(pt))))], \\
\text{th}(i) &\rightarrow (R, \text{todo}), \sigma)
\end{align*}
\]

\[
\begin{align*}
\text{th}(i) &= (R, [\text{Recv}_i(pt)] \cdot \text{todo}) \\
(tr, th, \sigma) &\rightarrow (tr \cdot [\text{St}(i, \text{Recv}_i(pt))], \text{th}(i) \rightarrow (R, \text{todo})), \sigma)
\end{align*}
\]

\[
\begin{align*}
&\quad x, y \in \text{knows}(tr) \quad (x, y) \notin \text{knows}(tr) \\
(tr, th, \sigma) &\rightarrow (tr \cdot [\text{Ln}([{\{x, y}\}]), th, \sigma])
\end{align*}
\]

\[
\begin{align*}
&\quad m \in \text{knows}(tr) \quad h(m) \notin \text{knows}(tr) \\
(tr, th, \sigma) &\rightarrow (tr \cdot [\text{Ln}([{h(m)}]), th, \sigma])
\end{align*}
\]

\[
\begin{align*}
&\quad m, k \in \text{knows}(tr) \quad \{m\}^k_k \notin \text{knows}(tr) \\
(tr, th, \sigma) &\rightarrow (tr \cdot [\text{Ln}([{\{m\}^k_k}]), th, \sigma])
\end{align*}
\]

\[
\begin{align*}
&\quad \frac{\{m\}^k_k \in \text{knows}(tr)}{(tr, th, \sigma) \rightarrow (tr \cdot [\text{Ln}(\text{learns}_{th}(m))], th, \sigma)}
\end{align*}
\]

Figure 3.2.: Transition rules of the execution model

A PAIR, HASH, or ENCR transition models the adversary learning respectively a pair, a hash, or an encryption by constructing it by himself. He can do this provided he does not yet know the constructed message. Because the adversary’s knowledge is closed under split, no projection transition is needed.

A DECR transition models the decryption of an encrypted message with the decryption key and learning all new messages accessible from the encrypted message using projection of pairs.

There is no explicit transition rule for creating new threads. Instead, for each thread pool that can occur in an execution, we construct a separate initial state. For a protocol \( P \), all possible thread pools with threads executing roles of \( P \) are represented in the set of initial states \( Q_0(P) \) of our system.

\[
Q_0(P) := \{ ([\text{Ln}(AK_0), th, \sigma]) \mid (\forall v \in AVar, i \in TID. \sigma(v, i) \in \text{Agent}) \land \\
(\forall i \in \text{dom}(th). \exists R \in P. \text{th}(i) = (R, R)) \}
\]

For each initial state \((tr, th, \sigma) \in Q_0(P)\), the variable store \( \sigma \) is defined such that every agent variable is instantiated with an agent name and each message variable is instantiated with an arbitrary message. Thus, we model the set of possible executions by instantiating all variables non-deterministically at the beginning of a thread. The thread pool \( th \) is defined such that every thread \( i \in \text{dom}(th) \) instantiates a role of \( P \) and has not executed any step yet.

For a protocol \( P \), we define the set of reachable states as

\[
\text{reachable}(P) := \{ q \mid \exists q_0 \in Q_0(P). q_0 \rightarrow^* q \}.
\]
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3.3. Security Properties

We focus on security properties that are state properties. We say that a security protocol $P$ satisfies a security property $\varphi$ if and only if $\varphi$ holds for every reachable state of $P$. Because we include the execution trace in the system state, many security properties from literature can be expressed as state properties. We illustrate this on examples later in this section.

Note that when reasoning about security protocols and their properties, we are interested in when individual messages were learned and not in what messages were learned at the same time. Therefore, we introduce the set of (proper) events.

$$\text{Event} := \text{ST}(TID \times \text{RoleStep}) \mid \text{LN}(\text{Msg})$$

Analogous to step trace events, a step event $\text{ST}(i, s)$ denotes that thread $i$ has executed the role step $s$. In contrast to learn trace events, a learn event $\text{LN}(m)$ denotes that the adversary learned the single message $m$.

In the remainder of this paper, we simplify our notation and definitions by identifying every tuple $(i, s) \in TID \times \text{RoleStep}$ with the step event $\text{ST}(i, s)$ and every message $m \in \text{Msg}$ with the learn event $\text{LN}(m)$. The previously defined function $\text{knows}: \text{Trace} \rightarrow \mathcal{P}(\text{Msg})$ can therefore be used to project a trace $tr$ to the set of all learn events occurring in $tr$.

The projection of a trace $tr$ to the set of all step events occurring in $tr$ is

$$\text{steps}(tr) := \{(i, s) \mid \text{ST}(i, s) \in tr\}.$$

The event order relation $(<_{tr}) \subseteq \text{Event} \times \text{Event}$ denotes the order of events induced by the trace events in $tr$.

$$x <_{tr} y := \exists tr_1, tr_2. \ tr = tr_1 \cdot tr_2 \land (x \in \text{knows}(tr_1) \lor x \in \text{steps}(tr_1))$$

$$\land (y \in \text{knows}(tr_2) \lor y \in \text{steps}(tr_2))$$

Note that $<_{tr}$ is a strict partial order on $\text{Event}$ for every trace $tr$ of a reachable state $(tr, th, \sigma) \in \text{reachable}(P)$. We define $\leq_{tr}$ as the reflexive closure of $<_{tr}$.

The event order allows us, for example, to formalize the statement “both the encryption $\text{Enc}_k(m)$ and the inverse key $k^{-1}$ must have been learned before the adversary learned $m$” as the proposition

$$\text{Enc}_k(m) <_{tr} m \land k^{-1} <_{tr} m.$$

Note that the event order also relates learn events with protocol step events. We exploit this, for example, when stating and verifying temporal secrecy properties, i.e., properties stating that a message is secret as long as a certain protocol step, which leaks this message, has not been executed.

Security properties are formalized as logical formulas built using the previously defined functions and relations. We illustrate this in the following example. Afterwards, we explain how standard secrecy and authentication properties from literature are formalized in our model.

**Example 3** (Security properties of the CR protocol). For a client who completes its role with an uncompromised server, the CR protocol guarantees (1) the secrecy of the
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session key $k$ and (2) the existence of a server that answered this client and agrees on all exchanged data. We formalize property (1) by the formula $\varphi_{\text{sec}}$.

$$\varphi_{\text{sec}}(tr, th, \sigma) := \forall i \in \text{TID}. \text{role}_i = \text{C} \land \sigma(s, i) \notin \text{Compr} \Rightarrow k \Vert i \notin \text{knows}(tr)$$

Recall that $C$, $s$, and $k$, as well as $S$ and $v$, were defined in Example 1.

Property (2) is an authentication property, which characterizes the guarantees provided to a client after completing its role with an uncompromised server. Inspired by non-injective synchronization [CMdV06] a stronger version of non-injective agreement [Low97], we formalize it as follows.

$$\varphi_{\text{auth}}(tr, th, \sigma) := \forall i \in \text{TID}. \text{role}_i = \text{C} \land i \in \text{Compr} \land \sigma(s, i) \notin \text{steps}(tr) \Rightarrow (\exists j \in \text{TID}. \text{role}_j = \text{S} \land \sigma(s, i) = \sigma(s, j) \land k \Vert i = \sigma(v, j) \land (i, C_1) <_{tr} (j, S_1) \land (j, S_2) <_{tr} (i, C_2))$$

Recall that a role is a sequence of role-steps. Hence, $C_2$ denotes the second step of the $C$ role. ♠

3.3.1. Secrecy Properties

Secrecy properties are statements that specify under what conditions a message is guaranteed to be unknown to the adversary. In general, we formalize them as closed formulas of the form

$$\forall q \in \text{reachable}(P). \forall i \in \text{TID}. \forall m \in \text{Msg}. \text{claim}_q(i, m) \Rightarrow m \notin \text{knows}(tr).$$

Here, $\text{claim}_q(i, m)$ is a predicate formalizing for every state $q$ when a thread $i$ claims that a message $m$ is secret.

Note that we cannot formalize perfect forward secrecy [BC10] in our model, as we only model a set of statically compromised agents. The protocol model presented in Part II does not suffer from this limitation. Moreover in [Sch11], Schaub extends the model presented here with support for dynamically compromising adversaries [BC10] and demonstrates that the proof construction technique explained in the following chapter also works in this extended model.

3.3.2. Authentication Properties

Authentication properties are statements about the (apparent) partners of a protocol participant who completed his role. Lowe’s hierarchy of authentication properties [Low97] provides a good overview of the properties one typically expects a security protocol to achieve. We recall them below. Afterwards, we explain how we formalize them in our model.

**Aliveness** [Low97]: A protocol guarantees to an initiator $A$ aliveness of another agent $B$ if, whenever $A$ (acting as initiator) completes a run of the protocol, apparently with responder $B$, then $B$ has previously been running the protocol.
Aliveness is the weakest of the properties defined by Lowe. It does not even require the responder to be aware that $A$ is trying to authenticate him. It also does not guarantee that the participants agree on the data exchanged during the run of the protocol. This additional requirement is captured by non-injective agreement, which implies aliveness.

**Non-injective agreement** [Low97]: A protocol guarantees to an initiator $A$ non-injective agreement with a responder $B$ on a set of data items $ds$ (where $ds$ is a set of terms appearing in the protocol description) if, whenever $A$ (acting as initiator) completes a run of the protocol, apparently with responder $B$, then $B$ has previously been running the protocol, apparently with $A$, and $B$ was acting as responder in his run, and the two agents agreed on the data values corresponding to all the terms in $ds$.

The general principle behind aliveness and non-injective agreement is that of a non-injective two-party authentication property. We formalize such authentication properties as closed formulas of the form

$$\forall q \in \text{reachable}(P) . \forall i \in \text{TID} . \text{claim}_q(i) \Rightarrow \exists j \in \text{TID} . \text{partner}_q(i, j).$$

Here, $\text{claim}_q(i)$ is a predicate formalizing for every state $q$ what threads claim that there exists a partner thread and $\text{partner}_q(i, j)$ formalizes for a state $q$ when a thread $j$ is a partner of a thread $i$.

Non-injective agreement is a strong form of authentication. However, it does not exclude replay attacks, where an attacker replays messages from a previous session to successfully complete the protocol any number of times with $A$. To prevent such attacks, non-injective agreement is strengthened to injective agreement, which additionally requires that if $A$ successfully completes the protocol $n$ times with $B$, then $B$ has been running the protocol at least $n$ times.

**Injective agreement** [Low97]: A protocol guarantees to an initiator $A$ agreement with a responder $B$ on a set of data items $ds$ if, whenever $A$ (acting as initiator) completes a run of the protocol, apparently with responder $B$, then $B$ has previously been running the protocol, apparently with $A$, and $B$ was acting as responder in his run, and the two agents agreed on the data values corresponding to all the terms in $ds$, and each such run of $A$ corresponds to a unique run of $B$.

We generalize the idea of injective agreement as follows. Given a function $f$ and a set $A \subseteq \text{dom}(f)$, we say that $f$ is injective on $A$, written $\text{inj}_A(f)$, if and only if $\forall x, y \in A . f(x) = f(y) \Rightarrow x = y$. The injective two-party authentication property corresponding to a non-injective two-party authentication property is then

$$\forall q \in \text{reachable}(P) . \exists f . \text{inj}_{\{i \in \text{TID} | \text{claim}_q(i)\}}(f) \land \forall i \in \text{TID} . \text{claim}_q(i) \Rightarrow \text{partner}_q(i, f(i)).$$

Here, as for a non-injective two-party authentication property, $\text{claim}_q(i)$ is a predicate formalizing for every state $q$ what threads claim that there exists a partner thread and $\text{partner}_q(i, j)$ formalizes for a state $q$ when a thread $j$ is a partner of a thread $i$. Note that we only require $f$ to be injective on all thread identifiers $i$ for which $\text{claim}_q(i)$ holds because $f$ is only evaluated on such thread identifiers.
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Proving Injective Authentication Properties

In practice, many protocols rely on a challenge-response mechanism to achieve injectivity. For such protocols, we provide a general theorem that allows us to reduce proving an injective two-party authentication property to proving the corresponding non-injective authentication property. We explain how to prove non-injective authentication properties in the next chapter.

The employed challenge-response mechanisms typically work such that a thread $i$ generates a nonce (the challenge) and sends it to its intended partner, which returns the nonce in a later message (the response). This response will only be accepted by thread $i$, as any other threads are waiting for responses containing a different challenge. The challenge-response mechanism thus binds every responding thread to a unique challenging thread.

In our formalization of authentication properties, the set of challenging threads of a state $q$ is characterized by the `claim` predicate, while the associated responding threads are characterized by the `partner` predicate. The `partner` predicate uniquely binds responding threads to challenging threads if

\[ \forall i_1, i_2, j \in \text{TID}. \text{partner}_q(i_1, j) \land \text{partner}_q(i_2, j) \Rightarrow i_1 = i_2. \]

We call this the **injectivity property**. For a `partner` predicate satisfying this property, non-injective authentication implies injective authentication. We formalize this by the following theorem, which we have proven in Isabelle/HOL.

**Theorem 1** (Non-Injective to Injective Authentication). Assume that a protocol $P$ satisfies the non-injective two-party authentication property

\[ \forall q \in \text{reachable}(P). \forall i \in \text{TID}. \text{claim}_q(i) \Rightarrow \exists j \in \text{TID}. \text{partner}_q(i, j) \]

for some definition of the predicates `claim` and `partner`. Then the corresponding injective two-party authentication property

\[ \forall q \in \text{reachable}(P). \exists f. \text{inj}_{\{i \in \text{TID}. \text{claim}_q(i)\}}(f) \land \forall i \in \text{TID}. \text{claim}_q(i) \Rightarrow \text{partner}_q(i, f(i)). \]

also holds, provided that the `partner` predicate satisfies the **injectivity property**.

**Example 4** (Injective authentication). We prove that the $C$ role of the CR protocol injectively synchronizes with the $S$ role [CMdV06]. We define

- \( \text{claim}_{(tr, th, \sigma)}(i) := \text{role}_{th}(i) = C \land \sigma(s, i) \notin \text{Compr} \land (i, C_2) \in \text{steps}(tr) \)
- \( \text{partner}_{(tr, th, \sigma)}(i, j) := \text{role}_{th}(j) = S \land \sigma(s, i) = \sigma(s, j) \land k^\#i = \sigma(v, j) \land (i, C_1) <_{tr} (j, S_1) \land (j, S_2) <_{tr} (i, C_2) \).

The corresponding non-injective authentication property is exactly $\varphi_{\text{auth}}$ from Example 3. Note that $\varphi_{\text{auth}}$ holds for all reachable states of the CR protocol. We prove this later in Example 7 on page 33. Moreover, the `partner` predicate satisfies the injectivity property, as `partner`_{(tr, th, \sigma)}(i, j) implies the equality $k^\#i = \sigma(v, j)$, i.e., threads $i$ and $j$ agree on
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de the nonce $k_i^i$ generated by thread $i$. This equality implies the injectivity property, as
$k_{i_1} = \sigma(\nu, j)$ and $k_{i_2} = \sigma(\nu, j)$ imply $k_{i_1} = \sigma(\nu, j) = k_{i_2}$, which in turn implies $i_1 = i_2$.

Using Theorem 1, we thus conclude that in the $CR$ protocol the $C$ role injectively
synchronizes with the $S$ role.
4. Security Proofs Based on Decryption Chains

We now present our theory for proving security properties with respect to the semantics described in Chapter 3. As we already stated in the introduction, our theory consists of two key elements: the Chain rule and invariants constructed from protocol-specific type assertions.

We present the Chain rule together with the rest of the core inference rules in Section 4.1. We explain the intuition behind the Chain rule in Section 4.2 by describing our strategy for proving secrecy and authentication properties and by illustrating this strategy on the security properties of the CR protocol given in Example 3. Note that the CR protocol is one of the few protocols where our proof strategy works without auxiliary type assertions. The reasons for this will become clear when we explain our use of type assertions in Section 4.3. We conclude with a discussion of our proof construction method in Section 4.4.

4.1. Core Inference Rules

Our core inference rules are given in Figure 4.1. Each of these rules denotes a statement about the states in $\text{reachable}(P)$. The free variables of a rule are implicitly universally quantified. The rule Role for example denotes the statement

$$\forall (tr, th, \sigma) \in \text{reachable}(P). \forall iRs' s. (\text{role}_h(i) = R \land s' <_R s \land (i, s) \in \text{steps}(tr)) \Rightarrow (i, s') <_{tr} (i, s).$$

Note that we have formally proven every statement corresponding to one of our inference rules in Isabelle/HOL.

The rules $\text{Kn}_1$ and $\text{Kn}_2$ state that if the adversary knows a pair of messages $(m_1, m_2)$, then he also knows $m_1$ and $m_2$. Similarly, the rules $\text{Ord}_1$ and $\text{Ord}_2$ state that if a pair of messages $(m_1, m_2)$ was learned before the event $e$ happened, then both $m_1$ and $m_2$ were also learned before $e$ happened. These four rules allow us to reduce statements about the knowledge of pairs to the knowledge of the contained nonces, hashes, and encryptions. These rules are sound because the adversary’s knowledge is closed under the projection of pairs.

The rules $\text{Known}$ and $\text{Exec}$ follow trivially from the definitions of $<_{tr}$, knows, and steps. They formalize the intuition that, if an event $e$ happened before some other event, then $e$ has happened.

The rules $\text{Irr}$ and $\text{Trans}$ formalize that $<_{tr}$ is a strict partial order. These rules are sound because roles are duplicate-free and our execution model therefore guarantees that all executed steps are unique and the adversary never learns the same message twice.
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\[
\begin{align*}
\text{KN}_1 & : \quad \langle m_1, m_2 \rangle \in \text{knows}(tr) \quad \Rightarrow \quad m_1 \in \text{knows}(tr) \\
\text{KN}_2 & : \quad \langle m_1, m_2 \rangle \in \text{knows}(tr) \quad \Rightarrow \quad m_2 \in \text{knows}(tr) \\
\text{ORD}_1 & : \quad \langle m_1, m_2 \rangle \prec_{tr} e \quad \Rightarrow \quad m_1 \prec_{tr} e \\
\text{ORD}_2 & : \quad \langle m_1, m_2 \rangle \prec_{tr} e \quad \Rightarrow \quad m_2 \prec_{tr} e \\
\text{KNOWN} & : \quad m \prec_{tr} e \quad \Rightarrow \quad m \in \text{knows}(tr) \\
\text{EXEC} & : \quad (i, s) \prec_{tr} e \quad \Rightarrow \quad (i, s) \in \text{steps}(tr) \\
\text{IRR} & : \quad e \prec_{tr} e \quad \Rightarrow \quad \text{false} \\
\text{TRAN} & : \quad e_1 \prec_{tr} e_2 \quad e_2 \prec_{tr} e_3 \quad \Rightarrow \quad e_1 \prec_{tr} e_3 \\
\text{ROLE} & : \quad \text{role}_{th}(i) = R \quad s' \prec_R s \quad (i, s) \in \text{steps}(tr) \quad \Rightarrow \quad (i, s') \prec_{tr} (i, s) \\
\text{INPUT} & : \quad (i, \text{Recv}_l(pt)) \in \text{steps}(tr) \quad \Rightarrow \quad \text{inst}_{\sigma,i}(pt) \prec_{tr} (i, \text{Recv}_l(pt)) \\
\text{CHAIN} & : \quad m \in \text{knows}(tr) \quad \Rightarrow \quad (m \in AK_0) \lor \\
& \quad (\exists x. \quad m = h(x) \land x \prec_{tr} h(x)) \lor \\
& \quad (\exists k. \quad m = \{x\}_k \land x \prec_{tr} \{x\}_k \land k \prec_{tr} \{x\}_k) \lor \\
& \quad (\exists y. \quad m = \{x, y\} \land x \prec_{tr} \{x, y\} \land y \prec_{tr} \{x, y\}) \lor \\
& \quad (\exists R \in P. \exists \text{Send}_l(pt) \in R. \exists i. \text{role}_{th}(i) = R \land \\
& \quad \text{chain}_{tr}(\{(i, \text{Send}_l(pt))\}, \text{inst}_{\sigma,i}(pt), m) )
\end{align*}
\]

Figure 4.1.: Core inference rules for decryption-chain reasoning, which hold under the assumption that \((tr, th, \sigma) \in \text{reachable}(P)\).

\[
\text{chain}_{tr}(E, m', m) := \\
\quad (m' = m \land (\forall e \in E. e \prec_{tr} m) ) \lor \\
\quad (\exists x \in k. m' = \{x\}_k \land (\forall e \in E. e \prec_{tr} \{x\}_k) \land \text{chain}_{tr}(\{(x)_k, k^{-1}\}, x, m) ) \lor \\
\quad (\exists y. m' = \{x, y\} \land (\text{chain}_{tr}(E, x, m) \lor \text{chain}_{tr}(E, y, m))
\]

Figure 4.2.: Definition of the \text{chain} predicate using recursion over the message \(m'\).
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The rule **Role** states that if a thread \( i \) that is an instance of role \( R \) has executed role step \( s \), then all the role steps \( s' <_R s \) have been executed before \( s \) by the thread \( i \). This rule is sound because both the **Send** and the **Recv** transitions execute role steps in the order specified by the roles.

The rule **Input** states that if a thread \( i \) has executed a receive step **Recv\(_l\)(pt)**, then the instantiated pattern \( pt \) was learned before **Recv\(_l\)(pt)** was executed by the thread \( i \). This rule is sound because the **Recv** transition ensures that the adversary knows the received message.

The rule **Chain** states that there are precisely five ways that an adversary can learn a message \( m \).

1. He knew \( m \) from the start.
2. \( m \) is a hash \( h(x) \) of the known message \( x \) and the adversary built \( h(x) \) himself using the **Hash** transition.
3. \( m \) is an encryption \( \{x\}_k \) of a known message \( x \) with a known key \( k \) and the adversary built \( \{x\}_k \) himself using the **Encr** transition.
4. \( m \) is a pair \( \langle x, y \rangle \) of two known messages \( x \) and \( y \) and the adversary built \( \langle x, y \rangle \) himself using the **Pair** transition.
5. There was some step **Send\(_l\)(pt)** executed by some thread \( i \) such that the adversary learned the sent message \( \text{inst}_{\sigma,i}(pt) \) and from this message he learned \( m \) using zero or more decryptions and projections.

We prove the soundness of this case distinction by induction over the reachable states \((\text{tr},\text{th},\sigma) \in \text{reachable}(P)\). The key idea behind Case (5), called the **decryption-chain case**, is that the adversary can only learn a message by decrypting an encryption that he did not build himself. Analogously, the adversary can only learn a message by projecting a pair that he did not build himself. Thus, whenever the adversary learns a message \( m \) by decrypting an encryption \( \{x\}_k \), then he must have learned \( \{x\}_k \) from a send step or by decrypting an encryption or projecting a pair containing \( \{x\}_k \). As every message is of finite size, any such chain of repeated decryptions and projections is of finite length.

We formalize the notion of decryption chains using the **chain** predicate defined in Figure 4.2. For a set \( E \subseteq \text{Event} \), the expression \( \text{chain}(E, m', m) \) formalizes that the adversary learned the message \( m \) using zero or more decryptions and projections after he learned some message in \( \text{split}(m') \), which he learned after the events in \( E \) happened. The definition of chain distinguishes between three cases.

1. \( m' \) is the message \( m \) and the adversary learned \( m' \) after the events in \( E \), or
2. \( m' \) is an encryption \( \{x\}_k \) and the adversary learned \( m \) after he used the inverse key \( k^{-1} \) to decrypt \( m' = \{x\}_k \), which he learned after the events in \( E \), or
3. \( m' \) is a pair \( \langle x, y \rangle \) and the adversary learned \( m \) from a chain starting from \( x \) or from a chain starting from \( y \). The set \( E \) is unchanged in this case because, in our protocol semantics, the messages \( x \) and \( y \) are learned at the same time or before the pair \( \langle x, y \rangle \).
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4.2. Proof Strategy

Suppose we want to prove that a protocol $P$ satisfies a security property $\varphi$. Our strategy for proving this consists of two main steps. First, we simplify the use of the Chain rule by instantiating it for the protocol $P$. This entails specializing the Chain rule for different outermost message constructors in its premise, enumerating $P$’s roles and their send steps in the conclusion, and completely unfolding all occurrences of the chain predicate. Second, we prove that $\varphi$ holds for every reachable state of the protocol $P$ by repeatedly applying the simplified Chain rule to the messages that the adversary is supposed to know (e.g., received messages). Combined with straightforward logical reasoning formalized in HOL, this suffices to complete the proof in many cases.

The first step is completely mechanical. It allows us to share work between different security proofs of the same protocol. Moreover, it yields a compact description of the adversary’s message derivation capabilities in the context of a given security protocol. We illustrate this first step on the CR protocol.

Example 5. Figure 4.3 shows the simplified instances of the Chain rule for the CR protocol. These rules capture the adversary’s message deduction capabilities in the context of the CR protocol. For example, the CR protocol does not send private keys and long-term symmetric keys in an accessible position. Intuitively, the adversary can therefore learn such keys only from his initial knowledge. The rules SKCHAINCR and KCHAINCR, which were derived mechanically from the Chain rule, justify this intuition. Analogously, the rule NCHAINCR shows that there is exactly one way for the adversary to learn a nonce $n\#i$. This nonce must be the freshly generated key $k\#i$ that the client thread $i$ sent encrypted in its first step.

In the second step of our proof strategy, the Chain rule is used to prove the security property of interest, $\varphi$. In general, there will be multiple premises of the form $m \in knows(tr)$ to which the Chain rule can be applied. Hence, a choice must be made. A rule application cannot render a previously provable security property unprovable. However, unnecessary applications of the Chain rule would needlessly increase the size of the resulting proof. To find short, direct proofs, we use the following strategy to prove both secrecy and authentication properties.

To prove secrecy properties, we use the Chain rule both for the message $m$ to be proven secret as well as for the keys that must be kept secret if $m$ is not to be decrypted. If the secrecy of some message depends on its authenticity (e.g., a key that is received), we use the proof strategy for authentication properties outlined below.

To prove authentication properties, we use the Chain rule on the received message $m$ to justify why its receipt implies the existence of a partner thread that sent $m$. If the authenticity of a message depends on the secrecy of another message (e.g., the key used for a MAC), then we use the strategy for secrecy properties outlined above.

We also factor out repeated subproofs, such as proofs about secrecy properties. We do this by introducing additional lemmas that generalize the properties proven by the repeated subproofs.

Note that we may switch multiple times between proving secrecy properties and proving authentication properties. In general, this does not result in cyclic dependencies between proofs because these proofs concern different messages. Some cases where
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<table>
<thead>
<tr>
<th>sk(a) ∈ knows(tr)</th>
<th>k(a, b) ∈ knows(tr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sk(a) ∈ AK₀</td>
<td>k(a, b) ∈ AK₀</td>
</tr>
<tr>
<td>( n ⊥ i ∈ knows(tr) )</td>
<td>( n ⊥ i ∈ knows(tr) )</td>
</tr>
<tr>
<td>role(_{th}(i) = C ∧ (i, C_1) &lt;_tr | k ⊥ i | pk(σ(s,i)) &lt;_tr k ⊥ i )</td>
<td>role(_{th}(i) = C ∧ (i, C_1) &lt;_tr | k ⊥ i | pk(σ(s,i)) &lt;_tr k ⊥ i )</td>
</tr>
<tr>
<td>NCHAIN(_{CR} )</td>
<td>NCHAIN(_{CR} )</td>
</tr>
<tr>
<td>( (x &lt;_tr h(x)) ∨ (m ⊥ x ⊥ x &lt;_tr | m | x) )</td>
<td>( (x &lt;_tr h(x)) ∨ (m ⊥ x ⊥ x &lt;_tr | m | x) )</td>
</tr>
<tr>
<td>HCHAIN(_{CR} )</td>
<td>HCHAIN(_{CR} )</td>
</tr>
<tr>
<td>( (∃j. role(_{th}(j) = C ∧ (j, C_1) &lt;_tr | k ⊥ j | pk(σ(s,j)) ) = | m | x) )</td>
<td>( (∃j. role(_{th}(j) = C ∧ (j, C_1) &lt;_tr | k ⊥ j | pk(σ(s,j)) ) = | m | x) )</td>
</tr>
<tr>
<td>ECHAIN(_{CR} )</td>
<td>ECHAIN(_{CR} )</td>
</tr>
</tbody>
</table>

Figure 4.3.: Simplified instances of the Chain rule for the CR protocol

Decryption-chain reasoning fails could however be interpreted as a cyclic dependency of a proof on itself. We discuss this later in Section 4.4.

We illustrate the second step of our proof strategy on the two security properties of the CR protocol described in Example 3. We first prove a secrecy property. Afterwards, we prove an authentication property and show how we can use the already proven secrecy property to prove two secrecy subproofs.

**Example 6** (Proof of session-key secrecy). We prove \( ∀q ∈ reachable(CR). \varphi_{sec}(q) \), for \( \varphi_{sec} \) from Example 3.

**Proof.** Suppose the secrecy property \( \varphi_{sec} \) does not hold for some state \((tr, th, σ) ∈ reachable(CR)\). Then there is a thread \( i \) such that \( role_{th}(i) = C, σ(s,i) ∈ Compr \), and \( k ⊥ i ∈ knows(tr) \). Hence, the adversary must have learned \( k ⊥ i \).

There is only one premise, \( k ⊥ i ∈ knows(tr) \), to which we can apply the Chain rule. Instead of applying the Chain rule directly, we apply the corresponding simplified instance, NCHAIN\(_{CR} \). From its conclusion, we see that the adversary can learn \( k ⊥ i \) only by decrypting the message \( \| k ⊥ i \| pk(σ(s,i)) \), which implies that \( sk(σ(s,i)) <_tr k ⊥ i \).

Using KNOWN, we have that \( sk(σ(s,i)) ∈ knows(tr) \) and, from SKCHAIN\(_{CR} \), we conclude \( sk(σ(s,i)) ∈ AK₀ \). Given the definition of \( AK₀ \), we have \( σ(s,i) ∈ Compr \), which contradicts our assumptions.

We therefore conclude that \( \varphi_{sec} \) holds for all reachable states of the CR protocol. ♦

**Example 7** (Proof of non-injective synchronization).

We prove that \( ∀q ∈ reachable(CR). \varphi_{auth}(q) \), where \( \varphi_{auth} \) is defined in Example 3.

**Proof.** We must show that for every state \((tr, th, σ) ∈ reachable(CR)\) and every thread \( i \) such that \( role_{th}(i) = C, σ(s,i) ∈ Compr \), and \((i, C_2) ∈ steps(tr)\), there is a thread \( j \) such
that \( \text{syncWith}(j) \) holds.

\[
\text{syncWith}(j) := \text{role}_{th}(j) = S \land \sigma(s,i) = \sigma(s,j) \land k \parallel i = \sigma(v,j) \\
\land (i, C_1) <_{tr} (j, S_1) \land (j, S_2) <_{tr} (i, C_2)
\]

We prove this by applying the \( \text{Chain} \) rule to the received messages.

From \((i, C_2) \in tr\), we have that \( h(k \parallel i) <_{tr} (i, C_2) \) using the \( \text{INPUT} \) rule and \( h(k \parallel i) \in \text{known}(tr) \) using the \( \text{Known} \) rule. Applying the \( H\text{CHAIN}_{CR} \) rule yields the following conclusion, whose disjuncts we have numbered.

\[
\begin{align*}
(1) & \quad (k \parallel i <_{tr} h(k \parallel i)) \\
(2) & \quad \lor (\exists j \in \text{TID}. \text{role}_{th}(j) = S \land (j, S_2) <_{tr} h(\sigma(v,j)) \land h(\sigma(v,j)) = h(k \parallel i))
\end{align*}
\]

Case (1) is where the adversary builds the received message by himself. Using the \( \text{Known} \) rule, we have that \( k \parallel i \in \text{known}(tr) \). This contradicts the secrecy property we proved in Example 6.

Case (2) implies that there is a server thread \( j \), \( \text{role}_{th}(j) = S \), that sent the message that the client thread \( i \) received. We show that client \( i \) synchronizes with server \( j \).

From \( h(k \parallel i) = h(\sigma(v,j)) \) and the injectivity of \( h(.) \), it follows that \( k \parallel i = \sigma(v,j) \). From \((j, S_2) <_{tr} h(\sigma(v,j)), h(\sigma(v,j)) = h(k \parallel i), \) and \( h(k \parallel i) <_{tr} (i, C_2) \), it follows that \((j, S_2) <_{tr} (i, C_2) \). To establish \( \text{syncWith}(j) \), it remains to be shown that the first message of client \( i \) was received in the first step of server \( j \); i.e., \( \sigma(s,i) = \sigma(s,j) \) and \((i, C_1) <_{tr} (j, S_1) \).

From \((j, S_2) <_{tr} (i, C_2) \), we have \((j, S_1) <_{tr} (j, S_2) \) using the rules \( \text{EXEC} \) and \( \text{ROLE} \). Hence, \( k \parallel i \parallel \text{pk}(\sigma(s,j)) <_{tr} (j, S_1) \) using the rules \( \text{EXEC} \) and \( \text{INPUT} \) and the fact \( k \parallel i = \sigma(v,j) \). From the \( \text{Known} \) rule, we have \( k \parallel i \parallel \text{pk}(\sigma(s,j)) \in \text{known}(tr) \). Applying the \( E\text{CHAIN}_{CR} \) rule yields

\[
\begin{align*}
(2.1) & \quad (k \parallel i <_{tr} (k \parallel i) \parallel \text{pk}(\sigma(s,j)) \land \text{pk}(\sigma(s,j))) <_{tr} (k \parallel i) \parallel \text{pk}(\sigma(s,j)) \\
(2.2) & \quad \lor (\exists i'. \text{role}_{th}(i') = C \land (i', C_1) <_{tr} (k \parallel i') \parallel \text{pk}(\sigma(s,i')) \land \\
& \quad (k \parallel i') \parallel \text{pk}(\sigma(s,i')) = (k \parallel i) \parallel \text{pk}(\sigma(s,j)))
\end{align*}
\]

Case (2.1) states that the adversary fakes the message, which again contradicts the secrecy property proven in Example 6 due to \( k \parallel i <_{tr} (k \parallel i) \parallel \text{pk}(\sigma(s,j)) \) and the rule \( \text{Known} \).

Case (2.2) implies \( i' = i \) since \( k \parallel i' = k \parallel i \). Hence, we have

\[(i, C_1) <_{tr} (k \parallel i) \parallel \text{pk}(\sigma(s,i)) = (k \parallel i) \parallel \text{pk}(\sigma(s,j)) <_{tr} (j, S_1) \).

This implies that \( \sigma(s,i) = \sigma(s,j) \) and \((i, C_1) <_{tr} (j, S_1) \), which concludes the proof. ♦

### 4.3. Type Assertions

The proof strategy outlined in the previous subsection relies on our ability to instantiate the \( \text{CHAIN} \) rule and completely unfold its conclusion. This is straightforward in our \( CR \) example because it does not have a send step with a variable in an accessible position, i.e., a position that is neither below a hash nor below an encryption-key position.
4.3. Type Assertions

However, most protocols do have send steps with variables in accessible positions and this results in expressions of the form \( \text{chain}_v(E, \sigma(v, i), m) \) in the conclusions of the simplified \( \text{Chain} \) rule instances. In general, \( \sigma(v, i) \) can be an arbitrary message; hence, there may be a decryption chain starting from \( \sigma(v, i) \) and resulting in \( m \). However, for a concrete protocol, the assumption that \( \sigma(v, i) \) is an arbitrary message is too pessimistic because the set of possible instantiations of protocol variables is restricted by both the protocol specification and the operational semantics. What we are missing to completely unfold these \( \text{chain}_v(E, \sigma(v, i), m) \) expressions is a formalization of these restrictions. We capture these using invariants that are constructed from protocol-specific type assertions.

We explain our use of type assertions in three steps. First, we explain how we formalize type assertions. Then, we explain how we use them to completely unfold the conclusion of \( \text{Chain} \) rule instances. Finally, we give a theorem for proving the soundness of type assertions using decryption-chain reasoning.

4.3.1. Syntax and Semantics of Type Assertions

A type is a term constructed according to the following grammar.

\[ \text{Type} ::= \text{Const} | \text{Ag} | \text{Role.Fresh} | \langle \text{Type}, \text{Type} \rangle | \text{h}(\text{Type}) | \text{l}(\text{Type}) | \text{pk}(\text{Type}) | \text{sk}(\text{Type}) | \text{k}_{\text{un}} | \text{k}_{\text{bi}} | \text{Type} \cup \text{Type} | \text{kn}(\text{RoleStep}) \]

Intuitively, types denote sets of messages. For every global constant \( \gamma \in \text{Const} \), the type \( \gamma \) denotes the set \( \{ \gamma \} \). The type \( \text{Ag} \) denotes the set of all agent names. The type \( \text{R.f} \) denotes all fresh messages named \( f \) that were generated by some thread executing role \( R \). The type constructors \( \langle \_, \_ \rangle \), \( \text{h}(\_ \_ \) , \( \text{l}(\_ \_ \) , \( \text{pk}(\_ \_ \) , and \( \text{sk}(\_ \_ \) reflect message constructors to the type level. The type \( \text{k}_{\text{un}} \) denotes all pre-shared unidirectional keys and the type \( \text{k}_{\text{bi}} \) denotes all pre-shared bidirectional keys. The type \( \alpha \cup \beta \) denotes the sum of the two types \( \alpha \) and \( \beta \). We use type-sums to type variables that are instantiated with messages of different types.

The denotation of a type \( \text{kn}(s) \) is context-dependent. It depends on the system state and the thread \( i \) whose variables’ instantiation we are specifying. The denotation of \( \text{kn}(s) \) is the set of all messages known to the adversary before the role step \( s \) was executed by the thread \( i \). We use \( \text{kn}(s) \) types to account for the interaction with the active adversary, as we illustrate in the following example.

**Example 8** (Type assertion). The variable \( v \) of the server role \( S \) of the CR protocol is always instantiated with messages of type \( C.k \cup \text{kn}(S_1) \).

Note that the type \( C.k \) does not cover all possible instantiations of \( v \). It covers all instantiations that occur when receiving messages sent by client threads. The type-sum with \( \text{kn}(S_1) \) also covers those instantiations that are the result of receiving messages constructed by the adversary. For such an instantiation \( \sigma \), the variable \( v \) of a thread \( i \) executing the \( S \) role is obviously not guaranteed to be instantiated with some message \( k\|j \) that was freshly generated by some thread \( j \) executing the \( C \) role. However, it is guaranteed that the adversary knew \( \sigma(v, i) \) before \( (i, S_1) \) was executed, as he constructed the received message himself.
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In general, we construct the type of a variable $v$ as follows. We use type constructors other than $\text{kn}(\cdot)$ to specify the shape of $v$’s instantiations which result from receiving messages sent by other threads that execute protocol roles. We use the $\text{kn}(s)$ type to account for message parts that could be injected by the adversary, where the role step $s$ is the step where $v$ is instantiated. This construction works in all our case studies. Moreover, we can even automatically infer the types of almost all variables in our case studies using a simple heuristic.

Formally, the meaning of a type is given by the type interpretation function $[\cdot]$, which associates to every type $\gamma$ the set of messages $[\gamma]^i_q$ denoted by the type $\gamma$ in the context of a thread $i \in TID$ and a system state $q = (tr, th, \sigma)$.

$$[\gamma]^i_q := \begin{cases} 
\{\gamma\} & \text{if } \gamma \in \text{Const} \\
\text{Agent} & \text{if } \gamma = \text{Ag} \\
\{n\parallel j \mid \text{role}_th(j) = R\} & \text{if } \gamma = R.n \\
\{h(x) \mid x \in [\alpha]^i_q\} & \text{if } \gamma = h(\alpha) \\
\{(x, y) \mid x \in [\alpha]^i_q \land y \in [\beta]^i_q\} & \text{if } \gamma = \langle \alpha, \beta\rangle \\
\{\{x\}_k \mid x \in [\alpha]^i_q \land k \in [\beta]^i_q\} & \text{if } \gamma = \langle \alpha \parallel \beta\rangle \\
\{\text{pk}(x) \mid x \in [\alpha]^i_q\} & \text{if } \gamma = \text{pk}(\alpha) \\
\{\text{sk}(x) \mid x \in [\alpha]^i_q\} & \text{if } \gamma = \text{sk}(\alpha) \\
\{\text{kn}(a, b) \mid a, b \in \text{Agent}\} & \text{if } \gamma = \text{kn}(a, b) \\
\{\text{kn}_i(A) \mid A \subseteq \text{Agent}\} & \text{if } \gamma = \text{kn}_i(A) \\
[\alpha]^i_q \cup [\beta]^i_q & \text{if } \gamma = \alpha \cup \beta \\
\{m \mid m \prec_{tr} (i, s)\} & \text{if } \gamma = \text{kn}(s) 
\end{cases}$$

We specify all type assertions for a single protocol together as a typing, which is a partial function $ty : (\text{Role} \times \text{Var}) \rightarrow \text{Type}$. A state is well-typed with respect to a typing $ty$ if and only if every variable is instantiated with a message denoted by its type; that is

$$\text{well-typed}_{ty}(tr, th, \sigma) := \forall (i, s) \in \text{steps}(tr). \forall v \in \text{vars}(s). \sigma(v, i) \in [\gamma]^i_{en}(\text{role}_th(i), v)_{(tr, th, \sigma)}.$$  

We assume that $\text{vars}$ is extended to role steps such that $\text{vars}(s)$ denotes the variables of the message pattern of the role step $s$.

A protocol $P$ is well-typed with respect to a typing $ty$ if and only if all its reachable states are well-typed with respect to $ty$; that is

$$\text{well-typed}_{ty}(P) := \forall q \in \text{reachable}(P). \text{well-typed}_{ty}(q).$$

Conversely, we say that a typing $ty$ is sound with respect to a protocol $P$ if and only if $P$ is well-typed with respect to $ty$.

We illustrate the use of type assertions on the $\text{CR}'$ protocol, which is identical to the $\text{CR}$ protocol from Example 1 except that in the first message the client identity is also sent and the server uses public key encryption to return the session key.
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We provide a formal proof of this claim in Example 11 after we have shown how to well-typed with respect to the typing

\[ \text{Example 10.} \]

4.3.2. Exploiting Type Assertions

The following example illustrates the problem that we will solve using type assertions.

\[ \text{Example 9 (CR’ Protocol).} \]

We define \( CR’ := \{ C’, S’ \} \), where \( C’ \) and \( S’ \) are defined as follows for \( c, s \in A\text{Var}, k \in \text{Fresh}, \) and \( v \in M\text{Var}. \)

\[
C’ := [ Send_1(\{ c, k \}^{\text{pk}(s)}), \quad \text{Recv}_1(\{ k \}^{\text{pk}(c)}) ]
\]

\[
S’ := [ \text{Recv}_1(\{ c, v \}^{\text{pk}(s)}), \quad \text{Send}_2(\{ v \}^{\text{pk}(c)}) ]
\]

Note that we write \( \{ c, k \}^{\text{pk}(s)} \) as an abbreviation of \( \{ \{ c, k \} \}^{\text{pk}(s)} \). The \( CR’ \) protocol is well-typed with respect to the typing

\[ CR’_{ty} := \{ ( C’, c ) \Rightarrow \text{Ag}, ( C’, s ) \Rightarrow \text{Ag}, \]
\[
( S’, c ) \Rightarrow \text{Ag}, ( S’, s ) \Rightarrow \text{Ag}, ( S’, v ) \Rightarrow ( C’ \cup \text{kn}( S’_1 ) ) \} .
\]

We provide a formal proof of this claim in Example 11 after we have shown how to exploit type assertions and how to prove their soundness.

\[ \bullet \]

4.3.2. Exploiting Type Assertions

The following example illustrates the problem that we will solve using type assertions.

\[ \text{Example 10.} \]

As the \( CR’ \) protocol does not send any hashes, one may expect its \text{Chain} rule for hashes to be

\[ h(x) \in \text{knows}(tr) \quad \frac{x \leftarrow_{tr} h(x)}{H\text{CHAIN}_{CR’}}. \]

However, as we can see in Figure 4.4, there are also two decryption-chain cases, subsequently named (a) and (b), that arise when instantiating and unfolding the \text{Chain} rule. Case (a) states that it may be possible to learn \( h(x) \) from the content \( \sigma(c,j) \) of the agent variable \( c \) that the client sends in its first message. Case (b) states that it may be possible to learn \( h(x) \) from the content \( \sigma(v,j) \) of the variable \( v \) that the server sends in its second message.

We can remove both of these cases, as they are always false. This is obvious for Case (a), as agent variables contain agent names and agent names are never equal to hashes. For Case (b), the intuition is that the adversary must have faked the message received in step \( (j,S’_1) \) for the variable \( \sigma(v,j) \) to contain the hash \( h(x) \). Hence, the adversary must have known \( h(x) \) already before \( (j,S’_1) \) was executed. This contradicts the statement in Case (b) that the adversary did \text{not} know \( h(x) \) before step \( (j,S’_2) \).
Formally, the above arguments exploit the fact that the $CR'$ protocol is well-typed with respect to the type assertion $CR'_\sigma$. From this and $(tr, th, \sigma) \in \text{reachable}(CR')$, we have $\text{well-typed}_{CR'_\sigma}(tr, th, \sigma)$, which we use as follows to show that the cases (a) and (b) are contradictory.

In Case (a), we use $\text{well-typed}_{CR'_\sigma}(tr, th, \sigma)$ to derive

$$\sigma(c, j) \in \left[ CR'_\sigma(C', \epsilon) \right]_{(tr, th, \sigma)}$$

which is equivalent to $\sigma(c, j) \in \left[ Ag \right]_{(tr, th, \sigma)}$ and hence also to $\sigma(c, j) \in \text{Agent}$. Therefore, only the first case of the chain predicate applies, which implies $\sigma(c, j) = h(x)$ and hence $h(x) \in \text{Agent}$, which is false. Thus we can remove the first decryption-chain case in Figure 4.4.

In Case (b), we use $\text{well-typed}_{CR'_\sigma}(tr, th, \sigma)$ to show that

$$\sigma(v, j) \in \left[ C'.k \cup \text{kn}(S'_1) \right]_{(tr, th, \sigma)}$$

which is equivalent to

(1) $$(\exists i. \text{role}_{th}(i) = C' \land \sigma(v, j) = k\|i) \lor$$

(2) $$(\sigma(v, j) \triangleleft_{tr} (j, S'_1))) \lor$$

For subcase (1), we can proceed as for the agent variable above. We unfold the chain predicate and conclude $k\|i = h(x)$, which is a contradiction. For subcase (2), we conclude

$$\sigma(v, j) \triangleleft_{tr} (j, S'_1) \triangleleft_{tr} (j, S'_2) \triangleleft_{tr} \{ v, j \} \triangleleft_{pk(\sigma(c, j))} \land$$

$\text{chain}_{tr}(\{ v, j \} \triangleleft_{pk(\sigma(c, j))}, \text{sk}(\sigma(c, j))), (v, j), h(x))$$

by combining all facts and additionally using the rules $\text{Exec}$ and $\text{Role}$ to derive $(j, S'_1) \triangleleft_{tr} (j, S'_2)$. Note that $\text{chain}_{tr}(E, m, m')$ implies that there exists an $x \in \text{split}(m)$ such that $e \triangleleft_{tr} x$ for every $e \in E$. Hence there exists an $x \in \text{split}(\sigma(v, j))$ such that $x \triangleleft_{tr} (j, S'_1) \triangleleft_{tr} \{ v, j \} \triangleleft_{pk(\sigma(c, j))} \triangleleft_{tr} x$. This contradicts the irreflexivity of $\triangleleft_{tr}$ and we can also remove the second decryption-chain case in Figure 4.4.

In general, we exploit type assertions by instantiating the rule $\text{TypChain}$ given in Figure 4.5 instead of the Chain rule in the first step of our proof strategy. The $\text{TypChain}$ rule is given by

\[
\begin{aligned}
(m \in \text{knows}(tr)) \lor \\
(\exists x. \ m = h(x) \land x \triangleleft_{tr} h(x)) \lor \\
(\exists k. \ m = \{ x \} \triangleleft_{tr} \{ x \} \land k \triangleleft_{tr} \{ x \} \lor ) \lor \\
(\exists y. \ m = \{ x, y \} \land x \triangleleft_{tr} \{ x, y \} \land y \triangleleft_{tr} \{ x, y \}) \lor \\
(\exists R \in P. \exists \text{Send}_l(pt) \in R. \exists j. \text{role}_{th}(j) = R \land \\
(\forall v \in \text{vars}(pt). \sigma(v, j) \in \left[ ty(R, v) \right]_{(tr, th, \sigma)} \land \\
\text{chain}_{tr}(\{ (j, \text{Send}_l(pt)) \}, \text{inst}_{\sigma, j}(pt), m)) \\
\end{aligned}
\]

Figure 4.5.: The $\text{TypChain}$ rule, a typed version of the Chain rule.
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\[
\frac{m \prec_{tr} e \quad e \in E}{\text{chain}_{tr}(E, m, x) \quad \text{false}} \quad \text{CHAINIRR}
\]

Figure 4.6.: The CHAINIRR rule, which holds for \((tr, th, \sigma) \in \text{reachable}(P)\).

rule is a version of the Chain rule that additionally states that all variables contained in send steps are instantiated according to their type. Hence, whenever we encounter an expression of the form \(\text{chain}_{tr}(E, \sigma(v, j), m)\) in a decryption-chain case, we can proceed by instantiating \(\sigma(v, j)\) with an arbitrary message \(m\) corresponding to \(v\)'s type and simplifying the resulting cases as follows.

The type constructors corresponding to the message constructors constrain the structure of \(m\) sufficiently that we can unfold the chain predicate. A union-type \(\alpha \cup \beta\) results in an additional case split. For a kn\((s)\) type, we can reduce the case to false, provided that \(s\) is the role step where \(v\) is instantiated. We ensure this side condition by constructing our type assertions accordingly. To justify the reduction to false, we use CHAINIRR rule given in Figure 4.6, which generalizes the argument used in the example above.

4.3.3. Proving the Soundness of Type Assertions

The core inference rules together with the rules for exploiting type assertions allows one to prove security properties for a protocol \(P\) under the assumption that \(P\) is well-typed for some fixed type assertion \(ty\). Such a proof can be seen as a proof in a typed model, which ensures by definition that variables are only instantiated according to their specified type. However, such a proof does not exclude the existence of type-flaw attacks, which are reachable states that are not well-typed and violate the security property. To exclude the existence of type-flaw attacks, we must prove the soundness of the type assertion \(ty\), i.e., we must prove that

\[
\forall q \in \text{reachable}(P). \text{well-typed}_{ty}(q).
\]

We prove this by induction over the reachable states of the protocol \(P\). The only non-trivial case of this induction stems from the \(\text{RECV}\) transition. It is the only transition where a thread \(i\) could add a role step \(s\) that instantiates a variable \(v \in \text{vars}(s)\) to the trace. If \(v\) is an agent variable, then it suffices to show that it is mapped to the \text{Ag} type, as agent variables are always instantiated with agent names. If \(v\) is a message variable, then we exploit that the adversary must know the message \(m\) received by the role step \(s\) and that, from the induction hypothesis, the current state is well-typed with respect to the type assertion \(ty\). Hence, we can use the \text{TypChain} rule to establish the possible origins of the received message \(m\). If the type assertion \(ty\) is sound, then we expect the kn part of \(v\)'s type to cover the case where the adversary fakes \(m\) and the rest of \(v\)'s type to cover the case where the message is (part of) a message sent by another thread. The following theorem, proven in Isabelle/HOL, formalizes this argument.

**Theorem 2** (Soundness of Type Assertions). A protocol \(P\) is well-typed with respect to the typing \(ty\) provided the following two propositions hold.
1. For every \( R \in P \), \( s \in R \), and \( v \in \text{vars}(s) \cap \text{AVar} \), it holds that \( \text{ty}(R, v) = \text{Ag} \).

2. For every \( R \in P \), \( s \in R \), and \( v \in \text{vars}(s) \cap \text{MVar} \), every state \((tr, th, \sigma) \in \text{reachable}(P)\), every thread \( i \in \text{dom}(th) \), and all sequences of role steps done and rest, the assumptions

- \( \text{inst}_{\sigma,i}(pt) \in \text{knows}(tr) \)
- \( th(i) = (R, [\text{Recv}(pt)] \cdot \text{rest}) \)
- \( R = \text{done} \cdot [\text{Recv}(pt)] \cdot \text{rest} \)
- \( v \in (\text{vars}(pt) \cap \text{MVar}) \setminus \cup_{\text{dom}(\text{done})} \text{vars}(s) \)
- well-typed\(_{ty}(tr, th, \sigma) \)

imply

\[ \sigma(v, i) \in [\text{ty}(R, v)]_{(tr[\text{Send}(pt)], th, \sigma)} \]

We illustrate the use of this theorem in the following example.

**Example 11** (Soundness of the \( CR'_{ty} \) assertion). Recall the typing

\[
CR'_{ty} := \{ \begin{align*}
(C', c) & \to \text{Ag}, (C', s) \to \text{Ag}, \\
(S', c) & \to \text{Ag}, (S', s) \to \text{Ag}, (S', v) \to (C', k \cup \text{kn}(S'_1))
\end{align*} \}
\]

We prove that the protocol \( CR' \) is well-typed with respect to this typing.

**Proof.** Applying Theorem 2 yields five cases. The first four cases deal with the agent variables of the roles \( C' \) and \( S' \) and are trivial. The fifth case deals with the instantiation of variable \( v \) in step \((i, S'_1)\) of some thread \( i \) executing the \( S' \) role.

We use the assumption \( \text{inst}_{\sigma,i}(\| c, v \|_{\text{pk}(s)}) \in \text{knows}(tr) \) provided by Theorem 2 to show that

\[ \sigma(v, i) \in [C', k \cup \text{kn}(S'_1)]_{(tr[\text{Send}(pt)], th, \sigma)} \]

holds for every state \((tr, th, \sigma) \in \text{reachable}(CR')\) satisfying well-typed\(_{CR'_{ty}}(tr, th, \sigma)\).

After applying the ECHAIN\(_{CR'}\) rule given in Figure 4.7 to

\[ \| \sigma(c, i), \sigma(v, i) \|_{\text{pk}(\sigma(s, i))} \in \text{knows}(tr) \]

and dropping some conjuncts that are not required in the remainder of the proof, we are left with the following conclusion.

1. \((\sigma(c, i), \sigma(v, i)) <_{tr} \| \sigma(c, i), \sigma(v, i) \|_{\text{pk}(\sigma(s, i))} \lor \)
2. \((\exists j. \text{role}_{th}(j) = C' \land \| \sigma(c, j), k \|_{\text{pk}(\sigma(s, j))} = \| \sigma(c, i), \sigma(v, i) \|_{\text{pk}(\sigma(s, i))} ) \lor \)
3. \((\exists j. \text{role}_{th}(j) = S' \land \sigma(v, j) \in [C', k \cup \text{kn}(S'_1)]_{(tr, th, \sigma)} \land \| \sigma(v, j) \|_{\text{pk}(\sigma(s, j))} = \| \sigma(c, i), \sigma(v, i) \|_{\text{pk}(\sigma(s, i))} ) \)

Case (1) states the adversary could have faked the received message. This case is covered by the \( \text{kn}(S'_1) \) part of \( v \)'s type, as we have \( \sigma(v, i) \in \text{knows}(tr) \) using rules \( \text{ORD}_2 \) and \( \text{KNOWN} \). Hence, \( \sigma(v, i) \in [\text{kn}(S'_1)]_{(tr[\text{Send}(pt)], th, \sigma)} \), as

\[ \sigma(v, i) <_{tr[\text{Send}(pt)]} (i, S'_1) \leftrightarrow \sigma(v, i) \in \text{knows}(tr) \].
4.4. Discussion of Decryption-Chain Reasoning

We call the proof strategy that we described in this chapter decryption-chain reasoning. Decryption-chain reasoning suffices for verifying many security protocols, we give examples in Section 5.2.5 and in Chapter 6.

In contrast to other security protocol verification methods, decryption-chain reasoning does not require a typed model. Nevertheless, the notion of types plays an important
role in decryption-chain reasoning. Types yield a uniform construction of protocol-specific invariants (i.e., well-typedness with respect to a protocol-specific typing) that are strong enough to reason about messages of unbounded size. Said differently, decryption-chain reasoning illustrates that we can shift the notion of types from being an a-priori assumption on the semantics of security protocol execution to serving as a powerful tool for constructing security proofs.

Nevertheless, decryption-chain reasoning is not a silver bullet. It may fail in two ways. (1) A protocol may not be typeable; i.e., there does not exist a typing with respect to which the protocol is well-typed. (2) The case distinctions provided by the $\text{TypChain}$ rule are too weak to prove the security property of interest.

Problem (1) is inherent to all approaches based on types. It must be solved per protocol by extending the set of types such that all reachable states are described. Afterwards, our approach of using the $\text{kn}(_\cdot)$ type constructor to describe the adversary interaction can be applied again.

Problem (2) exists as, even for typeable protocols, decryption-chain reasoning is necessarily incomplete. If it were complete, we could then decide the secrecy problem for typeable protocols because we could enumerate both proofs as well as attacks. This would contradict the undecidability of the secrecy problem with unbounded sessions and nonces [DLM04], as the proof also applies to typeable protocols.

The following example illustrates the incompleteness of decryption-chain reasoning for a typeable protocol.

**Example 12** (No progress). Consider the (artificial) protocol $P := \{I, R\}$, where

$I := [\text{Send}_1(\{n, n\}_{k(a, b)})]$  
$R := [\text{Recv}_1(\{v, w\}_{k(a, b)}), \text{Send}_2(\{v, n'\}_{k(a, b)})]$  

and $n, n' \in \text{Fresh}$, $v \in \text{MVar}$, and $a, b \in \text{AVar}$. We can show that $a$ and $b$ have type $\text{Ag}$, $v$ has type $I.n \cup \text{kn}(R_1)$, and $w$ has type $I.n \cup R.n' \cup \text{kn}(R_1)$. Moreover, the contents of variable $v$ in role $R$ are obviously secret, provided that both $a$ and $b$ are uncompromised. However, we cannot prove the above secrecy property using decryption-chain reasoning.

The problem in this example is that the message sent in step $R_2$ can be received in step $R_1$. Hence, there can be an unbounded chain of threads executing the $R$ role where each thread receives the message that the previous thread sent. This unbounded chain of threads manifests itself during proof construction as follows. At some point in the proof construction, the only inference step left is to apply the $\text{TypChain}$ rule to determine the possible origin of the message $m$ that a thread $i$ executing the $R$ role receives in its first step. After this application, we are left with a case stating that $m$ was sent in the second step of some other thread $j$ also executing the $R$ role. In this case, our proof makes no progress, as we know as much about thread $j$ as we already knew about thread $i$ before the case distinction. Said differently, the proof of the authenticity of the message $m$ that is sent in the second step of some role $R$ depends on itself, when considering the limited perspective of decryption-chain reasoning.

Note that we can resort to induction over the reachable states to reason about protocols like the one above. We can then use decryption-chain reasoning for the individual induction steps. Moreover, the above problem is of a theoretical nature. Many practical protocols have an intended message flow that is acyclic and ensure that this intended message flow is achieved, e.g., using tagging.
Example 13 (Ensuring an acyclic message flow). We can ensure an acyclic message flow for protocol $P$ from Example 12 by redefining $P := \{I, R\}$ as

\[
I := [\text{Send}_1(\{1, n, n\} \_k(a,b))] \quad R := [\text{Recv}_1(\{1, v, w\} \_k(a,b)), \text{Send}_2(\{2, v, n'\} \_k(a,b))]$

for $1, 2 \in \text{Const}$. After inserting these tags, decryption-chain reasoning works without resorting to induction over the reachable states. ♠

In this chapter, we present two approaches for constructing machine-checked security proofs. The first approach uses Isabelle/HOL to interactively construct the corresponding proof script using our verification theory. The second approach uses an algorithm to automatically generate the corresponding Isabelle/HOL proof script.

Where applicable we use the automatic approach to generate the security proofs, otherwise we resort to interactively constructing them. The key benefit of the interactive approach is its versatility. Martin Schaub for example uses our interactive approach in his master’s thesis [Sch11] to reason about security properties in the context of dynamically compromising adversaries [BC10]. We explain the interactive approach in Section 5.1 and the automatic approach in Section 5.2.

5.1. Interactive Proof Construction

To simplify the interactive construction of security proofs, we extended Isabelle’s proof language [WPN08] with commands to define roles, protocols, and type assertions as well as a tactic that automates the application of the TypChain rule.

The commands to define roles and protocols introduce corresponding constants and set up Isabelle’s automation infrastructure to simplify reasoning about the steps and roles of the protocol. The command to define a type assertion automatically derives the simplified instances of the TypChain rule under the assumption that this type assertion is sound for the given protocol.1 Provided that this soundness assumption holds, it can be discharged in an interactive proof by applying Theorem 2 and using decryption-chain reasoning for the resulting proof obligations, i.e., the theorem’s premises.

Case distinctions on the possible origins of a message \( m \in \text{knows}(\text{tr}) \) are automated using the tactic “sources”. A call “sources \( m \)” selects the simplified TypChain rule instance corresponding to the outermost constructor of the message \( m \) and uses it to enumerate the possible origins of \( m \). The resulting cases are discharged automatically using Isabelle’s built-in tools, if possible. Otherwise, they are named and presented to the user for further processing.

The following example and the proofs in our case studies [Mei12], show that our mechanization of decryption-chain reasoning allows for succinct, machine-checkable security proofs.

Example 14. The session-key secrecy proof given in Example 6 corresponds to the proof script given in Figure 5.1, which is checked by Isabelle in under a second. Note that we have taken minor liberties in pretty-printing to improve readability.

1The type assertion soundness assumptions and the simplified TypChain rule instances are managed using Isabelle’s locale infrastructure [Bal00].

1: lemma (in CR-state) client-k-secrecy:
2: assumes
3: "role\_th(i) = C"
4: "\sigma(AV(\"s\"'), i) \notin Compr"
5: "NO(\'k\'', i) \epsilon \text{knows}(tr)"
6: shows "False"
7: proof(sources "NO(\'k\'', i)")
8: case C\_1-k thus "False"
9: proof(sources "SK (\sigma(AV(\'s\''), i))")
10: case ik0 thus "False" by auto
11: qed
12: qed

Figure 5.1.: Proof script of session-key secrecy for the CR protocol.

Line 1 begins the lemma, named "client-k-secrecy". The statement "(in CR-state)" expresses that this lemma is proven under the assumption that (tr, th, σ) is a reachable state of the CR protocol. Lines 2–6 state the secrecy property. The expression NO(\'k\'', i) denotes the freshly generated message k♯i. The expression AV(\'s\''\) denotes the agent variable s.

Lines 7–12 give the proof, which has the same structure as the pen-and-paper proof from Example 6. Isabelle supports its interactive construction as follows. After parsing the lemma’s statement, Isabelle prints all assumptions and the goal that we must prove. There is only one assumption to which we can apply the TypChain rule\(^2\), which we do in Line 7. Isabelle computes the resulting non-trivial cases and prints them together with their additional assumptions (i.e., what agents are compromised, equalities between messages, what events happened, the order between events, and the roles of the involved threads). Only one non-trivial case, C\_1-k, results from this application of the TypChain rule. We select it in Line 8 and state that it is contradictory; i.e., we can prove "False" from its assumptions. We prove "False" by applying the TypChain rule to "SK (\sigma(AV(\'s\''), i))", the private key of the server that thread i is communicating with. The only non-trivial case is "ik0", which states that the server "\sigma(AV(\'s\''), i)" was compromised. This case contradicts the assumption in Line 4. We use Isabelle’s built-in tactic “auto” to prove this.

In Appendix A, we also provide Isabelle formalizations of the authentication proof from Example 7 and the type assertion soundness proof from Example 11. In both cases, our extension of Isabelle’s proof language allows for succinct formalizations highlighting the main argument underlying these proofs. This succinctness is one of the key properties of decryption-chain reasoning. Other examples of this are the security proofs (available from [Mei12]) that we interactively constructed for the Yahalom [Pau01], the Kerberos V [Bel07], and the TLS handshake [Pau99] protocols based on the models developed using the Inductive Method [Pau98]. Modeling each protocol took under an hour. Proving the security properties took 1.5 hours for Yahalom, 2 hours for Kerberos V.

\(^2\)We can use the TypChain rule because we prove after the definition of the CR protocol that it is well-typed with respect to the typing \{ (C, s) \mapsto Ag, (S, s) \mapsto Ag, (S, v) \mapsto Ck \cup \text{kn}(S) \}.
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5.2. Automatic Proof Generation

We now describe an algorithm for automatically generating Isabelle/HOL proof scripts for secrecy and authentication properties of security protocols. The input of the algorithm is a protocol \( P \in \text{Protocol} \), a set of type assertions \( ty \), and a security property \( \varphi \). If the algorithm succeeds in proving the soundness of the type assertions \( ty \) and the validity of \( \varphi \), then it outputs an Isabelle proof script. The script contains the specification of the protocol \( P \), the type assertions \( ty \) and its soundness proof, and a lemma stating \( \varphi \) and its proof.

Our algorithm uses symbolic messages and variables for thread identifiers as part of its proof state representation. Symbolic messages are built from the message constructors given in Section 3.2.1, the uninterpreted function \( \sigma : \text{Var} \times \text{TID} \rightarrow \text{Msg} \) denoting a variable store, and the function \( \neg^{-1} : \text{Msg} \rightarrow \text{Msg} \) denoting symbolic key inversion. In the following sections, we use \( i \) and \( j \) (possibly primed) to denote thread identifier variables, \( a \) to denote symbolic agent variables, \( m \) to denote symbolic messages, \( s \) to denote role-steps, \( R \) to denote roles, and \( e \) to denote events built from symbolic messages. Our algorithm handles security properties that can be represented as closed formulas of the form

\[
\forall (tr, th, \sigma) \in \text{reachable}(P). \forall i_1 \ldots i_l. (\bigwedge_{A \in \Gamma} A) \Rightarrow \exists i_{l+1} \ldots i_n. (\bigwedge_{B \in \Delta} B)
\]

where \( 0 \leq l \leq n \) and \( \Gamma, \Delta \) are sets of atoms of the following form.

- \( i = i' \)
- \( m = m' \)
- \( \text{role}_{th}(i) = R \)
- \( \sigma(a, i) \in \text{Compr} \)
- \( \text{false} \)
- \( e \triangledown tr e' \)
- \( (i, s) \in \text{steps}(tr) \)
- \( m \in \text{knows}(tr) \)
- \( \sigma(a, i) \notin \text{Compr} \)

We abbreviate such a security property as a judgment \( \Gamma \vdash \Delta \), where implicitly all thread identifier variables in \( \Gamma \) are universally quantified and all thread identifier variables in \( \Delta \) that do not occur in \( \Gamma \) are existentially quantified.

**Example 15.** The secrecy property \( \varphi_{\text{sec}} \) from Example 3 is represented as

\[
\text{role}_{th}(i) = C, \quad \sigma(s, i) \notin \text{Compr}, \quad k_i \in \text{knows}(tr) \vdash_{CR} \text{false}.
\]

The authentication property \( \varphi_{\text{auth}} \) from the same example is represented as

\[
\begin{align*}
\text{role}_{th}(i) & = C, \\
\sigma(s, i) & \notin \text{Compr}, \quad \vdash_{CR} \text{role}_{th}(j) = S, \quad \sigma(s, i) = \sigma(s, j), \quad k_i = \sigma(v, j), \\
(i, C_2) & \in \text{steps}(tr) \quad (i, C_1) \triangledown tr (j, S_1), \quad (j, S_2) \triangledown tr (i, C_2).
\end{align*}
\]

We present our algorithm in four steps. First, we describe the core proof generation algorithm, which mechanizes the use of the TypChain rule assuming the soundness of the given type assertions. Second, we describe an algorithm for proving the soundness of

1. **procedure** CorePrfGen(Γ ⊢ P Δ, ty)
2. solve all equality premises of Γ ⊢ P Δ
3. saturate Γ under all rules except TypChain
4. if Γ ⊢ P Δ is trivially valid then
   5. print “by auto”
   else
   7. if there is no new (m ∈ knows(tr)) ∈ Γ then
      8. fail (possible attack found: Γ ⊢ P Δ)
   else
   10. select new (m ∈ knows(tr)) ∈ Γ
      11. print “proof(sources m)”
      12. J ← apply TypChain to m ∈ knows(tr) and well-typedty(tr, th, σ)
      13. for each J ∈ J do
      14. print “case name0(J)”
      15. CorePrfGen(J, ty)
      16. end for
      17. print “qed”
   end if
   end if
20. **end procedure**

Figure 5.2.: The core proof generation algorithm CorePrfGen

Type assertions based on Theorem 2 and the core proof generation algorithm. We then show how to combine these two algorithms in our proof generation algorithm. Third, we explain how we extend this algorithm to prove injective two-party authentication properties using Theorem 1. Fourth, we describe two further extensions that increase the scope and efficiency of our proof generation algorithm as well as the readability of the generated proofs. Afterwards, we present experimental results that we obtained using our scyther-proof tool, which implements our algorithm and all its extensions.

5.2.1. Core Algorithm

The core proof-generation algorithm CorePrfGen is given in Figure 5.2. Given a judgment Γ ⊢ P Δ and a set of type assertions ty, this algorithm tries to prove the validity of Γ ⊢ P Δ under the assumption that the type assertions ty are sound with respect to the protocol P as follows.

First, the equalities between symbolic messages, thread identifiers, and roles in Γ are solved using equational unification. We exploit that all symbolic messages with an outermost $k_{bi}(\_)$ constructor are of the form $k_{bi}([a, b])$, as we use this constructor only to model bidirectional long-term symmetric keys. The equational theory that we consider respects the equivalence $(k_{bi}([a, b]) = k_{bi}([c, d])) \iff ([a, b] = [c, d])$ and the definition of key inversion given in Section 3.2.1. It moreover regards $\sigma : \text{Var} \times \text{TID} \to \text{Msg}$ as an uninterpreted function and $\sharp : \text{Fresh} \times \text{TID} \to \text{Msg}$ as a free constructor for symbolic messages.

For example, the symbolic equation $x^{-1} = h(y)$ is solved with the substitution
\{ x \mapsto h(y) \}, the equation \((x^{-1})^{-1} = sk(a)\) is solved with \{ x \mapsto pk(a) \}, and the equation \(x \parallel i = x' \parallel i'\) is solved with \{ x \mapsto x', i \mapsto i' \}. The equation \(k_{bi}([a,b]) = k_{bi}([c,d])\) is solved using a case distinction to distinguish between its two solutions \{ a \mapsto c, b \mapsto d \} and \{ a \mapsto d, b \mapsto c \}. The equation \(x \parallel i = \sigma(x', i')\) is solved with the substitution \{ \sigma(x', i') \mapsto x \parallel i \}. We require such non-standard substitutions because we regard \(\sigma\) as an uninterpreted function, whose function values are therefore regarded as unknowns during unification.

Note that our non-standard construction of symbolic messages stems from our decision to formalize them in Isabelle/HOL using a shallow embedding; i.e., we define \(-1\), \(\parallel\), and \(\sigma\) over ground messages only and use HOL terms and variables to represent symbolic messages. This simplifies the formalization of symbolic messages in Isabelle/HOL, but complicates the corresponding meta-theoretic results. In retrospect, we prefer the much more straightforward formalization of symbolic messages used in Part II of this thesis, which is based on standard notions from equational term rewriting.

If unification fails, then \(\Gamma \vdash_P \Delta\) is trivially valid because there are contradicting equalities in \(\Gamma\). This case is handled by the trivial validity check in Line 4. If unification succeeds, the resulting substitution of thread identifiers and messages is applied to \(\Gamma \vdash_P \Delta\). Second, the premises \(\Gamma\) are saturated by extending them with all atoms derivable using inference rules other than the TypChain rule. Third, the resulting judgment \(\Gamma \vdash_P \Delta\) is checked for trivial validity; namely, whether one of the following holds:

1. \(false \in \Gamma\),
2. \(e <_P e \in \Gamma\),
3. \((x \in Compr) \in \Gamma\) and \((x \notin Compr) \in \Gamma\), or
4. there exists a substitution \(\tau\) of the existentially quantified thread identifiers in \(\Delta\) such that \(\tau(\Delta) \setminus \Gamma\) consists of reflexive equalities only.

If the judgment \(\Gamma \vdash_P \Delta\) is trivially valid, then Isabelle can prove the validity of \(\Gamma \vdash_P \Delta\) using its built-in tactic “auto”. Otherwise, the algorithm checks whether there exists an atom \((m \in knows(tr)) \in \Gamma\) that has not yet been selected. If no such atom exists, proof-generation fails and the corresponding proof state indicates a possible attack, as we explain in the next paragraph. Otherwise, we pick the next atom and apply the TypChain rule to it. In our case studies, we use a simple heuristic that first picks atoms with messages containing long-term keys, then atoms with messages containing nonces supposedly known to the adversary, and finally atoms that have been in the proof state for the longest time. The application of the TypChain rule to the selected atom \(m \notin knows(tr)\) results in a case distinction on how the adversary learned \(m\). Each case is represented again as a judgment \(J\) of the form \(\Gamma \cup \delta \vdash_P \Delta\), where \(\delta\) are the new assumptions introduced by the case that \(J\) represents. For each case, we output the information necessary for Isabelle to know which case is being proven and generate the corresponding proof script by recursively calling CorePrfGen.

Despite the undecidability of protocol security, the CorePrfGen algorithm terminates for many practical protocols, including all the case studies from Table 5.1 on page 52. Moreover, analogous to the algorithm underlying Scyther [Cre08b], the failure to generate a proof often indicates an attack. In particular, for secrecy properties written

5.2. Generating Type Assertion Soundness Proofs

The TypePrfGen algorithm given in Figure 5.3 generates soundness proofs for type assertions. It uses an extended version of the CorePrfGen algorithm that also allows judgments of the form

\[ \Gamma \vdash P \sigma(v, i) \in \llbracket [\alpha] \rrbracket_{\text{type}}(\text{St}(i, \text{Recv}(p)), \theta, \sigma), \text{th, } \sigma \rrbracket, \]

where \( \alpha \in \text{Type} \) and \( \Gamma \) is a set of atoms as before. These judgments are sufficient to represent the proof obligations stemming from applications of Theorem 2 given on page 39. The \( \llbracket [\alpha] \rrbracket_{\text{type}} \) expressions are handled by unfolding the definition of \( \llbracket [\_\] \rrbracket \) for the given type \( \alpha \) and the trivial validity of judgments is redefined accordingly. Note that Theorem 2 provides well-typed\( \alpha \) \( (tr, \text{th, } \sigma) \) as an induction hypothesis. This justifies our use of CorePrfGen in Line 5, which assumes well-typed\( \alpha \) \( (tr, \text{th, } \sigma) \).

The PrfGen algorithm given in Figure 5.4 combines the previous two algorithms. Analogous to CorePrfGen, a failure of the PrfGen algorithm provides useful information about the protocol under investigation. If the type assertion soundness proof

\[ \text{Figure 5.3.: The TypePrfGen algorithm for generating type assertion soundness proofs} \]

\[ \text{Figure 5.4.: The proof generation algorithm PrfGen} \]

as a judgment \( \Gamma \vdash P \text{ false} \) that only mentions roles, role-steps, nonces, and variables of the protocol \( P \), a failure to generate a proof always indicates an attack. An attack on such a property is a reachable state that satisfies the premises \( \Gamma \). The only non-trivial constraints on such a state stem from the \( m \in \text{knows}(tr) \) premises in \( \Gamma \). Each case of an application of the TypChain rule provides an explanation of how the adversary learned \( m \). Once we reach a non-contradictory set of premises \( \Gamma' \) without any remaining unsolved \( m \in \text{knows}(tr) \) premises, we therefore know how to construct a reachable state satisfying \( \Gamma' \); i.e., we construct such a state by choosing some instantiation of all variables in \( \Gamma' \) and executing the protocol steps and message deductions in \( \Gamma' \) according to their dependencies in \( \Gamma' \). Analogously, we can construct attacks from failed proofs of authentication properties, provided they can be written as a judgment \( \Gamma \vdash P \Delta \) that only mentions roles, role-steps, nonces, and variables of the protocol \( P \).
fails, then there are other variable instantiations possible than the ones specified by the type assertions. These instantiations might be exploited in a type-flaw attack. If proving the judgment $\Gamma \vdash_{P} \Delta$ fails, then there is a possible attack on the security property being verified, as explained in the previous section.

5.2.3. Proving Injective Two-Party Authentication Properties

We extend our algorithm with support for proving injective two-party authentication properties as follows. We first observe that every judgment $\Gamma \vdash_{P} \Delta$ where $i$ is the only free variable in $\Gamma$ and $i$ and $j$ are the only free variables in $\Delta$ formalizes a non-injective two-party authentication property, i.e.,

$$\forall q \in \text{reachable}(P). \forall i \in \text{TID}. (\bigwedge_{A \in P} A) \Rightarrow \exists j \in \text{TID}. (\bigwedge_{B \in \Delta} B).$$

The extended algorithm uses Theorem 1 given on page 27 to prove the corresponding injective two-party authentication property. It uses the PrfGen algorithm to prove the corresponding non-injective property denoted by $\Gamma \vdash_{P} \Delta$ and verifies the injectivity property by checking whether

$$(\bigwedge_{B \in \Delta} B\{i_{1}/i\}) \land (\bigwedge_{B \in \Delta} B\{i_{2}/i\})$$
implies

$$i_{1} = i_{2},$$

where $B\{y/x\}$ denotes the substitution of all occurrences of $x$ in $B$ with $y$.

5.2.4. Lemma Instantiation and Minimal Proof Generation

We now describe two further extensions of our proof generation algorithm: lemma instantiation and minimal proof generation. The aim of these two extensions is to reduce the size of the generated proofs, which in turn improves proof checking time as well as human readability. Moreover, lemma instantiation also extends the scope of our algorithm, as we explain below.

Lemma instantiation shortens proofs by referring to already proven security properties. The idea is to instantiate the universally quantified thread variables of a security property modeled as a judgment such that the judgment’s premises are satisfied in the current proof state and its conclusions can therefore be added to the proof state. Lemma instantiation is crucial for sharing subproofs between different cases of a proof. We can see this in the authentication proof from Example 7, where we instantiate the previously proven secrecy property twice. Without lemma instantiation, we are forced to prove the secrecy of the exchanged session key twice. Indeed it is not difficult to construct protocols where lemma instantiation even results in exponentially smaller proofs.

For some security protocols, we also use lemma instantiation to model additional assumptions (axioms) about a protocol’s execution. A typical example is the assumption that a certificate authority’s long-term private key is never compromised. We model such an assumption by assuming the corresponding security property instead of proving it. We can then exploit this property in subsequent proofs using lemma instantiation. This construction extends the scope of our algorithm. It allows us to verify properties of the form

$$(\bigwedge_{1 \leq i \leq n} (\Gamma_{i} \vdash_{P} \Delta_{i})) \Rightarrow (\Gamma \vdash_{P} \Delta)$$

Table 5.1.: Timings in seconds for generating and checking minimal proofs.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>generation</th>
<th>checking</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Amended Needham Schroeder Symmetric Key</td>
<td>0.25</td>
<td>25</td>
</tr>
<tr>
<td>2 Lowe’s fixed Needham-Schroeder Public Key</td>
<td>0.14</td>
<td>16</td>
</tr>
<tr>
<td>3 Paulson’s strengthened version of Yahalom</td>
<td>0.11</td>
<td>20</td>
</tr>
<tr>
<td>4 Lowe’s modified Denning-Sacco Shared Key</td>
<td>0.12</td>
<td>23</td>
</tr>
<tr>
<td>5 BAN modified version of CCITT X.509 (3)</td>
<td>0.56</td>
<td>12</td>
</tr>
<tr>
<td>6 Lowe’s modified BAN Concrete Andrew Secure RPC</td>
<td>0.01</td>
<td>10</td>
</tr>
<tr>
<td>7 Woo and Lam Pi 3</td>
<td>0.02</td>
<td>9</td>
</tr>
<tr>
<td>8 Kerberos V</td>
<td>1.67</td>
<td>101</td>
</tr>
<tr>
<td>9 Kerberos IV</td>
<td>8.76</td>
<td>175</td>
</tr>
<tr>
<td>10 TLS Handshake</td>
<td>0.84</td>
<td>33</td>
</tr>
</tbody>
</table>

where the judgments \( \Gamma_i \vdash_P \Delta_i \) model \( n \) additional assumptions about the execution of the security protocol \( P \).

We implement lemma instantiation in the COREPrfGen algorithm using resolution of judgments. Assume given a lemma \( \Gamma_1 \vdash_P \Delta \) with no existentially quantified thread identifiers in \( \Delta \). When proving a judgment of the form \( \Gamma_1 \cup \Gamma_2 \vdash_P \Pi \), we can exploit this lemma using the following resolution rule.

\[
\frac{\Gamma_1 \vdash_P \Delta \quad \Delta \cup \Gamma_1 \cup \Gamma_2 \vdash_P \Pi}{\Gamma_1 \cup \Gamma_2 \vdash_P \Pi}
\]

The thread identifier variables in \( \Gamma_1 \vdash_P \Delta \) may need to be renamed for this rule to apply, which can be done as these variables are all universally quantified. Note that lemma instantiation is especially useful when \( \Delta = \text{false} \); e.g., secrecy properties have this form. In this case, the second premise of the resolution rule becomes trivial, as \( \text{false} \cup \Gamma_1 \cup \Gamma_2 \vdash_P \Pi \) always holds.

We also implement the generation of minimal proofs, which are proofs with a minimal number of TypChain rule applications. In a minimal proof every case distinction is required. This makes minimal proofs especially well-suited for human understanding, as every case distinction conveys information about how the protocol achieves the security property. We generate minimal proofs using a branch-and-bound strategy to minimize the number of case distinctions in the generated proofs. Moreover, we instantiate lemmas eagerly to ensure that their consequences are available before making a further case distinction. We remove superfluous lemma instantiations after a minimal proof is found, thereby further improving its readability. See Appendix A for two examples of minimal proofs generated using our algorithm.

5.2.5. Experimental Results

Table 5.1 shows part of the experimental results we obtained using our scyther-proof tool, which implements the PrfGen algorithm and its extensions. In Chapter 6, we also use the scyther-proof tool to construct machine-checked proofs of our repaired
versions of all 17 protocols of the ISO/IEC 9798 standard for entity authentication. All our protocol models are distributed together with the source code of the tool [Mei12].

Protocols 1-8 from Table 5.1 are modeled based on their description in the SPORE [SPO05] security protocol library. Protocols 9 and 10 are based on the corresponding models that were verified by Bella and Paulson using the Inductive Method [BP98, Pau99]. The times for proof generation and checking were measured using Isabelle2009-1 on an Intel i7 Quad Core laptop with 4GB RAM. For all protocols, we prove non-injective agreement of all shared data for all roles of the protocol where possible and secrecy for the freshly generated keys and payloads, if they are present. For protocols 8 and 10, we additionally prove non-injective synchronization [CMdV06], which is a strengthened variant of non-injective agreement.

Our case studies demonstrate that our implementation of decryption-chain reasoning efficiently constructs machine-checked security proofs for complex protocols like Kerberos or the TLS handshake. On average 2.5 applications of the TypChain rule are required to prove a security property in our case studies. The comparatively high generation time for Kerberos IV is due to generating minimal proofs. It suggests that our minimization strategy can be improved. The comparatively high checking times for the Kerberos protocols are due to the number of authentication proofs (one for each of the four roles) and the complexity of these proofs (each proof needs several nested case distinctions to determine the ordering of the individual steps). However, these times are definitely fast enough for machine-checking the security proofs once a protocol design is finished.

Most variables of the protocols in our case studies have a simple type: either $\mathbb{A}_g$, $\mathbb{kn}(s)$, or $\mathbb{kn}(s) \cup R.n$, for the receive role-step $s$ where the variable is instantiated and the nonce $n$ that is sent in the corresponding send role-step in role $R$. We use a simple heuristic to infer such types by matching the receive role-steps with their corresponding send role-steps. Our heuristic suffices to infer the types of 115 out of the 118 variables of the protocols from Table 5.1. It fails only for the three variables inside an encryption that are instantiated with composed terms in Protocol 1 (Amended NS) and Protocol 9 (Kerberos IV). We specified their type by hand. For example, the client of the Kerberos IV protocol receives the authentication ticket sent by the Authentication server inside an encryption. The type of the corresponding variable is

$$\mathbb{kn}(C_2) \cup \{ \mathbb{kn}(C_2), \mathbb{A}_g, \mathbb{A}.AuthKey, \mathbb{A}.Ta \} \mathbb{k}_n,$$

where $C_2$ is the second step of the client role, which receives the authentication ticket, $A$ is the Authentication server role, $AuthKey$ is the freshly generated authentication key, and $Ta$ is a nonce that we use to model the timestamp of the authentication ticket. The innermost $\mathbb{kn}(C_2)$ type stems from a variable containing the client’s name, which is received by the Authentication server as plaintext and could therefore be any message known to the adversary.
6. Provably Repairing the ISO/IEC 9798 Standard for Entity Authentication

In this chapter, we illustrate the use of the Scyther and scyther-proof tools to analyze and provably repair the ISO/IEC 9798 Standard for Entity Authentication. Our work demonstrates that the formal analysis of an actual security protocol standard is not only feasible, but also desirable. Based on our analysis, the ISO/IEC working group responsible for the 9798 standard will release an updated version of the standard, incorporating our proposed fixes.

This chapter is organized as follows. In Section 6.1, we describe the standard. In Section 6.2, we model the protocols and analyze them using the Scyther tool, discovering numerous weaknesses. In Section 6.3, we analyze the sources of these weaknesses and present two design principles that eliminate them. In Section 6.4, we use the scyther-proof tool to automatically generate machine-checked correctness proofs for these repaired protocols.

6.1. The ISO/IEC 9798 Standard

6.1.1. Overview

Entity authentication is a core building block for security in networked systems. In its simplest form, entity authentication boils down to establishing that a party’s claimed identity corresponds to its real identity. In practice, stronger guarantees are usually required, such as mutual authentication, agreement among the participating parties on the identities of their peers, or authentication of transmitted data.

The ISO (International Organization for Standardization) and IEC (International Electrotechnical Commission) jointly provide standards for Information Technology. Their standard 9798 specifies a family of entity authentication protocols. This standard is mandated by numerous other standards that require entity authentication as a building block. Examples include the Guidelines on Algorithms Usage and Key Management [Eur09] by the European Committee for Banking Standards and the ITU-T multimedia standard H.235 [ITU03].

Note that the ISO/IEC 9798 standard has already been previously analyzed, which lead to the discovery of several weaknesses [DNL99, AC08, CM10]. It has been revised several times to address these weaknesses and other ambiguities, with the latest updates stemming from 2010. Nevertheless, when we tried to prove the correctness of the ISO/IEC 9798 standard, we not only found that several previously reported weaknesses are still present, but we also found new weaknesses. In particular, many of the protocols guarantee only weak authentication properties and, under some circumstances, even no authentication at all.
### Table 6.1.: Protocols specified by Parts 1-4 of the standard

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Part 2: Symmetric-key Cryptography</strong></td>
<td></td>
</tr>
<tr>
<td>9798-2-1</td>
<td>One-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-2-2</td>
<td>Two-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-2-3</td>
<td>Two-pass mutual authentication</td>
</tr>
<tr>
<td>9798-2-4</td>
<td>Three-pass mutual authentication</td>
</tr>
<tr>
<td>9798-2-5</td>
<td>Four-pass with TTP</td>
</tr>
<tr>
<td>9798-2-6</td>
<td>Five-pass with TTP</td>
</tr>
<tr>
<td><strong>Part 3: Digital Signatures</strong></td>
<td></td>
</tr>
<tr>
<td>9798-3-1</td>
<td>One-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-3-2</td>
<td>Two-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-3-3</td>
<td>Two-pass mutual authentication</td>
</tr>
<tr>
<td>9798-3-4</td>
<td>Three-pass mutual authentication</td>
</tr>
<tr>
<td>9798-3-5</td>
<td>Two-pass parallel mutual authentication</td>
</tr>
<tr>
<td>9798-3-6</td>
<td>Five-pass mutual authentication with TTP, initiated by A</td>
</tr>
<tr>
<td>9798-3-7</td>
<td>Five-pass mutual authentication with TTP, initiated by B</td>
</tr>
<tr>
<td><strong>Part 4: Cryptographic Check Functions</strong></td>
<td></td>
</tr>
<tr>
<td>9798-4-1</td>
<td>One-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-4-2</td>
<td>Two-pass unilateral authentication</td>
</tr>
<tr>
<td>9798-4-3</td>
<td>Two-pass mutual authentication</td>
</tr>
<tr>
<td>9798-4-4</td>
<td>Three-pass mutual authentication</td>
</tr>
</tbody>
</table>

In the following, we give a brief overview of the ISO/IEC 9798 standard. We consider here the first four parts of the standard. Part 1 is general and provides background for the other parts. The protocols are divided into three groups. Protocols using symmetric encryption are described in Part 2, those using digital signatures are described in Part 3, and those using cryptographic check functions such as MACs are described in Part 4.

Because the standard has been revised, we also take into account the most recent technical corrigenda and amendments. Our analysis covers the protocols specified by the following documents. For the first part of the standard, we cover ISO/IEC 9798-1:2010 [Int10a]. For the second part, we cover ISO/IEC 9798-2:2008 [Int08] and Corrigendum 1 from 2010 [Int10b]. For the third part, we cover ISO/IEC 9798-3:1998 [Int98], the corrigendum from 2009 [Int09a], and the amendment from 2010 [Int10c]. Finally, for the fourth part, our analysis covers ISO/IEC 9798-4:1999 [Int99] and the corrigendum from 2009 [Int09b]. In this chapter, we write “the standard” to refer to the above documents.

Table 6.1 lists the 17 associated protocols. For each cryptographic mechanism, there are unilateral and bilateral authentication variants. The number of messages and passes differs among the protocols as well as the communication structure. Some of the protocols also use a trusted third party (TTP).

Note that there is no consistent protocol naming scheme shared by the different parts of the ISO/IEC 9798 standard. The symmetric-key based protocols are referred to in [Int08] as “mechanism 1”, “mechanism 2”, etc., whereas the protocols in [Int98, Int10c, Int09b] are referred to by their informal name, e.g., “One-pass unilateral authentication”. In
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1. $A \rightarrow B: \quad T N_A \| T e x t_2 \| f_{K_{A B}} (T N_A \| I_B \| T e x t_1)$

2. $B \rightarrow A: \quad T N_B \| T e x t_4 \| f_{K_{A B}} (T N_B \| I_A \| T e x t_3)$

Figure 6.1.: The 9798-4-3 two-pass mutual authentication protocol using a cryptographic check function

this chapter we will refer to the protocols consistently by combining the document identifier, e.g., “9798-2” with a number $n$ to identify the $n$-th protocol in that document. For protocols proposed in an amendment, we continue the numbering from the base document. Hence we refer to the first protocol in [Int10c] as “9798-3-6”. The resulting identifiers are listed in Table 6.1.

Most of the protocols are parametrized by the following elements:

- All text fields included in the protocol specification are optional and their purpose is application-dependent.
- Many fields used to ensure uniqueness or freshness may be implemented either by random numbers, sequence numbers, or timestamps.
- Some protocols specify alternative message contents.
- Some identifier fields may be dropped, depending on implementation details.

6.1.2. Additional Notation

We use the security protocol model from Chapter 3 to formalize the protocols in the standard. To improve the readability of our examples, we introduce the following additional notation. We use the operator $\|_{\text{divides}_{\text{alt}0}/\text{divides}_{\text{alt}0}}$ to denote uniquely parseable concatenation, i.e., pairing. We assume this operator to be right-associative. Thus, $X \|_{\text{divides}_{\text{alt}0}/\text{divides}_{\text{alt}0}} Y \|_{\text{divides}_{\text{alt}0}/\text{divides}_{\text{alt}0}} Z$ denotes $\langle X, \langle Y, Z \rangle \rangle$. We write $X \|_{\text{divides}_{\text{alt}0}/\text{divides}_{\text{alt}0}}^\text{enc} Y$ instead of $X \|_{\text{divides}_{\text{alt}0}/\text{divides}_{\text{alt}0}}^k Y$ to emphasize that $X$ is encrypted with a symmetric key $k$. The application of a cryptographic check function $f$, keyed with key $k$, to a message $m$, is denoted by $f_k(m)$. Formally, we model this as hashing the constant $ccf \in \text{Const}$ together with the message $m$ and the key $k$, i.e., as $h(\text{ccf} \| m \| k)$.

In the standard, $TVP$ denotes a Time-Variant Parameter, which may be a sequence number, a random value, or a timestamp. $TN$ denotes a time stamp or sequence number. $I_X$ denotes the identity of agent $X$. $Text_n$ refers to a text field. These fields are always optional and their use is not specified within the standard. The protocols based on symmetric keys can be used both with unidirectional and bidirectional long-term keys. Where the directionality of these keys is of no concern, we use $K_{A B}$ to denote both the bidirectional and unidirectional long-term symmetric keys shared by $A$ and $B$. By convention, we use lower case strings for fresh session keys, like $k_{a b}$.

6.1.3. Protocol Examples

Example 1: 9798-4-3

The 9798-4-3 protocol is a two-pass mutual authentication protocol based on cryptographic check functions, e.g., message authentication codes. Its design, depicted
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1. \( A \rightarrow P : \ TVP_A \| I_B \| Text_1 \)
2. \( P \rightarrow A : \ Token_{PA} \)
3. \( A \rightarrow B : \ Token_{AB} \)
4. \( B \rightarrow A : \ Token_{BA} \)

where

\[
Token_{PA} := \text{Text}_4 \| \{ \ TVP_A \| kab \| I_B \| Text_3 \|_{KAP} \| \{ \ TVN_P \| kab \| I_A \| Text_2 \|_{KBP} \}
\]

\[
Token_{AB} := \text{Text}_6 \| \{ \ TN_P \| kab \| I_A \| Text_2 \|_{KBP} \| \{ \ TN_A \| I_B \| Text_3 \|_{Kab} \}
\]

\[
Token_{BA} := \text{Text}_8 \| \{ \ TN_B \| I_A \| Text_7 \|_{Kab} \}
\]

Figure 6.2.: The 9798-2-5 four pass protocol with TTP using symmetric encryption

in Figure 6.1, is similar to two related protocols based on symmetric key encryption (9798-2-3) and digital signatures (9798-3-3).

The initiator starts in role \( A \) and sends a message that consists of a time stamp or sequence number \( TN_A \), concatenated with an optional text field and a cryptographic check value. This check value is computed by applying a cryptographic check function to the key shared between \( A \) and \( B \) and a string consisting of \( TN_A \), \( B \)'s identity, and optionally a text field \( Text_1 \). When \( B \) receives this message he computes the cryptographic check himself and compares the result with the received check value. He then computes the response message in a similar way and sends it to \( A \), who checks it.

**Example 2: 9798-2-5**

Figure 6.2 depicts the 9798-2-5 protocol, which is based on symmetric-key encryption and uses a Trusted Third Party. \( A \) first generates a time-variant parameter \( TVP_A \) (which must be non-repeating), and sends it with \( B \)'s identity \( I_B \) and optionally a text field to the trusted party \( P \). \( P \) then generates a fresh session key \( kab \) and computes \( Token_{PA} \), which essentially consists of two encrypted copies of the key, using the long-term shared keys between \( P \) and \( A \), and \( P \) and \( B \), respectively. Upon receiving \( Token_{PA} \), \( A \) decrypts the first part to retrieve the session key, and uses the second part to construct \( Token_{AB} \). Finally, \( B \) retrieves the session key from this message and sends its authentication message \( Token_{BA} \) to \( A \).

### 6.1.4. Optional Fields and Variants

There are variants for each protocol listed in Table 6.1. Each protocol contains text fields, whose purpose is not specified, and which may be omitted, giving rise to another protocol variant. As can be seen in the previous examples, some of these text fields are plaintext, whereas others are within the scope of cryptographic operations (i.e., signed, encrypted, or cryptographically checked). Note that the standard does not provide a rationale for choosing among these options.

For some protocols that employ symmetric keys, the standard specifies that if unidirectional keys are used, some identity fields may be omitted from the encrypted (or checked) payload. This yields another variant.
The two protocols 9798-3-6 and 9798-3-7 both provide two options for the tokens included in their messages, giving rise to further variants. Note that in Section 6.4 we verify corrected versions of all 17 protocols in Table 6.1, taking all variants into account.

### 6.1.5. Threat Model and Security Properties

The ISO/IEC 9798 standard neither specifies a threat model nor defines the security properties that the protocols should satisfy. Instead, the introduction of ISO/IEC 9798-1 simply states that the protocols should satisfy mutual or unilateral authentication. Furthermore, the following attacks are mentioned as being relevant: man-in-the-middle attacks, replay attacks, reflection attacks, and forced-delay attacks. We note that the standard does not explicitly claim that any of the protocols are resilient against the above attacks.

### 6.2. Protocol Analysis

We analyze the protocols in the standard with respect to three standard authentication properties: *aliveness*, *non-injective agreement*, and *injective agreement*, as explained in Section 3.3.2. To perform our analysis, we use the Scyther tool [Cre08a] to find attacks on the ISO/IEC 9798 protocols. In Section 6.4, we will use our scyther-proof tool to generate machine-checked proofs of the corrected versions.

#### 6.2.1. Analysis results

Using Scyther, we performed protocol analysis with respect to aliveness and agreement. Our analysis reveals that the majority of the protocols in the standard ensure agreement on the exchanged data items. However, we also found attacks on five protocols and two protocol variants. These attacks fall into the following categories: role-mixup attacks, type flaw attacks, multiple-role TTP attacks, and reflection attacks. In all cases, when an agent finishes his role of the protocol, the protocol has not been executed as expected. This can lead the agent to proceed with false assumptions about the state of the other involved agents.

In Table 6.2 we list the attacks we found using Scyther. The rows list the protocols, the properties violated, and any additional assumptions required for the attacks. We have omitted in the table all attacks that are entailed by the attacks listed. For example, since 9798-2-5 does not satisfy aliveness from $B$'s perspective, it also does not satisfy any stronger properties such as (weak) agreement. We now describe the classes of attacks in more detail.

#### 6.2.2. Role-Mixup Attacks

Some protocols are vulnerable to a *role-mixup attack* in which an agent’s assumptions on another agent’s role are wrong. The two agreement properties require that when Alice finishes her role apparently with Bob, then Alice and Bob not only agree on the exchanged data, but additionally Alice can be sure that Bob was performing in the intended role. Protocols vulnerable to role-mixup attacks therefore violate agreement.
Table 6.2.: Overview of attacks found. (UDK) indicates the protocol variants where unidirectional keys are used.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Role</th>
<th>Violated property</th>
<th>With</th>
<th>Data</th>
<th>Assumptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>9798-2-3</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>TN_B, Text_3</td>
<td></td>
</tr>
<tr>
<td>9798-2-3</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>TN_A, Text_1</td>
<td></td>
</tr>
<tr>
<td>9798-2-3 (UDK)</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>TN_B, Text_3</td>
<td></td>
</tr>
<tr>
<td>9798-2-3 (UDK)</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>TN_A, Text_1</td>
<td></td>
</tr>
<tr>
<td>9798-2-5</td>
<td>A</td>
<td>Aliveness</td>
<td>B</td>
<td></td>
<td>Alice-talks-to-Alice</td>
</tr>
<tr>
<td>9798-2-5</td>
<td>B</td>
<td>Aliveness</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9798-2-6</td>
<td>A</td>
<td>Aliveness</td>
<td>B</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9798-2-6</td>
<td>B</td>
<td>Aliveness</td>
<td>A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9798-3-3</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>TN_B, Text_3</td>
<td></td>
</tr>
<tr>
<td>9798-3-3</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>TN_A, Text_1</td>
<td></td>
</tr>
<tr>
<td>9798-3-7-1</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>R_A, R_B, Text_8</td>
<td>Type-flaw</td>
</tr>
<tr>
<td>9798-4-3</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>TN_B, Text_3</td>
<td></td>
</tr>
<tr>
<td>9798-4-3</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>TN_A, Text_1</td>
<td></td>
</tr>
<tr>
<td>9798-4-3 (UDK)</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>TN_B, Text_3</td>
<td></td>
</tr>
<tr>
<td>9798-4-3 (UDK)</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>TN_A, Text_1</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6.3 shows an example of a role-mixup attack on the 9798-4-3 protocol from Figure 6.1. Agents perform actions such as sending and receiving messages, resulting in message transmissions represented by horizontal arrows. Actions are executed within threads, represented by vertical lines. The box at the top of each thread denotes the parameters involved in the thread’s creation. Claims of security properties are denoted by hexagons and a crossed-out hexagon denotes that the claimed property is violated.

In this attack, the adversary uses a message from Alice in role A (thread 1) to trick Alice in role B (thread 3) into thinking that Bob is executing role A and is trying to initiate a session with her. However, Bob (thread 2) is only replying to a message provided to him by the adversary, and is executing role B. The adversary thereby tricks Alice into thinking that Bob is in a different state than he actually is.

Additionally, when the optional text fields Text_1 and Text_3 are used, the role-mixup attack also violates the agreement property with respect to these fields: Alice will end the protocol believing that the optional field data she receives from Bob was intended as Text_1, whereas Bob actually sent this data in the Text_3 field. Depending on the use of these fields, this can constitute a serious security problem. Note that exploiting these attacks, as well as the other attacks described below, does not require “breaking” cryptography. Rather, the adversary exploits similarities among messages and the willingness of agents to engage in the protocol.

Summarizing, we found role-mixup attacks on the following protocols: 9798-2-3 with bidirectional or unidirectional keys, 9798-2-5, 9798-3-3, and 9798-4-3 with bidirectional or unidirectional keys.
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Figure 6.3.: Role-mixup attack on 9798-4-3: when Alice finishes thread 3 she wrongly assumes that Bob was performing the A role.

6.2.3. Type Flaw Attacks

Some protocol implementations are vulnerable to type flaw attacks where data of one type is parsed as data of another type. Consider, for example, an implementation where agent names are encoded into bit-fields of length $n$, which is also the length of the bit-fields representing nonces. It may then happen that an agent who expects to receive a value that it has not seen before (such as a nonce generated in another role) accepts a bit string that was intended to represent an agent name.

Scyther finds such an attack on the 9798-3-7 protocol, also referred to as “Five pass authentication (initiated by B)” [Int10c, p. 4]. In the attack, both (agent) Alice and (trusted party) Terence mistakenly accept the bit string corresponding to the agent name “Alice” as a nonce.

6.2.4. Attacks Involving TTPs that Perform Multiple Roles

Another class of attacks occurs when parties can perform both the role of the trusted third party and another role. This scenario is not excluded by the standard.

In Figure 6.4 we show an attack on 9798-2-5, from Figure 6.2. The attack closely follows a regular protocol execution. In particular, threads 1 and 3 perform the protocol as expected. The problem is thread 2. Threads 1 and 3 assume that the participating agents are Alice (in the A role), Bob (in the B role), and Pete (in the P role). From their point of view, Alice should be executing thread 2. Instead, thread 2 is executed by Pete, under the assumption that Alice is performing the P role. Thread 2 receives only a single message in the attack, which is $Token_{PA}$. Because the long-term keys are bidirectional, thread 2 cannot determine from the part of the message encrypted with $K_{AP}$ that thread 1 has different assumptions. Thread 2 just forwards the other encrypted message part blindly to thread 3, as it does not expect to be able to decrypt it. Finally, thread 3 cannot detect the confusion between Alice and Pete, because the information in $Token_{AB}$ that was added by thread 2 only includes Bob's name.

This attack violates aliveness because Bob was apparently talking to Alice, but Alice
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Figure 6.4.: Attack on the 9798-2-5 protocol where the trusted third party Pete performs both the P role and the A role. The assumptions of thread 1 and 3 agree. Bob wrongly concludes that Alice is alive.

never performed any action. In this case, the protocol fails to achieve even the weakest form of authentication.

Summarizing, we found attacks involving TTPs that perform multiple roles on the 9798-2-5 and 9798-2-6 protocol.

6.2.5. Reflection Attacks

Reflection attacks occur when agents may start sessions communicating with themselves, a so-called Alice-talks-to-Alice scenario. The feasibility and relevance of this scenario depends on the application and its internal checks. For example, it may be that Alice uses the same private key on different physical machines, and uses an Alice-talks-to-Alice scenario to communicate from one of her machines to another.

If an Alice-talks-to-Alice scenario is possible, some protocols are vulnerable to reflection attacks. The Message Sequence Chart in Figure 6.5 shows an example for the 9798-4-3 protocol from Figure 6.1. In this attack, the adversary (not depicted) reflects the time stamp (or nonce) and cryptographic check value from the message sent by Alice back to the same thread, while prepending the message Text4.

The attack violates both agreement properties, because even though the apparent partner (Alice) has performed an action, she did not perform the expected role. Further-
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6.3.1. Root Causes of the Problems

We identify two shortcomings in the design of the protocols, which together account for all of the weaknesses detected.

1) **Cryptographic Message Elements May Be Accepted at Wrong Positions.** In both the reflection and role mixup attacks, the messages that are received in a particular step of a role were not intended to be received at that position. By design, the protocol messages are all similar in structure, making it impossible to determine at which point in the protocols the messages were intended to be received.

As a concrete example, consider the reflection attack in Figure 6.5. Here, the message sent in the protocol’s first step can be accepted in the second step, even though this is not part of the intended message flow.

2) **Underspecification of the Involved Identities and their Roles.** As noted, the symmetric-key based protocols with a TTP, 9798-2-5 and 9798-2-6, do not explicitly state that entities performing the TTP role cannot perform other roles. Hence it is consistent with the standard for Alice to perform both the role of the TTP as well as role A or B. In these cases, the aliveness of the partner cannot be guaranteed, as explained in Section 6.2.4. The source of this problem is that one cannot infer from each message which identity is associated to which role.

For example, consider the first encrypted component from the third message in the

Figure 6.5.: Reflection attack on 9798-4-3

more, this attack violates one of the main requirements explicitly stated in the ISO/IEC 9798-1 introduction, namely absence of reflection attacks.

Summarizing, we found reflection attacks on the following protocols: 9798-2-3 with bidirectional or unidirectional keys, 9798-2-5, 9798-3-3, and 9798-4-3 with bidirectional or unidirectional keys.
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9798-2-5 protocol with bidirectional keys, in Figure 6.2.

\[ \|
T_N \| k_{ab} \| I_A \| T_{ext}^2 \|_{K_{BP}} \]

This message implicitly includes the identities of the three involved agents: the identity of the agent performing the A role is explicitly included in the encryption, and the shared long-term key \( K_{BP} \) implicitly associates the message to the key shared between the agent performing the B and P roles. However, because the key is bidirectional, the recipient cannot determine which of the two agents (say, Bob and Pete) sharing the key performed which role: either Bob performed the B role and Pete the P role, or vice versa. Our attack exploits this ambiguity.

6.3.2. Associated Design Principles

To remedy these problems, we propose two principles for designing security protocols. These principles are in the spirit of Abadi and Needham’s eleven principles for prudent engineering practice for cryptographic protocols [AN96].

Our first principle concerns tagging.

**Principle: positional tagging.** Cryptographic message components should contain information that uniquely identifies their origin. In particular, the information should identify the protocol, the protocol variant, the message number, and the particular position within the message, from which the component was sent.

This is similar in spirit to Abadi and Needham’s Principle 1, which states that “Every message should say what it means: the interpretation of the message should depend only on its content. It should be possible to write down a straightforward English sentence describing the content — though if there is a suitable formalism available that is good too.” Our principle does not depend on the meaning of the message as intended by the protocol’s designer. Instead, it is based solely on the structure of the protocol messages and their acceptance conditions.

Note that we consider protocols with optional fields to consist of multiple protocol variants. Thus, a message component where fields are omitted should contain information to uniquely determine which fields were omitted.

Our second principle is a stricter version of Abadi and Needham’s Principle 3.

**Principle: inclusion of identities and their roles.** Each cryptographic message component should include information about the identities of all the agents involved in the protocol run and their roles, unless there is a compelling reason to do otherwise.

A compelling reason to leave out identity information might be that identity hiding is a requirement, i.e., Alice wants to hide that she is communicating with Bob. However, such requirements can usually be met by suitably encrypting identity information.

Contrast this principle with the Abadi and Needham’s Principle 3: “If the identity of a principal is essential to the meaning of a message, it is prudent to mention the principal’s name explicitly in the message.” The original principle is only invoked when
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Amendment 1:
The cryptographic data (encryptions, signatures, cryptographic check values) used at different places in the protocols must not be interchangeable. This may be enforced by including in each encryption/signature/CCF value the following two elements:

1. The object identifier as specified in Annex B [Int10c, p. 6], in particular identifying the ISO standard, the part number, and the authentication mechanism.
2. For protocols that contain more than one cryptographic data element, each such element must contain a constant that uniquely identifies the position of the element within the protocol.

The recipient of a message must verify that the object identifier and the position identifiers are as expected. The cryptographic keys used by implementations of the ISO/IEC 9798 protocols must be distinct from the keys used by other protocols.

Amendment 2:
When optional fields, such as optional identities or optional text fields, are not used then they must be set to empty. In particular, the message encoding must ensure that the concatenation of a field and an empty optional field is uniquely parsed as a concatenation. This can be achieved by implementing optional fields as variable-length fields. If the optional field is not used, the length of the field is set to zero.

Amendment 3:
Entities that perform the role of the TTP in the 9798-2-5 and 9798-2-6 protocols must not perform the A or B role.

Figure 6.6.: Proposed amendments to the ISO/IEC 9798 standard

the identity is essential. Instead, we propose to always include information on all the identities as well as their roles. This principle would have prevented attacks on many protocols, including the attacks on the 9798-2-5 and 9798-2-6 protocols, as well as the Needham-Schroeder protocol [Low96].

For protocols with a fixed number of roles, this principle can be implemented by including an ordered sequence of the identities involved in each cryptographic message component, such that the role of an agent can be inferred from its position in the sequence.

6.3.3. Proposed Modifications to the Standard

All the previously mentioned attacks on the ISO/IEC 9798 can be prevented by applying the previous two principles. Specifically, we propose three modifications to the ISO standard, shown in Figure 6.6. The first two directly follow from the principles and the third modification restricts the use of two protocols in the standard. Afterwards we give an example of a repaired protocol.

Note that in this section we only give informal arguments why our modifications prevent the attacks. In Section 6.4, we provide machine-checked proofs that this is the case.
Ensuring that Cryptographic Data Cannot Be Accepted at the Wrong Point

We factor the first principle (positional tagging) into two parts and propose two corresponding amendments to the standard. First, we explicitly include in each cryptographic message component constants that uniquely identify the protocol, the message number, and the position within the message. Second, we ensure that protocol variants can be uniquely determined from the messages.

In our first amendment, shown in Figure 6.6, we implement unique protocol identifiers by using an existing part of the standard: the object identifier from Annex B of the standard, which specifies an encoding of a unique protocol identifier. We also introduce a unique identifier for the position of the cryptographic component within the protocol.

Amendment 1 prevents all reflection attacks because messages sent in one step will no longer be accepted in another step. Furthermore, it prevents all role mixup attacks, because the unique constants in the messages uniquely determine the sending role. The final part of Amendment 1, stating that cryptographic keys should not be used by other protocols, provides distinctness of cryptographic messages with respect to any other protocols.

Our second amendment, also shown in Figure 6.6, ensures that the protocol variant (determined by the omission of optional fields) can be uniquely determined from the messages. We implement this by requiring that the recipient of a message can uniquely determine which optional fields, if any, were omitted.

To see why protocols with omitted optional fields must be considered as protocol variants, consider the following example: Consider a protocol in which a message contains the sequence $X \| I_A \| Text$, where $I_A$ is an identity field that may be dropped (e.g., with unidirectional keys) and $Text$ is an optional text field. Then, it may be the case that in one protocol variant, an agent expects a message of the form $X \| I_A$, whereas the other implementation expects a message of the form $X \| Text$. The interaction between the two interpretations can result in attacks. For example, the text field is used to insert a fake agent identity, or an agent identity is wrongly assumed to be the content of the text field.

If we follow the second amendment in the above example, the expected messages correspond to $X \| I_A \bot$ and $X \bot \| Text$, respectively, where $\bot$ denotes the zero-length field. Because the ISO/IEC 9798 standard requires that concatenated fields can be uniquely decomposed into their constituent parts, misinterpretation of the fields is no longer possible.

Together, Amendments 1 and 2 implement our first principle.

Addressing Underspecification of the Role Played by Agents

Almost all the protocols in the ISO/IEC 9798 standard already adhere to our second principle: unique identification of the involved parties and their roles. However, all protocols in the standard conform to Abadi and Needham’s third principle because the messages uniquely determine the identities of all involved parties.

There are two protocols in the standard that conform to Abadi and Needham’s principle but not to our second principle: 9798-2-5 and 9798-2-6. For example, the messages of the 9798-2-5 protocol identify all parties involved by their association to
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1. \( A \rightarrow B : \; TN_A \parallel Text_2 \parallel f_{K_{AB}}(\text{"9798-4-3 ccf1"}) \parallel TN_A \parallel I_B \parallel 1 \)

2. \( B \rightarrow A : \; TN_B \parallel Text_4 \parallel f_{K_{AB}}(\text{"9798-4-3 ccf2"}) \parallel TN_B \parallel I_A \parallel Text_3 \)

Figure 6.7.: Repaired version of the 9798-4-3 protocol with omitted Text_1 field

the long-term keys. However they do not conform to our second principle because the roles of the involved identities cannot be uniquely determined from the messages. This is the underlying reason why, as currently specified, the 9798-2-5 and 9798-2-6 protocols do not guarantee the aliveness of the partner, as shown in Section 6.2.4.

This problem can be solved by applying our principle, i.e., including the identities of all three participants in each message, so that their roles can be uniquely determined. This is an acceptable solution and we have formally verified it using the method of Section 6.4. However, from our analysis with Scyther, we observe that the attacks require that the Trusted Third Party also performs other roles (A or B). Under the assumption that in actual applications a TTP will, by definition, not perform the A or B role, the protocols already provide strong authentication. Thus, an alternative solution is to leave the protocols unchanged and make this restriction explicit. This results in more streamlined protocols and also requires minimal changes to the standard. This is the proposal made in Amendment 3 in Figure 6.6. We have also verified this solution as described in Section 6.4.

**Repaired Protocols**

Applying our principles and proposed amendments to the standard, we obtain repaired versions of the protocols. As an example, we show the repaired version of the 9798-4-3 protocol with bidirectional keys in Figure 6.7. In this example, the Text_1 field is not used, and is therefore replaced by 1. Each use of a cryptographic primitive (in this case the cryptographic check function) includes a constant that uniquely identifies the protocol (9798-4-3) as well as the position within the protocol specification (ccf1 and ccf2).

### 6.4. Proving the Correctness of the Repaired Protocols

The principles and amendments proposed in the previous section are motivated by our analysis of the attacks and the protocol features that enable them. Consequently, the principles and amendments are designed to eliminate these undesired behaviors. Such principles are useful guides for protocol designers but their application does not strictly provide any security guarantees. In order to ensure that the repaired protocols actually have the intended strong authentication properties, we provide machine-checked correctness proofs.

#### 6.4.1. Generating Machine-Checked Correctness Proofs

We use our scyther-proof tool to generate proofs of the authentication properties that are machine-checked by Isabelle/HOL. As explained in Section 5.2, scyther-proof
Table 6.3.: Properties proven of the repaired protocols in Part 2 of the standard. (UDK) indicates the protocol variants where unidirectional keys are used. (DR) indicates the variants where participants that perform the A or B role cannot also perform the P role, conform Amendment 3 in Figure 6.6.

searches for proofs with the fewest number of applications of the Chain rule, i.e., case distinctions on the possible sources of messages that are known to the intruder. Therefore, the generated proof scripts are amenable to human inspection and understanding. For example, in the proofs of our repaired protocols, two such case distinctions are required on average to prove a security property. To simplify the task of understanding how the proofs work and, hence, why the protocol is correct, the tool also generates proof outlines. These consist of a representation of the security property proven and a tree of case distinctions constituting the proof.

6.4.2. Parallel Composition

We verify the parallel composition of all repaired protocols of the ISO/IEC 9798 standard as follows. Given the disjoint encryption theorem [GT00], which implies that protocols that do not share keying material can be safely composed, it is sufficient to verify only
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<table>
<thead>
<tr>
<th>Repaired protocol</th>
<th>Role</th>
<th>Property</th>
<th>With</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>9798-3-1</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-3-2</td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_A, R_B, Text_2</td>
</tr>
<tr>
<td>9798-3-3</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>A, B, TN_B, Text_3</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-3-4</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_2, Text_4</td>
</tr>
<tr>
<td>9798-3-5</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_5</td>
</tr>
<tr>
<td>9798-3-6 (Opt. 1)</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_2</td>
</tr>
<tr>
<td>9798-3-6 (Opt. 2)</td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_A, R_B, Text_8</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>Injective agreement</td>
<td>T</td>
<td>B, T, R'_A, PK_B, Text_6</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Injective agreement</td>
<td>T</td>
<td>A, T, R_B, PK_A, Text_5</td>
</tr>
<tr>
<td>9798-3-7 (Opt. 1)</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_8</td>
</tr>
<tr>
<td>9798-3-7 (Opt. 2)</td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_A, R_B, Text_6</td>
</tr>
<tr>
<td></td>
<td>A</td>
<td>Injective agreement</td>
<td>T</td>
<td>B, T, R'_A, PK_B, Text_4</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Injective agreement</td>
<td>T</td>
<td>A, T, R_B, PK_A, Text_3</td>
</tr>
</tbody>
</table>

Table 6.4.: Properties proven of the repaired protocols in Part 3 of the standard.

<table>
<thead>
<tr>
<th>Repaired protocol</th>
<th>Role</th>
<th>Property</th>
<th>With</th>
<th>Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>9798-4-1</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-4-1 (UDK)</td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-4-2</td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_B, Text_2</td>
</tr>
<tr>
<td>9798-4-2 (UDK)</td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_B, Text_2</td>
</tr>
<tr>
<td>9798-4-3</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>A, B, TN_B, Text_3</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-4-3 (UDK)</td>
<td>A</td>
<td>Non-injective agreement</td>
<td>B</td>
<td>A, B, TN_B, Text_3</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Non-injective agreement</td>
<td>A</td>
<td>A, B, TN_A, Text_1</td>
</tr>
<tr>
<td>9798-4-4</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_2, Text_4</td>
</tr>
<tr>
<td>9798-4-4 (UDK)</td>
<td>A</td>
<td>Injective agreement</td>
<td>B</td>
<td>A, B, R_A, R_B, Text_2, Text_4</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>Injective agreement</td>
<td>A</td>
<td>A, B, R_A, R_B, Text_2</td>
</tr>
</tbody>
</table>

Table 6.5.: Properties proven of the repaired protocols in Part 4 of the standard. (UDK) indicates the protocol variants where unidirectional keys are used.
6. Provably Repairing the ISO/IEC 9798 Standard for Entity Authentication

<table>
<thead>
<tr>
<th>protocol isoeic_9798_4_3_bdkey_repaired</th>
</tr>
</thead>
<tbody>
<tr>
<td>leak_A. A -&gt; : TNa</td>
</tr>
<tr>
<td>leak_B. B -&gt; : TNb</td>
</tr>
<tr>
<td>text_1. -&gt; A: Text1, Text2</td>
</tr>
<tr>
<td>1. A -&gt; B: A, B, TNa, Text2, Text1, h(('CCF', k[A,B]), ('isoiec_9798_4_3_ccf_1', TNa, B, Text1))</td>
</tr>
<tr>
<td>text_2. -&gt; B: Text3, Text4</td>
</tr>
</tbody>
</table>

properties (of isoeic_9798_4_3_bdkey_repaired)
A_non_injective_agreement: niagree(A_2[A,B,TNb,Text3] -> B_2[A,B,TNb,Text3], (A, B))
B_non_injective_agreement: niagree(B_1[A,B,TNa,Text1] -> A_1[A,B,TNa,Text1], (A, B))

Figure 6.8.: Example input provided to the scyther-proof tool

the parallel composition of protocols that use the same cryptographic primitive and the same keys. We verify the properties of each protocol when composed in parallel with all other protocols that use the same cryptographic primitives and the same keys. Note that in the corresponding proofs, the case distinctions on the source of messages known to the intruder range over the roles of each protocol in the protocol group. Despite the substantial increase in the scope of these case distinctions, the proof structure of the composed protocols is the same as for the individual protocols, as all additional cases are always trivially discharged due to tagging: cryptographic components received by a thread of one protocol contain tags that do not match with the tags in messages produced by roles from other protocols.

6.4.3. Details of the Proven Properties

In Tables 6.3, 6.4, and 6.5 we provide details of the authentication properties proven using scyther-proof for each repaired protocol and its variants. For example, for the 9798-2-1 protocol with bidirectional keys, we have that if Bob successfully completes a thread of role $B$, apparently with Alice, then there must be a thread of Alice performing role $A$ which agrees on the agent names, $TN_A$, and $Text_1$.

Non-injective agreement

For each repaired protocol, we use scyther-proof to prove that it satisfies at least non-injective agreement on all data items within the scope of cryptographic operators in the presence of a Dolev-Yao intruder. Moreover, we prove that this holds even when all the protocols from the standard are executed in parallel using the same key infrastructure, provided that the set of bidirectional keys is disjoint from the set of unidirectional keys. As the content of text fields is underspecified in the standard, we assume that the intruder chooses their content immediately before they are sent. We model timestamps and sequence numbers by random numbers that are public and chosen at the beginning of the execution of a role.

Example 16. Figure 6.8 specifies our model of the repaired 9798-4-3 protocol with bidirectional keys in the input language of the scyther-proof tool. The leak_A and
6.4. Proving the Correctness of the Repaired Protocols

Figure 6.9.: Example proof outline generated by the scyther-proof tool

\begin{verbatim}
property (of isoiec_9798_4_3_bdkey_repaired)
A_non_injective_agreement:
  "\forall i. \ \text{role}(i) = isoiec_9798_4_3_bdkey_repaired_A &
  \text{step}(i, isoiec_9798_4_3_bdkey_repaired_A_2) &
  \text{uncompromised}(A#i, B#i) 
  \implies (\exists j. \ \text{role}(j) = isoiec_9798_4_3_bdkey_repaired_B &
  \text{step}(j, isoiec_9798_4_3_bdkey_repaired_B_2) &
  (A#j, B#j, TNb#j, Text3#j) = (A#i, B#i, TNb#i, Text3#i))"

sources(h(('CCF', k[A#i,B#i]), ('isoiec_9798_4_3_ccf_2', TNb#i, A#i, Text3#i)))

\end{verbatim}

the leak_B steps model that the timestamps (represented here as randomly generated numbers) are publicly known by leaking them to the intruder. We model that the contents of the Text_1 through Text_4 fields are chosen by the intruder by defining them as variables that receive their content from the network, and therefore from the intruder. We model the cryptographic check function by the hash function h.

Figure 6.9 shows the proof outline for non-injective agreement for the A-role of this protocol, which is automatically generated by our tool. We have taken minor liberties here in its presentation to improve readability. In the figure, #i is a symbolic variable denoting some thread i and A#i is the value of the A-variable in the thread i. Lines 3-9 state the security property: for each thread #i that executes the A-role and has executed its Step 2 with uncompromised (honest) agents A#i and B#i, there exists some thread #j that executed Step 2 of the B-role and thread #j agrees with thread #i on all desired values because they are included in the hash.

Injective agreement

The protocols in the ISO/IEC 9798 standard are also designed to provide injective agreement. In this case, if an agent completes the A or B role n times, he can be sure that the agent performing the other roles has participated at least n times. In the terminology of the ISO/IEC standard, this concept is called uniqueness; it is used to rule
out replay attacks. The standard uses three techniques to achieve uniqueness: random numbers, time stamps, and sequence numbers.

**Random numbers** About half of the protocols achieve uniqueness by using random numbers for challenge-response. The party that wants to ensure uniqueness generates a fresh random value and sends this to the other party. The other party must include the random value in his response, thereby uniquely binding the response to the request.

For each protocol in the standard that uses random numbers, we prove injective agreement for its repaired version.

**Time stamps and sequence numbers** The other protocols use time stamps or sequence numbers to achieve uniqueness. This includes all one-pass protocols because including a challenge-response structure requires at least two messages.

Each time a party runs a new instance of a role, it uses a new sequence number which differs from all numbers it previously used. Recipients of messages that include a sequence number are required to verify that the received number is different from all previously received sequence numbers. Similarly, time stamps are used to achieve uniqueness by only accepting them within a fixed time window, and verifying that the time stamp has not already been received in the time window. For both mechanisms, the required checks can only be performed by a thread if it can access data of other threads of the same agent. In other words, checking uniqueness of sequence numbers or time stamps requires shared memory among the different threads of an agent.

In our protocol model, we can not precisely model the required uniqueness checks of sequence numbers and timestamps. The reason for this is that our protocol model assumes that an agent’s threads do not share any state other than the agent’s long-term keys. Hence we can not prove injective agreement for protocols that use time stamps or sequence numbers within our model. However, it is straightforward to see that if an agent verifies that the messages received in each thread are different from those received in previous threads (which is possible because the messages include either a time stamp or a sequence number), injective authentication follows from non-injective authentication.

From our analysis we conclude that all repaired protocols in the standard that provably satisfy non-injective agreement, also satisfy injective agreement.

### 6.4.4. Performance

All protocol models (including the property specifications) are distributed together with the source-code of the *scyther-proof* tool [Mei12]. Using an Intel i7 Quad Core laptop with 4GB of RAM, the full proof script generation requires less than 15 seconds, and Isabelle’s proof checking requires less than 1.5 hours.
Part II.

Extending the Scope
7. Security Protocol Model

We model the execution of a security protocol in the presence of an adversary as a labeled transition system, whose state consists of the adversary’s knowledge, the messages on the network, information about freshly generated values, and the protocol’s state. We formalize this transition system as a set of (labeled) multiset rewriting rules, which model both the adversary actions and the protocol steps. Security properties are modeled as trace properties of this transition system.

In the following, we first describe how we model cryptographic messages using equational theories and introduce the notion of labeled multiset rewriting. Then, we describe how we model the execution of a security protocol using labeled multiset rewriting. Afterwards, we define our property specification language and illustrate our protocol model on two examples.

7.1. Cryptographic Messages

To model cryptographic messages, we use an order-sorted term algebra with the sort \( \text{msg} \) and two incomparable subsorts \( \text{fresh} \) and \( \text{pub} \) for fresh and public names. We use fresh names to model freshly generated data (nonces, coin-flips, etc.) and public names to model publicly known constants (agent names, message tags, etc.). We assume that there are two countably infinite sets \( FN \) and \( PN \) of fresh and public names.

For the specification of security protocols, our approach allows choosing an arbitrary signature \( \Sigma \) and an equational theory \( E \) that formalizes the semantics of the function symbols in \( \Sigma \). For the verification of security protocols, further restrictions on the equational theory \( E \) are often necessary. These restrictions depend on the verification theory used for constructing the security proofs. We state the restrictions exploited by the verification theory developed in this thesis, when explaining it in Chapter 8.

Cryptographic messages are modeled by the ground terms in \( T_\Sigma(PN \cup FN \cup V) \), which we abbreviate as \( M_\Sigma \). The following example illustrates the use of term algebras and equational theories to model cryptographic operators.

**Example 17** (Pairing, Hashing, and Symmetric Encryption). We use \( M_{\Sigma_{\text{PHS}}} \) with

\[
\Sigma_{PHS} := \{\_\_, \text{h}(\_), \text{enc}(\_, \_), \text{dec}(\_, \_), \text{fst}(\_), \text{snd}(\_)}\]

to model cryptographic messages built using pairing, hashing, and symmetric encryption. Intuitively, the function symbols in \( \Sigma_{PHS} \) denote calls to the algorithms implementing pairing, hashing, symmetric encryption and decryption, and accessing the first and second component of a pair. Let \( n \in FN \) model a nonce and let \( s \in FN \) model a secret. An example of a cryptographic message in \( M_{\Sigma_{PHS}} \) is \( \text{enc}(n, \text{h}(s)) \), the encryption of the nonce \( n \) with the hash of the secret \( s \). Another example of a message in \( M_{\Sigma_{PHS}} \)
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is $\text{fst}((n, s))$, the first component of the pair built from the fresh names $n$ and $s$. We expect that $\text{fst}((n, s))$ is equal to $n$.

We formalize the interaction between the functions in $\Sigma_{PHS}$ using the equational theory $E_{PHS}$ generated by the equations

$$\text{dec}(\text{enc}(m, k), k) \equiv m, \quad \text{fst}((x, y)) \equiv x, \quad \text{snd}((x, y)) \equiv y.$$ 

Examples of equalities and inequalities modulo $E_{PHS}$ are $n \equiv_{E_{PHS}} \text{fst}((n, s))$, $n \neq_{E_{PHS}} \text{dec}(\text{enc}(n, h(s)), h(s))$, and $n \neq_{E_{PHS}} \text{enc}(n, h(s))$.

We will use $\Sigma_{PHS}$ and $E_{PHS}$ for most of our examples in this thesis. We stress however that our approach is not limited to this simple equational theory. As we show in [SMCB12a], our approach supports the combination of an equational theory modeling Diffie-Hellman exponentiation with an arbitrary subterm-convergent rewriting theory modeling the properties of a set of user-defined cryptographic operators. Note that subterm-convergent rewriting theories suffice to model asymmetric encryption, signatures, and similar operators. Schmidt moreover shows in his thesis [Sch12] that our approach can also be extended with support for an equational theory modeling multisets and bilinear pairings.

To simplify the presentation of the rest of this thesis, we write $\mathcal{T}$ for $\mathcal{T}_{\Sigma}(\mathcal{FN} \cup \mathcal{PN} \cup \mathcal{V})$ and $\mathcal{M}$ for $\mathcal{T}_{\Sigma}(\mathcal{FN} \cup \mathcal{PN})$ if $\Sigma$ is irrelevant or clear from the context.

7.2. Labeled Multiset Rewriting

Multiset rewriting is commonly used to model concurrent systems because it naturally supports independent transitions. If two rewriting steps rewrite the state at positions that do not overlap, then they can be applied in parallel. Multiset rewriting has been used in the context of security protocol analysis by Cervesato et al. [CDL+02] and in Maude [EMM07]. It is also possible to give a translation from applied $\pi$ processes, as for example used in ProVerif [Bla09], into our dialect of multiset rewriting.

The intuition for modeling a concurrent system using multiset rewriting is the following. The system’s state is modeled by a multiset of facts and the system itself is modeled by a set of multiset rewriting rules. The execution of the system starts with the empty multiset of facts. In each execution step, some instance of one of the system’s multiset rewriting rules is chosen and used to replace one multiset of facts in the state by another multiset of facts. The semantics of the different facts in the state is therefore given by the system’s multiset rewriting rules.

In this thesis, we use three extensions to multiset rewriting that simplify the specification and verification of security protocols. First, we partition the set of facts into linear and persistent facts. Linear facts model resources that can only be consumed once, whereas persistent facts model inexhaustible resources that can be consumed arbitrarily often. We use persistent facts for example to model the adversary knowledge. Second, we label the multiset rewriting rules with actions and use (action-)traces to denote executions of multiset rewriting systems. This allows us to specify security properties as trace properties of security protocols modeled as multiset rewriting systems. Third, we build-in fresh name generation, i.e., we allow multiset rewriting rules to generate
As we will see below, these three conditions ensure that all fresh names are created from all other fresh names generated previously.

Formally, we assume an unsorted signature $\Sigma_{Fact}$ partitioned into linear and persistent fact symbols. We moreover assume that $\Sigma_{Fact}$ contains the linear, unary fact symbol $Fr$, which we use to mark freshly generated fresh names. We define the set of facts as

$$\mathcal{F} := \{ F(t_1, \ldots, t_k) \mid t_i \in \mathcal{T}, F \in \Sigma_{Fact}^k \}$$

where $\Sigma_{Fact}^k$ denotes all function symbols of arity $k$ in $\Sigma_{Fact}$. We denote the set of ground facts by $\mathcal{G}$. We say that a fact $F(t_1, \ldots, t_k)$ is linear if $F$ is linear and persistent if $F$ is persistent.

A (labeled) multiset rewriting rule is a triple $(l, a, r)$ with $l, a, r \in \mathcal{F}^*$, denoted by $l \rightarrow a \rightarrow r$. For a multiset rewriting rule $r_i := l \rightarrow a \rightarrow r$, we define its premises as $\text{prems}(r_i) := l$, its actions as $\text{acts}(r_i) := a$, and its conclusions as $\text{concs}(r_i) := r$. We often write multiset rewriting rules as inference rules with multiple premises and conclusions.

That is, we often write a rule $[l_1, \ldots, l_k] \rightarrow [a_1, \ldots, a_n] \rightarrow [r_1, \ldots, r_m]$ as

$$\frac{l_1 \ldots l_k[a_1, \ldots, a_n]}{r_1 \ldots r_m} \quad \text{or} \quad \frac{l_1 \ldots l_k}{r_1 \ldots r_m} \quad \text{if the rule has no associated actions.}$$

For a set of multiset rewriting rules $R$, we use $\text{insts}(R)$ to denote the set of instances of $R$ and $\text{ginsts}(R)$ to denote the set of ground instances of $R$.

A (labeled) multiset rewriting system $R$ is a finite set of labeled multiset rewriting rules such that

**MSR1** no rule $l \rightarrow a \rightarrow r \in R$ contains a fresh name,

**MSR2** no conclusion of a rule $l \rightarrow a \rightarrow r \in R$ contains a Fr fact, and

**MSR3** for each rule instance $l \rightarrow a \rightarrow r \in \text{insts}(R)$, $(\bigcap_{r' = r} \text{St}(r') \cap \text{FN}) \subseteq \text{St}(l) \cap \text{FN}$.

As we will see below, these three conditions ensure that all fresh names are created with the multiset rewriting rule $\text{Fresh} := (\{\} \rightarrow \{\}Fr(x:\text{fresh}))$, which formalizes our built-in support for fresh name generation. Intuitively, Condition MSR3 formalizes that no conclusion of a rule instance can contain fresh names that do not occur in one of the instance’s premises. To see the insufficiency of the simpler syntactic condition, $\text{vars}(r) \subseteq \text{vars}(l) \cup \text{Vars}_{pub}$ for each rule $l \rightarrow a \rightarrow r \in R$, consider the rule $\text{fst}(y) \rightarrow [\} \rightarrow \text{snd}(y)$ and the equational theory $E_{\text{PHS}}$.

The labeled transition relation $\Rightarrow_{R, E} \subseteq \mathcal{G}^1 \times \mathcal{P}(\mathcal{G}) \times \mathcal{G}^1$ for a multiset rewriting system $R$ and an equational theory $E$ is defined by the transition rule

$$\frac{l \rightarrow a \rightarrow r \in \text{insts}(R \cup \{\text{Fresh}\}) \quad \text{lfacts}(l) \subseteq S \quad \text{pfacts}(l) \subseteq \text{set}(S)}{S \overset{\text{set}(a)}{\Rightarrow}_{R, E} ((S \setminus \text{lfacts}(l)) \cup \text{mset}(r))}$$

where $\text{lfacts}(l)$ is the multiset of all linear facts in $l$ and $\text{pfacts}(l)$ is the set of all persistent facts in $l$. This transition rule models rewriting the state with a ground instance of a multiset rewriting rule in $R$ or the $\text{Fresh}$ rule. Since we perform multiset rewriting modulo $E$, we use $E$ for the rule instance. As linear facts are consumed upon rewriting, we use multiset inclusion to check that all facts in $\text{lfacts}(l)$ occur sufficiently many times.
in \( S \). For persistent facts, we only check that every fact in \( pfacts(l) \) occurs in \( S \). To obtain the successor state, we remove the consumed linear facts and add the generated facts. The label associated to the transition is the set of actions of the rule instance.

A **trace** is a sequence of sets of ground facts denoting the sequence of actions that happened during the execution of a multiset rewriting system. We model the execution of a multiset rewriting system \( R \) modulo an equational theory \( E \) by the set of \( R,E \)-traces defined as

\[
traces_E(R) := \{ [A_1, \ldots, A_n] \mid \exists S_1, \ldots, S_n \in G^\sharp. \emptyset \xrightarrow{A_1}_{R,E} S_1 \xrightarrow{A_2}_{R,E} \ldots \xrightarrow{A_n}_{R,E} S_n \\
\land \forall i \neq j. \forall x. (S_{i+1} \setminus S_i) = \{ Fr(x) \} \Rightarrow (S_{j+1} \setminus S_j) \neq \{ Fr(x) \} \} .
\]

The second conjunct ensures that each instance of the **FRESH** rule is used at most once in a trace. Each consumer of a \( Fr(n) \) fact therefore obtains a different fresh name, as the **FRESH** rule is the only rule that produces \( Fr \) facts and we consider only executions with unique instances of this rule.

### 7.3. Protocol Specification and Execution

In this section, we explain how we use labeled multiset rewriting to model security protocols that communicate over a public channel controlled by a Dolev-Yao style adversary. Such an adversary can see and block every message sent on the channel he controls. He can furthermore send any message deducible from the messages that he has seen on this channel.

We only model a single Dolev-Yao style adversary controlling a single public channel. This simplifies the presentation of the corresponding verification theory in Section 8.4. Extending our model and verification theory with support for multiple adversaries and public channels is straightforward.

When modeling protocols, we assume that \( \Sigma_{Fact} \) includes an arbitrary number of protocol-specific fact symbols to describe the protocol state and the special fact symbols \( K, Out, \) and \( In \), which we use to model a public channel controlled by a Dolev-Yao style adversary. A persistent fact \( K(m) \) denotes that \( m \) is known to the adversary. A linear fact \( Out(m) \) denotes that the protocol has sent the message \( m \), which can be received by the adversary. A linear fact \( In(m) \) denotes that the adversary has sent the message \( m \), which can be received by the protocol. The semantics of these three fact symbols is given by the following set of **message deduction rules**.

\[
MD_E := \left\{ \frac{Out(x)}{K(x)}, \frac{K(x)}{In(x)}[K(x)], \frac{Fr(x;fresh)}{K(x;pub)}, \frac{K(x;fresh)}{K(x;fresh)} \right\} \\
\cup \left\{ \frac{K(x_1) \ldots K(x_k)}{K(f(x_1,\ldots,x_k))} \right\} f \in \Sigma^k
\]

The first and second rule allow the adversary to receive messages from the protocol and send messages to the protocol. The \( K(x) \) action in the second rule makes the messages sent by the adversary observable in a protocol’s trace. We exploit this to specify secrecy.
properties. The third and fourth rule allow the adversary to learn public names and to generate fresh names by himself. The remaining rules allow the adversary to apply functions from $\Sigma$ to known messages. In their definition, we write $\Sigma^k$ to denote the set of all $k$-ary function symbols in the signature $\Sigma$.

In principle, we could define security protocols as multiset rewriting systems containing the message deduction rules $MD_\Sigma$. To simplify the development of our verification theory, we however restrict the use of the special fact symbols in protocol rules such that they are only used according to their intended meaning.

A protocol rule is a multiset rewriting rule $l \rightarrow a \rightarrow r$ such that

1. $K$ and $Out$ facts do not occur in $l$ and
2. $K$ and $In$ facts do not occur in $r$.

A protocol $P$ is a finite set of protocol rules. In the context of a signature $\Sigma$, its corresponding multiset rewriting system is $P \cup MD_\Sigma$ and its execution modulo an equational theory $E$ is given by $traces_E(P \cup MD_\Sigma)$.

Note that our formal notion of a protocol encompasses both the rules executed by the honest participants and the adversary’s capabilities, like revealing long-term keys. We illustrate our protocol model on the following artificial protocol, which we use as a running example in the rest of this thesis.

**Example 18 (Artificial Protocol).** We consider a protocol that runs in the presence of an adversary that can reveal short-term keys. We model this adversary by marking every short-term key $k$ using a linear fact $Key(k)$ and adding $[Key(k)]\rightarrow Rev(k) \rightarrow [Out(k)]$ to the protocol rules. The $Rev$-action of this rule logs every key-reveal performed by the adversary in the trace. We use these logged $Rev$-actions to later exclude disallowed key-reveals in the formalization of our protocol’s security properties.

Informally, our protocol works as follows. It chooses a fresh message $x \in FN$ and a fresh short-term key $k \in FN$ upon its start. It then sends the encryption of $x$ with $k$ on the public channel and waits until it receives the pair $(x, x)$ on the public channel. Once it receives this pair, it stops and states that it finished a run of the protocol with message $x$ and key $k$.

We consider this protocol artificial, as it can only finish a run if the adversary performs a key reveal, decrypts the sent message, and constructs the expected pair. We provide example formalizations of non-artificial protocols in Section 7.5.

Using the signature $\Sigma_{PHS}$ and the equational theory $E_{PHS}$ from Example 17, we formalize our artificial protocol together with the adversary’s capability to reveal short-term keys as

$$P_{Ex} := \left\{ \begin{array}{c} Fr(x) \quad Fr(k) \\ St(x, k) \quad Out(enc(x, k)) \quad Key(k) \\ St(x, k) \quad In((x, x)) \quad [Fin(x, k)] \\ Out(k) \quad Rev(k) \end{array} \right\}.$$

The rules of $P_{Ex}$ almost immediately follow from its informal description. The linear fact symbols $St$, $Key$, $Fin$, and $Rev$ are protocol specific and their semantics is given by
the multiset rewriting rules in $P_{Ex}$. Intuitively, we use $St$ to store the internal state of a participant after it executed the first step. The $Key$ symbol marks keys that can be revealed. We use the $Fin$ and $Rev$ fact symbols to log actions required to formalize our security properties. The set of all traces of $P_{Ex}$ is $\mathit{traces}_{\mathit{PHS}}(P_{Ex} \cup MD_{\mathit{PHS}})$.

An example of an execution of the $P_{Ex}$ protocol is depicted in Figure 7.1. On the left-hand side, we depict the instances of the multiset rewriting rule instances used to rewrite the multisets of facts on the right-hand side. We numbered the rule instances to simplify referencing them. The actions of the instances 4, 9, and 10 give rise to the trace of the depicted execution, which is $\{\{\mathit{Rev}(k)\}, \{\mathit{K}((a, a))\}, \{\mathit{Fin}(a, k)\}\}$.

Note that we also depict the causal dependencies between the conclusions and premises.
of the different multiset rewriting rule instances using light-gray arrows. We call the
graph comprising all multiset rewriting rule instances and their causal dependencies a
dependency graph. In the following chapter, we show that dependency graphs provide
an alternative representation of the execution of a multiset rewriting system, which is
well-suited for reasoning about a system’s security properties.

7.4. Security Properties

We use two-sorted first-order-logic to specify security properties. This logic supports
quantification over both messages and timepoints. We thus introduce the sort temp for
timepoints and write $\mathcal{V}_{\text{temp}}$ for the set of temporal variables.

A trace atom is either false $\bot$, a term equality $t_1 \approx t_2$, a timepoint ordering $i \prec j$,
a timepoint equality $i \equiv j$, or an action $f @ i$ for a fact $f$ and a timepoint $i$. A trace
formula is a first-order formula over trace atoms.

To define the semantics of trace formulas, we associate a domain $D_s$ with each sort $s$.
The domain for temporal variables is $D_{\text{temp}} := \mathbb{Q}$ and the domains for messages are
$D_{\text{msg}} := \mathcal{M}$, $D_{\text{fresh}} := \mathcal{F}$, and $D_{\text{pub}} := \mathcal{P}$. We say that a function $\theta$ from $\mathcal{V}$ to $\mathbb{Q} \cup \mathcal{M}$
is a valuation if it respects sorts, i.e., $\theta(\mathcal{V}_s) \subseteq D_s$ for all sorts $s$. For a term $t$, we write
$t \theta$ for the application of the homomorphic extension of $\theta$ to $t$.

For an equational theory $E$, the satisfaction relation $(tr, \theta) \models_E \varphi$ between traces $tr$,
valuations $\theta$, and trace formulas $\varphi$ is defined as follows.

\[
\begin{align*}
(\text{tr}, \theta) &\models_E \bot \quad \text{never} \\
(\text{tr}, \theta) &\models_E f @ i \quad \text{iff } \theta(i) \in \text{idx}(\text{tr}) \text{ and } f \theta \vDash_E \text{tr}[\theta(i)] \\
(\text{tr}, \theta) &\models_E i \prec j \quad \text{iff } \theta(i) < \theta(j) \\
(\text{tr}, \theta) &\models_E i \equiv j \quad \text{iff } \theta(i) = \theta(j) \\
(\text{tr}, \theta) &\models_E t_1 \approx t_2 \quad \text{iff } t_1 \theta \equiv_E t_2 \theta \\
(\text{tr}, \theta) &\models_E \neg \varphi \quad \text{iff not } (\text{tr}, \theta) \models_E \varphi \\
(\text{tr}, \theta) &\models_E \varphi \land \psi \quad \text{iff } (\text{tr}, \theta) \models_E \varphi \text{ and } (\text{tr}, \theta) \models_E \psi \\
(\text{tr}, \theta) &\models_E \exists x : s. \varphi \quad \text{iff there is } u \in D_s \text{ such that } (\text{tr}, \theta[x \mapsto u]) \models_E \varphi
\end{align*}
\]

The semantics of the remaining logical connectives and quantifiers are defined by
translation to the given fragment as usual.

Let $Tr \subseteq (\mathcal{P}(G))^*$ be a set of traces. We define that $\varphi$ is valid for $Tr$ modulo $E$,
written $Tr \vDash_E \varphi$, if $(tr, \theta) \models_E \varphi$ for every trace $tr \in Tr$ and every valuation $\theta$.
We define that $\varphi$ is satisfiable for $Tr$ modulo $E$ written $Tr \vDash^*_E \varphi$, if there exists a trace $tr \in Tr$
and a valuation $\theta$ such that $(tr, \theta) \models_E \varphi$. Note that validity and satisfiability are dual
in the sense that $Tr \vDash_E \varphi$ iff not $Tr \vDash^*_E \neg \varphi$.

In most cases, we are interested whether a trace formula $\varphi$ is valid (satisfiable) for all
(some) traces of a multiset rewriting system. Overloading notation, we thus define that
$\varphi$ is $R, E$-valid, written $R \vDash_E^* \varphi$, iff $\varphi$ is valid for $\text{traces}_E(R)$ modulo $E$. We define that
$\varphi$ is $R, E$-satisfiable, written $R \vDash_E^* \varphi$, iff $\varphi$ is satisfiable for $\text{traces}_E(R)$ modulo $E$.

When analyzing security protocols, we use satisfiability claims to formalize that there
exists at least one execution of a protocol satisfying certain properties, e.g., that there
exists an execution with honest agents only. We use validity claims to formalize that all executions of a protocol satisfy certain properties, e.g., that the session-key computed by two honest agents is never known to the adversary. We illustrate this in the following example.

**Example 19.** We formalize two statements about the $P_{Ex}$ protocol. The first statement is that there exists an execution of the $P_{Ex}$ protocol that contains a finishing run. We formalize this statement as

$$P_{Ex} \cup MD_{\Sigma_{PHS}} \models^3_{E_{PHS}} \exists x \exists k i. \text{Fin}(x,k)@i .$$

The second statement is that, whenever a run of the $P_{Ex}$ protocol finishes with message $x$ and key $k$, then key $k$ must have been revealed before this run finished. We formalize this statement as

$$P_{Ex} \cup MD_{\Sigma_{PHS}} \models^y_{E_{PHS}} \forall x \exists k i. \text{Fin}(x,k)@i \Rightarrow \exists j. \text{Rev}(k)@j \land j < i .$$

Intuitively, both of these statements hold, as the intruder must reveal the short-term key to construct the expected pair. Formally proving the first statement is rather simple, as we just have to exhibit a satisfying trace. Formally proving the second statement without any additional theory is however quite challenging, as we have to reason about all possible executions of the protocol, which includes reasoning about message deduction modulo $E_{PHS}$. In Chapter 8, we therefore develop a verification theory for proving such statements.

### 7.5. Extended Examples

In the following two subsections, we illustrate our security protocol model on two protocols from the literature: the NAXOS protocol [LLM07], a Diffie-Hellman based authenticated key exchange protocol, and the TESLA protocol [PCTS00], a stream authentication protocol.

#### 7.5.1. The NAXOS Protocol

We use the NAXOS protocol as an example to illustrate the modeling of the constructions and goals underlying recent Authenticated Key Exchange (AKE) protocols. Figure 7.2 depicts the protocol. Each party $x$ has a long-term private key $lk_x$ and a corresponding public key $pk_x = g^{lk_x}$, where $g$ is a generator of the DH group. To start a session, the initiator $I$ first creates a fresh nonce $esk_I$, also known as $I$’s ephemeral (private) key. He then concatenates $esk_I$ with $I$’s long-term private key $lk_I$, hashes the result using $h_1$, and sends $g^{h_1(esk_I,lk_I)}$ to the responder. The responder $R$ stores the received value in a variable $X$, computes a similar value based on his own nonce $esk_R$ and long-term private key $lk_R$, and sends the result to the initiator, who stores the received value in the variable $Y$. Finally, both parties compute a session key ($k_I$ and $k_R$, respectively) whose computation includes their own long-term private keys, such that only the intended partner can compute the same key.

Note that the messages exchanged are not authenticated, as the recipients cannot verify that the expected long-term key was used in the construction of the message.
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The authentication is implicit and only guaranteed through ownership of the correct key. Explicit authentication (e.g., the intended partner was recently alive or agrees on some values) is commonly achieved in AKE protocols by adding a key-confirmation step, where the parties exchange a MAC of the exchanged messages that is keyed with (a variant of) the computed session key.

The key motivation behind recent AKE protocols is that they should achieve their security goals even in the presence of very strong adversaries. For example, the NAXOS protocol is designed to be secure in the eCK security model [LLM07]. In this model, as in the standard Dolev-Yao model, the adversary has complete control over the network and can learn the long-term private keys of all dishonest agents. However, unlike in the Dolev-Yao model, he can additionally, under some restrictions, learn the long-term private key of any agent. This models (weak) Perfect Forward Secrecy (wPFS/PFS): even if the adversary learns the long-term private keys of all the agents, the keys of previous sessions should remain secret [Kra05]. Additionally, this models resilience against Key Compromise Impersonation (KCI): even if the adversary learns the long-term private key of an agent, he should be unable to impersonate as anybody to this agent [JV96]. Moreover, the adversary can learn the session keys of certain sessions. This models both Key Independence (KI), where compromising one session key should not compromise other keys, and resilience against unknown-key share attacks (UKS), where the adversary should not be able to trick other sessions into computing the same key. Finally, the adversary can learn any agent’s ephemeral keys. This models resilience against corrupted random-number generators. All these attack types are modeled in the eCK security model.

Formal Model of Diffie-Hellman Exponentiation

To model the NAXOS protocol, we need a model of Diffie-Hellman (DH) exponentiation. We model the operations of a single DH group $G$ using the signature

$$
\Sigma_{DH} := \{ -^-, -, ^{-1}, \ast, 1 \}
$$

where all function symbols are of sort $\text{msg} \times \ldots \times \text{msg} \rightarrow \text{msg}$. The functions in $\Sigma_{DH}$ model exponentiation, and inversion, multiplication, and the unit in the group of exponents.

<table>
<thead>
<tr>
<th>$I$</th>
<th>$R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>generate fresh $esk_I$</td>
<td>receive $X$</td>
</tr>
<tr>
<td>receive $Y$</td>
<td>generate fresh $esk_R$</td>
</tr>
</tbody>
</table>

$$
k_I = h_2(Y^{lk_I}), \quad (pk_R)^{h_1(esk_I, lk_I)}, \quad Y^{h_1(esk_I, lk_I)}, \quad I, \quad R \quad \quad k_R = h_2((pk_I)^{h_1(esk_R, lk_R)}, \quad X^{lk_R}, \quad X^{h_1(esk_R, lk_R)}, \quad I, \quad R)
$$

Figure 7.2.: The NAXOS protocol.
We model the algebraic properties of these functions using the equations
\[ E_{DH} := \left\{ (x \cdot y) \cdot z \equiv x \cdot (y \cdot z), \quad x \cdot 1 \equiv x, \quad x \cdot y \equiv y \cdot x, \quad x \cdot (y \cdot z) \equiv (x \cdot y) \cdot z, \quad x \cdot 1 \equiv x, \quad x \cdot x^{-1} \equiv 1 \right\}. \]

These equations formalize that repeated exponentiation corresponds to multiplication of the exponents, exponentiation with 1 is the identity, and the exponents form an abelian group. In the remainder of this section, we use \( g \) to denote a public name that is used as a fixed generator of the DH group \( G \).

**Example 20.** Let \( a, b, c, k \) denote fresh names and consider the term \( ((g^a)^b)^{-1} \), which results from exponentiating \( g \) with \( a \), followed by \( b \), followed by \( a \) inverse. As expected, it holds that \( ((g^a)^b)^{-1} = E_{DH} g^{-1} (a \cdot b)^{-1} = E_{DH} g^{-1} b. \) \( \star \)

Note that the equational theory \( E_{DH} \) does not support protocols that perform multiplication in the DH group \( G \). To define such protocols, an additional function symbol \( \ast \) denoting multiplication in the group of exponents, which is a different operation. For example, the equality \( (g^a @ g^b)^c = (g^{(a+c)} @ (g^{(b+c)}) \) holds in all DH groups, but does not necessarily hold if we replace \( @ \) by \( \ast \). Moreover, addition of exponents must be modeled for such protocols to avoid missing attacks. Consider for example a protocol that randomly chooses two exponents \( a \) and \( b \), sends these exponents, receives some exponent \( x \), and checks if \( g^a @ g^b = g^x \). This check succeeds if \( x = a + b \). See [Sch12] for further information about our model of DH exponentiation.

**Formal Model of the NAXOS Protocol**

In our model of the NAXOS protocol, we use terms built over the signature
\[ \Sigma_{NAXOS} := \Sigma_{DH} \cup \{ h_1(\cdot, \cdot), h_2(\cdot, \cdot, \cdot, \cdot) \}. \]

The function symbols \( h_1 \) and \( h_2 \) model hash functions. The equational theory modeling the properties of the functions in \( \Sigma_{NAXOS} \) is \( E_{DH} \). Note that \( h_1 \) and \( h_2 \) are free with respect to \( E_{DH} \), which corresponds roughly to modeling them as random oracles.

We formalize the NAXOS protocol for the eCK model by the set of protocol rules \( P_{NAXOS} \) defined in Figure 7.3. We prefix persistent facts with \( ! \) and consider all other facts except K-facts to be linear by convention. We also use the notational convention that variables without a sorted occurrence are of sort \( msg \). The first rule models the generation and registration of long-term asymmetric keys. An exponent \( lk_A \) is randomly chosen and stored as the long-term key of an agent \( A \). The persistent facts \( !ltk(A, lk_A) \) and \( !Pk(A, g^lk_A) \) denote the association between \( A \) and his long-term private and public keys. The public key is additionally sent to the adversary.

In the rules modeling the initiator and responder, each protocol thread chooses a unique ephemeral key \( esk_I \), which we also use to identify the thread. The first initiator rule chooses the actor \( I \) and the intended partner \( R \), looks up \( I \)’s long-term key, and sends the half-key \( hkl_I \). The fact \( !init_I(esk_I, I, R, lk_I, hkl_I) \) then stores the state of thread \( esk_I \) and the fact \( !Ephk(esk_I, esk_I) \) is added to allow the adversary to reveal the ephemeral key \( esk_I \) (the second argument) of the thread \( esk_I \) (the first argument). The second initiator
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Generate long-term keypair:

\[
\begin{align*}
& \text{Fr}(\ell A) \\
& !\text{Ltk}(A; pub, \ell A) \quad !\text{Pk}(A, g^\ell A) \quad \text{Out}(g^\ell A)
\end{align*}
\]

Initiator step 1:

\[
\begin{align*}
& \text{Fr}(esk_I) \quad !\text{Ltk}(I, \ell k_I) \\
& \text{Init}_I(esk_I, I, R; pub, \ell k_I, h_k_I) \quad !\text{Ephk}(esk_I, esk_I) \quad \text{Out}(h_k_I)
\end{align*}
\]

where \( h_k_I := g \cdot h_I(esk_I, \ell k_I) \)

Initiator step 2:

\[
\begin{align*}
& \text{Init}_I(esk_I, I, R, \ell k_I, h_k_I) \quad !\text{Pk}(R, pk_R) \quad \text{ln}(Y) \\
& \text{Out}(g \cdot h_I(esk_I, \ell k_I)) \\
& \text{Accept}(esk_I, I, R, k_I), \\
& \text{Sid}(esk_I, (\text{Init}, I, R, h_k_I, Y)), \\
& \text{Match}(esk_I, (\text{Resp}, I, R, h_k_I, Y))
\end{align*}
\]

where \( k_I := h_2(Y \cdot \ell k_I, pk_R \cdot h_1(esk_I, \ell k_I), Y \cdot h_1(esk_I, \ell k_I), I, R) \)

Responder:

\[
\begin{align*}
& \text{Fr}(esk_R) \quad !\text{Ltk}(R, \ell k_R) \quad !\text{Pk}(I, pk_I) \quad \text{ln}(X) \\
& \text{Out}(g \cdot h_I(esk_R, \ell k_R)) \\
& \text{Accept}(esk_R, I, R, k_R), \\
& \text{Sid}(esk_R, (\text{Resp}, I, R, h_k_R)), \\
& \text{Match}(esk_R, (\text{Init}, I, R, X, h_k_R))
\end{align*}
\]

where \( h_k_R := g \cdot h_1(esk_R, \ell k_R) \),

and \( k_R := h_2(pk_I \cdot h_1(esk_R, \ell k_R), X \cdot \ell k_R, X \cdot h_1(esk_R, \ell k_R), I, R) \)

Key Reveals for the eCK model:

\[
\begin{align*}
& !\text{Sessk}(tid, k) \quad \text{Out}(k) [\text{SesskRev}(tid)] \\
& \text{Out}(\ell k_A) [\text{LtkRev}(A)] \\
& \text{Out}(\ell k_A) [\text{EphkRev}(tid)]
\end{align*}
\]

Figure 7.3.: The multiset rewriting rules defining \( P_{NAXOS} \)

rule reads the thread’s state, looks up the public key of the intended partner, and receives the half-key \( Y \). The key \( k_I \) is then computed. The action \( \text{Accept}(esk_I, I, R, k_I) \) denotes that the thread \( esk_I \) finished with the given parameters.

To specify when two threads are intended communication partners (“matching sessions”), we include \( \text{Sid}(esk_I, sid) \) and \( \text{Match}(esk_I, sid') \) actions. A thread \( s' \) matches a thread \( s \) if there exists a \( sid \) such that \( \text{Sid}(s', sid) \) and \( \text{Match}(s, sid) \) occur in the trace. By appropriately defining the \( \text{Match} \) actions and session identifier \( sid \), various definitions of matching can be modeled [Cre11].

Finally, the fact \( !\text{Sessk}(esk_I, k_I) \) is added to the second initiator rule to allow revealing the session key \( k_I \). The responder rule works analogously. The final three rules model that, in the eCK model, the adversary can reveal any session, long-term, or ephemeral key. We model the restrictions on key reveals as part of the security property and thus
\[ \varphi_{eCK} := \forall i_1 i_2 s A B k. (\text{Accept}(s, A, B, k)@i_1 \land K(k)@i_2) \Rightarrow \]

// If the session key of the test thread \( s \) is known, then \( s \) must be "not clean".
// Hence either there is a session key reveal for \( s \),
\[ (\exists i_3. \text{SesskRev}(s)@i_3) \]

// or a session key reveal for a matching session,
\[ \lor (\exists s' i_3 i_4 sid. (\text{Sid}(s', sid)@i_3 \land \text{Match}(s, sid)@i_4) \land (\exists i_5. \text{SesskRev}(s')@i_5)) \]

// or if a matching session exists,
\[ \lor \left( \exists s' i_3 i_4 sid. (\text{Sid}(s', sid)@i_3 \land \text{Match}(s, sid)@i_4) \land (\exists i_5 i_6. \text{LtkRev}(A)@i_5 \land \text{EphkRev}(s')@i_6) \right) \]

// or if no matching session exists,
\[ \lor \left( \neg (\exists s' i_3 i_4 sid. (\text{Sid}(s', sid)@i_3 \land \text{Match}(s, sid)@i_4)) \land (\exists i_5 i_6. \text{LtkRev}(A)@i_5 \land \text{EphkRev}(s')@i_6) \right) \]

Figure 7.4.: eCK security definition

record all key reveals in the trace.

We formalize the security of NAXOS in the eCK model by the validity claim

\[ P_{\text{NAXOS}} \cup MD_{\text{NAXOS}} \vdash_{E_{DH}} \varphi_{eCK}, \]

where the trace formula \( \varphi_{eCK} \) is defined in Figure 7.4. Note that \( \varphi_{eCK} \) is a one-to-one mapping of the original definition of eCK security given in [LLM07]. Intuitively, the formula states that if the adversary knows the session key of a thread \( esk_I \), then he must have performed forbidden key reveals. The left-hand side of the implication states that the key \( k \) is known and the right-hand side disjunction states the restrictions on key reveals. We describe each disjunct in the comment above it. Further motivation and variants of these restrictions can be found in [LLM07, Cre11].

7.5.2. The TESLA Protocol

The TESLA protocol [PCTS00] is a stream authentication protocol, i.e., a protocol that authenticates a continuous stream of packets, broadcast over an unreliable and untrusted medium to a group of receivers. One could use a stream authentication protocol for example to provide an authenticated video stream (e.g., a newscast) over the Internet. An important factor in the design of TESLA is throughput. Therefore, apart from the initial message, the protocol does not make use of expensive cryptographic primitives such as public key signatures. The packets of the stream are authenticated.
using message authentication codes (MACs) only. Furthermore, the MACs are cleverly combined with a timed, key commitment and disclosure scheme to ensure a unidirectional, receiver-independent dataflow.

In [PCTS00], two schemes of the TESLA protocol with different message formats are introduced. Scheme 1 generates one fresh MAC key per packet. This scheme does not tolerate any packet loss. Scheme 2 allows for packet-loss using an inverted hash chain. We have modeled both schemes in Tamarin [MS12]. Here, we focus on Scheme 1, as it is slightly simpler.

Following [BL02], the message exchange of Scheme 1 looks as follows from the sender’s perspective.

\[
\text{Msg 0a. } S \leftarrow R: \quad n_R
\]
\[
\text{Msg 0b. } S \rightarrow R: \quad \langle h(k_1), \text{sign}(k_S, \langle h(k_1), n_R \rangle) \rangle
\]
\[
\text{Msg 1. } S \rightarrow R: \quad \langle d_1, \text{mac}(k_1, d_1) \rangle \quad \text{where } d_1 := \langle p_1, h(k_2) \rangle
\]
\[
\text{Msg } n. \quad S \rightarrow R: \quad \langle d_n, \text{mac}(k_n, d_n) \rangle \quad \text{where } d_n := \langle p_n, \langle h(k_{n+1}), k_{n-1} \rangle \rangle
\]

Before sending the stream, the sender accepts setup requests by prospective receivers. Given the nonce \( n_R \), generated by a receiver to ensure freshness, the sender returns a signed commitment, \( h(k_1) \), to the MAC key \( k_1 \) that she will use to authenticate the first packet. Before sending the first packet, the sender generates the MAC key \( k_2 \) that she will use to authenticate the second packet. In the first message, the sender then sends the commitment to this second key, \( h(k_2) \), together with the first packet \( p_1 \). Once a receiver received the first message, he thus has the data \( d_1 \) sent in the first message, its corresponding MAC \( ma_1 \), a commitment \( co_1 \) to the first MAC key, and a commitment \( co_2 \) to the second hash key. Only the commitment \( co_1 \) is authenticated at this point. The TESLA protocol delays the authentication of data to achieve receiver-independence despite the use of symmetric cryptography. After the receipt of the first message, the receiver's state is setup for the receipt of subsequent packets.

In the \( n \)-th step, the sender discloses the MAC key \( k_{n-1} \) that was used to authenticate the data of step \( n-1 \). Receivers can then check whether this key corresponds to the commitment \( co_{n-1} \), and thereby authenticate this key. If this check succeeds, the receivers can also authenticate the data \( d_{n-1} \) by validating it against the received MAC \( ma_{n-1} \). To ensure the security of key disclosure, the TESLA protocol assumes that the clocks of the sender and the receivers are loosely synchronized, and that a receiver does not accept a commitment to a key if it might have been disclosed already. Provided that this security assumption holds, the TESLA protocol guarantees stream authentication, i.e., that no receiver authenticates data that was not sent by the server.

We formalize the statement that Scheme 1 of the TESLA protocol provides stream authentication as follows. We define the signature \( \Sigma_{\text{TESLA}} \) and the equations \( E_{\text{TESLA}} \) as

\[
\Sigma_{\text{TESLA}} := \{ (\_ , \_ ), \text{fst}(\_ ), \text{snd}(\_ ), h(\_ ), \text{mac}(\_ , \_ ), \text{sign}(\_ , \_ ), \text{pk}(\_ ), \text{verify}(\_ , \_ , \_ ), \text{true} \}
\]
\[
E_{\text{TESLA}} := \{ \text{fst}(x, y) \approx x, \text{snd}(x, y) \approx y, \text{verify}(\text{pk}(k), \text{sign}(k, m), m) \approx \text{true} \}.
\]

Using \( \Sigma_{\text{TESLA}} \) and \( E_{\text{TESLA}} \), we can model terms built from pairing, projection, hashing, keyed MACs, and message-hiding signatures. A term \( \text{sign}(k, m) \) denotes the result of signing the message \( m \) with the private-key \( k \). A term \( \text{pk}(k) \) denotes the public-key
corresponding to the private-key \( k \), and a term \( \text{verify}(x, \text{sig}, m) \) denotes a call to the signature verification algorithm with public-key \( x \), signature \( \text{sig} \), and signed message \( m \). If this signature verification succeeds (i.e., if \( x = \text{pk}(k) \) and \( \text{sig} = \text{sign}(k, m) \)), then \( \text{verify}(x, \text{sig}, m) \) returns the constant true, as formalized by the last equation in \( \text{ETESLA} \).

The rules given in Figure 7.5 define the protocol \( \text{PTESLA} \), which formalizes Scheme 1 of the TESLA protocol. As in our other protocol models, we represent agent identities by public names. The first rule models that an agent \( A \) generates a fresh private key \( \text{lk}_A \), stores it in his table of long-term private keys, and registers the corresponding public key \( \text{pk}(A) \) with the certificate authority, which publishes it. Our use of the \( \text{!Pk} \)-facts corresponds to modeling that certificates are predistributed using an authentic channel. The second rule models that the adversary may compromise the private key of any agent. The \( \text{LtkRev} \)-action logs this compromise in the trace such that we can refer to it in the specification of stream authentication.

The third and fourth rule model the setup of a new authenticated stream by some sender \( S \). The third rule models that the sender generates a fresh key \( k_1 \), stores it for the later sending of the first message, \( \text{Snd}_1(S, k_1) \), and forks a process that answers setup requests by receivers, \( \text{!Snd}_0a(S, k_1) \). The fourth rule models the answering of a receiver’s setup request.

The fifth and sixth rule model the setup of a receiver. We model equality checks by adding an \( \text{Eq} \)-action and focusing on only the traces that satisfy the trace formula

\[
\alpha_{\text{Eq}} := (\forall x y i. \text{Eq}(x, y) \oplus i \Rightarrow x \approx y).
\]

Said differently, we filter out all traces that contain an \( \text{Eq}(t, s) \) action with \( t \neq \text{ETESLA} s \). We use the nonce \( n_R \) generated by a receiver to identify him. The action \( \text{Setup}(n_R) \) in the sixth rule states that the receiver \( n_R \) is setup for receiving data from the sender. We use this action later in our formalization of stream authentication.

The seventh and eight rule model the sending of the packets of a stream, as described before. We use \( \text{Sent} \)-actions to mark the sent data. We moreover mark a key commitment as expired whenever its corresponding key is disclosed. We use this to formalize the security assumption underlying the TESLA protocol.

Finally, the last two rules model the receipt of an authenticated stream of packets, as described before. The required checks are performed by the last rule, which works as follows. It retrieves the state \( \text{Rcv}_n(n_R, S, d_{n-1}, m_{n-1}, \text{co}_{n-1}, \text{co}_n) \) from the previous step and waits for the receipt of a message of the form \( (p_n, (\text{co}_{n+1}, k_{n-1}), m_n) \). Upon the receipt of such a message, it checks that the commit \( \text{co}_n \) is not yet expired. In a timed model, this check would be performed by checking whether the current time is less than the expected disclosure time of key \( k_n \). As we do not model time explicitly, we use the trace formula

\[
\alpha_{\text{NotExpired}} := \forall n_R \text{co} j_{ne} j_e. \text{NotExpired}(n_R, \text{co}) \oplus j_{ne} \land \text{Expired}(\text{co}) \oplus j_e \Rightarrow j_{ne} \preceq j_e
\]

to focus on the traces where all non-expiredness checks succeed. We use \( \text{Eq} \)-actions to implement the equality checks and we use the \( \text{Auth}(n_R, S, d_{n-1}) \) action to log that the receiver \( n_R \) claims that data \( d_{n-1} \) was sent by server \( S \).
Public-key infrastructure:

\[
\begin{array}{ccc}
\text{Fr}(l_A) & \text{!Ltk}(A, \text{pub}, l_A) & \text{!Pk}(A, \text{pk}(l_A)) \\
\text{Out}(\text{pk}(l_A)) & \text{!Ltk}(A, l_A) & \text{Out}(l_A) \\
\end{array}
\]

Sender setup:

\[
\begin{array}{ccc}
\text{Fr}(k_1) & \text{!Snd}_{\text{OA}}(S, k_1) & \text{In}((S, n_R)) \\
\text{!Snd}_{\text{OA}}(S, k_1) & \text{!Ltk}(S, l_S) & \text{Out}((\text{h}(k_1), \text{sign}(l_S, \text{h}(k_1), n_R))) \end{array}
\]

Receiver setup:

\[
\begin{array}{c}
\text{Fr}(n_R) \\
\text{Rcv}_{\text{OB}}(n_R, S; \text{pub}) & \text{Out}((S, n_R)) \end{array}
\]

\[
\begin{array}{c}
\text{Rcv}_{\text{OB}}(n_R, S) \\
\text{In}((\text{co}_1, \text{sig})) & \text{!Pk}(S, \text{pk}_S) \\
\text{Eq}((\text{verify}(\text{pk}_S, \text{sig}, (\text{co}_1, n_R)), \text{true})), \text{Setup}(n_R) \\
\end{array}
\]

Stream sending: for \( d_1 := (p_1, \text{h}(k_2)) \) and \( d_n := (p_n, \text{h}(k_{n+1}), k_{n-1}) \)

\[
\begin{array}{ccc}
\text{Snd}_{\text{I}}(S, k_1) & \text{Fr}(p_1) & \text{Fr}(k_2) \\
\text{Snd}_{n}(S, k_1, k_2) & \text{Out}((d_1, \text{mac}(k_1, d_1))) \end{array}
\]

\[
\begin{array}{ccc}
\text{Snd}_{n}(S, k_{n-1}, k_n) & \text{Fr}(p_n) & \text{Fr}(k_{n+1}) \\
\text{Snd}_{n}(S, k_n, k_{n+1}) & \text{Out}((d_n, \text{mac}(k_n, d_n))) \end{array}
\]

Stream receiving: for \( d_1 := (p_1, \text{co}_2) \) and \( d_n := (p_n, \text{co}_{n+1}, k_{n-1}) \)

\[
\begin{array}{c}
\text{Rcv}_{\text{I}}(n_R, S, \text{co}_1) \\
\text{Rcv}_{n}(n_R, S, d_1, \text{ma}_1, \text{co}_1, \text{co}_2) \\
\text{Rcv}_{n}(n_R, S, d_{n-1}, \text{ma}_{n-1}, \text{co}_{n-1}, \text{co}_n) \\
\text{Rcv}_{n}(n_R, S, d_n, \text{ma}_n, \text{co}_n, \text{co}_{n+1}) \\
\end{array}
\]

\[
\begin{array}{c}
\text{NotExpired}(n_R, \text{co}_n), \text{Eq}(\text{co}_{n-1}, \text{h}(k_{n-1})), \text{Eq}(\text{ma}_{n-1}, \text{mac}(k_{n-1}, d_{n-1})), \text{Auth}(n_R, S, d_{n-1}) \end{array}
\]

Figure 7.5.: The multiset rewriting rules defining \( P_{\text{TESLA}} \)
A first attempt at formalizing that Scheme 1 of the TESLA protocol satisfies stream authentication, provided its security assumption holds, is the validity claim

\[ P_{TESLA} \cup MD_{\Sigma TESLA} \models_{E_{TESLA}} \alpha_{\text{Eq}} \land \alpha_{\text{NotExpired}} \Rightarrow \varphi_{\text{Auth}} \]

for \( \varphi_{\text{Auth}} := \forall n_R S d i. \text{Auth}(n_R, S, d)@i \Rightarrow (\exists j. \text{Sent}(S, d)@j) \lor (\exists j. \text{LtkRev}(S)@j) \).

This claim states that stream authentication is guaranteed under the assumption that the non-expiredness checks of all receivers succeed and the sender’s long-term key was never revealed. This claim holds, but we prefer a statement that only excludes failed non-expiredness checks for the receiver making the authentication claim. Moreover, we also expect that it is sufficient to exclude reveals of the sender’s long-term key before the receiver was setup. We formalize this version of stream authentication by the validity claim

\[ P_{TESLA} \cup MD_{\Sigma TESLA} \models_{E_{TESLA}} \alpha_{\text{Eq}} \Rightarrow \varphi_{\text{Auth}} \]

for \( \varphi_{\text{Auth}} := \forall n_R S d i. \text{Auth}(n_R, S, d)@i \Rightarrow \)

\[
\begin{align*}
(1) & \quad \lor (\exists j_s j_r. \text{Setup}(n_R)@j_s \land \text{LtkRev}(S)@j_r \land j_r < j_s) \\
(2) & \quad \lor (\exists co j_e j_ne. \text{NotExpired}(n_R, co)@j_ne \land \text{Expired}(co)@j_e \land j_e < j_ne \land j_ne < i).
\end{align*}
\]

This claim states that all data authenticated by a receiver \( n_R \) was sent by the claimed sender, provided that (1) the sender’s long-term key was not revealed before receiver \( n_R \) received the first key commitment and (2) no earlier expiredness check of receiver \( n_R \) failed. This claim also holds and its proof represents strong evidence that Scheme 1 of the TESLA protocol works as intended, even in the presence of a strong adversary. To reduce the chance of modeling errors, we further verify that an authentication claim is reachable under the assumption that all non-expiredness checks succeed; i.e., we verify the satisfiability claim

\[ P_{TESLA} \cup MD_{\Sigma TESLA} \models_{E_{TESLA}} \exists n_R S d i. \text{Auth}(n_R, S, d)@i \]

The TAMARIN prover verifies both the validity of \( \varphi_{\text{Auth}} \) and this executability check in less than three seconds, as shown in Section 9.3.
In this chapter, we give a calculus for proving and disproving $R,E$-satisfiability and $R,E$-validity claims. We exploit the duality of validity and satisfiability to convert all validity claims to satisfiability claims. We reason about satisfiability claims using constraint solving to perform an exhaustive, symbolic search for satisfying traces. We use constraint systems to represent the intermediate states of our search and we give a set of constraint-reduction rules that solve individual constraints in these systems. The solving of individual constraints corresponds to an incremental construction of a satisfying trace. We develop and explain our calculus in four sections, which we outline below.

In Section 8.1, we introduce dependency graphs, which are a more precise representation of the execution of multiset rewriting systems than (action-)traces. They consist of the sequence of rewriting rule instances corresponding to a system’s execution and their causal dependencies, similar to strand spaces [THG99]. We use dependency graphs to denote the solutions of our constraint systems.

In Section 8.2 we introduce guarded trace properties, which are an expressive subset of trace formulas. We then show how to use constraint solving to check $R,E$-satisfiability of guarded trace properties modulo equational theories for which a complete and finitary unification algorithm exists. This constraint solving can be seen as a basic backwards reachability analysis. It works well for reasoning about non-looping parts of protocols, e.g., the linear roles of security protocols like NAXOS [LLM07] (described in Section 7.5.1). However, it does not suffice to effectively reason about message deduction or looping parts of protocols, e.g., the streaming of the authenticated packets in the TESLA protocol [PCTS00] (described in Section 7.5.2). We remedy these problems in sections 8.3 and 8.4.

In Section 8.3, we show how to exploit induction over the traces of a multiset rewriting system to improve the effectiveness of our constraint-reduction rules. In our case studies, we exploit trace induction to effectively reason about several types of loops, e.g., the ones occurring in the TESLA protocol.

In Section 8.4, we give additional constraint-reduction rules that allow us to effectively reason about message deduction. We develop these rules by generalizing the ideas behind decryption-chain reasoning from Part I to certain equational theories, e.g., a theory modeling Diffie-Hellman exponentiation combined with an arbitrary subterm-convergent rewriting theory.

We do not have a formal characterization of the set of protocols that can be analyzed using the constraint-reduction rules given in this chapter. We therefore validate their usefulness on a wide range of case studies in Section 9.3. Moreover, as none of our rules is specifically tailored to an individual case study, we expect our rules to be sufficient to analyze many further case studies that rely on correctness arguments similar to the ones underlying our case studies. Nevertheless, there will always be protocols that one
cannot analyze using our constraint-reduction rules, as $R, E$-satisfiability is undecidable in general. For such protocols, one may use sections 8.3 and 8.4 as blueprints for the development of further constraint-reduction rules that codify the key correctness arguments underlying these protocols.

Note that many of our notions are parametrized by an equational theory and a set of multiset rewriting rules; e.g., $R, E$-traces or $R, E$-satisfiability. In the rest of this thesis, we take the liberty to omit these parameters when they are clear from the context. We moreover use the convention that, by default, $R$ denotes a multiset rewriting system, $P$ a protocol, and $E$ an equational theory.

### 8.1. Dependency Graphs

We use dependency graphs to represent protocol executions together with their causal dependencies. A dependency graph consists of nodes labeled with rule instances and edges represent dependencies between the nodes. We first present an example of a dependency graph and then give its formal definition.

**Example 21 (Dependency Graph).** Figure 8.1 shows a dependency graph for an execution of $P_{Ex}$ from Example 18. Note that all rule instances are ground. Nodes 1 and 2 are rule instances that create fresh names. Node 3 is an instance of the first protocol rule. Node 4 is an instance of the key reveal rule. Nodes 5–9 are instances of message deduction rules and denote that the adversary receives a ciphertext and its key, decrypts the ciphertext, pairs the resulting cleartext with itself, and sends the
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result to an instance of the second protocol rule, Node 10. The edges denote causal dependencies: an edge from a conclusion of node \( i \) to a premise of node \( j \) denotes that the corresponding fact is generated by \( i \) and consumed by \( j \). Since this is a dependency graph modulo \( E_{PHS} \), it is sufficient that each pair of generated and consumed facts is equal modulo \( E_{PHS} \).

Formally, let \( E \) be an equational theory and \( R \) be a multiset rewriting system. We say that \( dg := (I,D) \) is an \( R,E \)-dependency graph if \( I \in \text{ginsts}(R \cup \{ \text{FRESH}\})^*, D \subseteq \mathbb{N}^2 \times \mathbb{N}^2, \) and \( dg \) satisfies the conditions \( \text{DG1-4} \) listed below. To state these conditions, we introduce the following definitions. We call \( \text{idx}(I) \) the nodes and \( D \) the edges of \( dg \). We write \( (i,u) \mapsto (j,v) \) for the edge \( ((i,u),(j,v)) \). Let \( I := [l_1 \leftarrow a_1 \rightarrow r_1, \ldots, l_n \leftarrow a_n \rightarrow r_n] \). The trace of \( dg \) is \( \text{trace}(dg) := \{ \text{set}(a_1), \ldots, \text{set}(a_n) \} \). A conclusion of \( dg \) is a pair \( (i,u) \) such that \( i \) is a node of \( dg \) and \( u \in \text{idx}(r_i) \). The corresponding conclusion fact is \((r_i)_u\). A premise of \( dg \) is a pair \( (i,u) \) such that \( i \) is a node of \( dg \) and \( u \in \text{idx}(l_i) \). The corresponding premise fact is \((l_i)_u\). A conclusion or premise is linear if its fact is linear.

\begin{enumerate}
\item[DG1] For every edge \( (i,u) \mapsto (j,v) \in D \), it holds that \( i < j \) and the conclusion fact of \( (i,u) \) is equal modulo \( E \) to the premise fact of \( (j,v) \).
\item[DG2] Every premise of \( dg \) has exactly one incoming edge.
\item[DG3] Every linear conclusion of \( dg \) has at most one outgoing edge.
\item[DG4] The \text{FRESH} rule instances in \( I \) are unique.
\end{enumerate}

We denote the set of all \( R,E \)-dependency graphs by \( \text{dgraphs}_E(R) \).

Note that dependency graphs provide us with an alternative formulation of the multiset rewriting semantics given in Chapter 7, as formalized by the following theorem. We exploit this alternative semantics in our backwards reachability analysis by incrementally constructing dependency graphs instead of (action-)traces.

**Theorem 3.** For every multiset rewriting system \( R \) and every equational theory \( E \),

\[
\text{ traces}_E(R) = E \{ \text{trace}(dg) \mid dg \in \text{dgraphs}_E(R) \}.
\]

**Proof.** By induction over the sequence of multiset rewriting steps. \( \square \)

8.2. Basic Backwards Reachability Analysis

Let \( R \) be a multiset rewriting system and \( E \) be an equational theory with a complete and finitary unification algorithm. In this section, we explain how we use constraint solving to perform a basic backwards reachability analysis for checking \( R,E \)-satisfiability of guarded trace properties. We explain this as follows.

We first define guarded trace properties. Then, we give the syntax and semantics of constraints and constraint systems. Finally, we give the set of constraint-reduction rules that we use for our basic backwards reachability analysis and illustrate their use on an example.
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8.2.1. Guarded Trace Properties

In the remainder of this section, let \( f \) range over facts and \( i, j \) over temporal variables. A trace formula \( \varphi \) is in negation normal form if it is built such that negation is only applied to trace atoms and all its other logical connectives are \( \land, \lor, \forall, \) or \( \exists \). Such a trace formula \( \varphi \) is a guarded trace formula if all its quantifiers are of the form \( \exists x. (f @ i) \land \psi \) or \( \forall x. \neg(f @ i) \lor \psi \) for an action \( f @ i \), a guarded trace formula \( \psi \), and \( x \in \text{vars}(f @ i) \cap (\mathcal{V}_{msg} \cup \mathcal{V}_{temp}) \) for every \( x \in \mathcal{x} \).

Note that we restrict both universal and existential quantification and, as a result, the set of guarded trace properties is closed under negation. This, together with the support for quantifier alternations and the explicit comparison of timepoints, makes guarded trace properties well-suited for specifying security properties. The restriction of quantification to temporal and message variables only is a technical requirement, which simplifies later proofs. This restriction was no practical limitation in our case studies and it can be lifted if required.

A guarded trace formula \( \varphi \) is a guarded trace property if it is closed and \( t \in \mathcal{V} \cup \mathcal{PN} \) holds for all terms \( t \) occurring in \( \varphi \). Note that all terms in a guarded trace property are either variables or public names. This is not a limitation in practice since the terms required to express a security property can be added to the actions of a protocol’s rewriting rules. This restriction of guarded trace properties implies that all their quantified variables are instantiated with terms or indices that occur in the trace. We exploit this during constraint solving.

Note that in our case studies, it was possible to automatically convert the specified security properties, including the eCK model from Figure 7.4 and the stream authentication from Section 7.5.2, to guarded trace properties. The conversion first rewrites the given formula to negation normal form, pushes quantifiers inward, and reorders conjunctions and disjunctions to ensure that the guarding actions come first. Then, it replaces each body \( \varphi \) of a universal quantifier that is not a disjunction with \( \neg \varphi \lor \bot \). The rewriting for existential quantifiers is analogous.

Example 22 (Guarded Trace Property). Recall the validity claim

\[ P_{Ex} \cup MD_{cP H S} \models_{E_{P H S}} \varphi \quad \text{for} \quad \varphi := \forall x k i. \text{Fin}(x, k) @ i \Rightarrow \exists j. \text{Rev}(k) @ j \land j \not< i \]

from Example 19 on page 82, which formalizes that, for a run of the \( P_{Ex} \) protocol to finish, the corresponding short-term key must have been revealed. The trace formula characterizing all counter-examples to this validity claim is \( \neg \varphi \). Using our conversion, we obtain the guarded trace property \( \exists x k i. \text{Fin}(x, k) @ i \land \forall j. (\neg(\text{Rev}(k) @ j) \lor - (j \not< i)) \). which is equivalent to \( \exists x k i. \text{Fin}(x, k) @ i \land (\forall j. \text{Rev}(k) @ j \Rightarrow - (j \not< i)). \)

8.2.2. Syntax and Semantics of Constraint Systems

In the remainder of this section, let \( ri \) range over multiset rewriting rule instances, \( u \) and \( v \) over natural numbers, and \( \varphi \) over guarded trace formulas. A graph constraint is either a node \( i : ri \), a premise \( f \triangleright_u i \), or an edge \( (i, u) \mapsto (j, v) \). A constraint is either a guarded trace formula or a graph constraint. We denote the set of all constraints by \( \text{Constraint} \). A constraint system is a finite set of constraints.
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A structure is a tuple \((dg, \theta)\) of a dependency graph \(dg = (I, D)\) and a valuation \(\theta\). We denote the application of the homomorphic extension of \(\theta\) to a rule instance \(ri\) by \(ri\theta\). We define when the structure \((dg, \theta)\) satisfies a constraint \(\gamma\) modulo \(E\), written \((dg, \theta) \models_E \gamma\), as follows.

\[
\begin{align*}
(dg, \theta) \models_E i : ri & \iff \theta(i) \in idx(I) \text{ and } ri\theta =_E I_\theta(i) \\
(dg, \theta) \models_E f \circ_v i & \iff \theta(i) \in idx(I) \text{ and } f\theta =_E \text{prems}(I_\theta(i))_v \\
(dg, \theta) \models_E (i, u) \rightarrow (j, v) & \iff (\theta(i), u) \rightarrow (\theta(j), v) \in D \\
(dg, \theta) \models_E \varphi & \iff (\text{trace}(dg), \theta) \models_E \varphi
\end{align*}
\]

The structure \((dg, \theta)\) satisfies a constraint system \(\Gamma\) modulo \(E\), written \((dg, \theta) \models_E \Gamma\), if \((dg, \theta)\) satisfies each constraint in \(\Gamma\) modulo \(E\).

Let \(R\) be a multiset rewriting system. We say that \((dg, \theta)\) is an \(R, E\)-model of \(\Gamma\), if \(dg\) is an \(R, E\)-dependency graph and \((dg, \theta) \models_E \Gamma\). An \(R, E\)-solution of \(\Gamma\) is an \(R, E\)-dependency graph \(dg\) such that there is a valuation \(\theta\) with \((dg, \theta) \models_E \Gamma\). Note that the free variables of a constraint system are therefore existentially quantified. We write \(\text{sols}_{R,E}(\Gamma)\) to denote the set of all \(R, E\)-solutions of \(\Gamma\).

### 8.2.3. Basic Constraint-Reduction Rules

We first give an example to provide intuition for our backwards reachability analysis. Then, we define the basic constraint-reduction rules. Together they give rise to the constraint-reduction relation \(\sim_{R,E}^{\text{basic}}\), which formalizes our basic backwards reachability analysis. Afterwards, we prove the correctness and completeness of \(\sim_{R,E}^{\text{basic}}\), define when a constraint system is solved, and show how to construct solutions from solved constraint systems. Finally, we explain how to use \(\sim_{R,E}^{\text{basic}}\) for formally proving \(R, E\)-validity statements and give an example of such a proof.

**Example 23** (Intuition for Our Backwards Reachability Analysis). Consider the protocol \(P_{Ex}\) from Example 18 and the satisfiability claim

\[P_{Ex} \cup MD_{\Sigma_{PHS}} \models_{E_{PHS}}^3 \varphi \quad \text{for } \varphi := \exists k. \text{Rev}(k)@i.\]

We can prove this claim by exhibiting a trace of \(P_{Ex}\) that satisfies \(\varphi\). The main difficulty in such a proof is finding a satisfying trace. In our approach, we search for a satisfying
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trace by searching for a \((P_{Ex} \cup M\Sigma_{PHS}), E_{PHS}\)-dependency graph whose trace satisfies \(\varphi\). To represent the state of this search, we use our constraint systems as follows.

We start by observing that the traces of all \((P_{Ex} \cup M\Sigma_{PHS}), E_{PHS}\)-solutions of the constraint system \(\{\varphi\}\) are exactly the traces of \(P_{Ex}\) that satisfy \(\varphi\). This holds due to the definition of \(\models\) and Theorem 3. It is therefore sufficient to search for a \((P_{Ex} \cup M\Sigma_{PHS}), E_{PHS}\)-solution of \(\{\varphi\}\) to find a satisfying trace of \(P_{Ex}\).

In this example, we search for such a solution by transforming the constraint system \(\{\varphi\}\) in a step-by-step manner without changing its set of solutions until we arrive either at

(i) a trivially unsolvable constraint system or

(ii) a system that is solved in the sense that we can trivially construct a solution for it.

Because we ensure that the set of solutions is invariant under these transformations, Case (i) would entail that \(P_{Ex}\) does not satisfy \(\varphi\), while Case (ii) provides us with a concrete trace witnessing that \(P_{Ex}\) satisfies \(\varphi\). Note that, in general, we need case distinctions to make progress, and the state of our search is therefore a set of constraint systems. We show later how to generalize the above termination condition accordingly.

In the following three steps, we transform \(\{\varphi\}\) to a solved constraint system without changing its set of solutions.

First, note that the solutions of \(\{\varphi\} = \{\exists k \ i. Rev(k)@i\}\), are equal to the solutions of \(\{Rev(k)@i\}\), as the free variables of a constraint system are existentially quantified. As there is only one rule in \(P_{Ex} \cup M\Sigma_{PHS} \cup \{\text{Fresh}\}\) whose instances have a \(Rev\)-action, the solutions of \(\{\varphi\}\) are therefore equal to the solutions of \(\Gamma_1 : = \left\{i : \frac{\text{Key}(k)}{\text{Out}(k)}[\text{Rev}(k)]\right\} \). 

Second, in all solutions of the constraint system \(\Gamma_1\), the \(\text{Key}\)-premise of node \(i\) must have an incoming edge from a \(\text{Key}\)-conclusion. As there is only one rule in \(P_{Ex} \cup M\Sigma_{PHS} \cup \{\text{Fresh}\}\) whose instances have a \(\text{Key}\)-conclusion, the solutions of \(\Gamma_1\) are therefore equal to the solutions of 

\[\Gamma_2 := \left\{i : \frac{\text{Key}(k)}{\text{Out}(k)}[\text{Rev}(k)], j_1 : \frac{\text{Fr}(x)}{\text{St}(x,k)} \frac{\text{Fr}(k)}{\text{Out}(\text{enc}(x,k))} \frac{\text{Key}(k)}{(j_1,3) \Rightarrow (i,1)}\right\}.\]

As one can see, the textual representation of constraint systems quickly becomes unwieldy and we therefore use a graphical representation analogous to the one we use for dependency graphs. We depict the constraint system \(\Gamma_2\) in Figure 8.2.

Third, note that system \(\Gamma_2\) contains two \(\text{Fr}\)-premises without incoming edges. There is only one rule in \(P_{Ex} \cup M\Sigma_{PHS} \cup \{\text{Fresh}\}\) that provides a corresponding \(\text{Fr}\)-conclusion, the \(\text{Fresh}\) rule. Hence, the solutions of \(\Gamma_2\) are equal to the solutions of the constraint system \(\Gamma_3\) depicted in Figure 8.2.

The system \(\Gamma_3\) is the solved constraint system that we were looking for. We can construct a solution from it by topologically sorting its nodes and instantiating all variables with the corresponding trace indices or distinct fresh names. The corresponding trace \([\{\text{Rev}(k)\}]\) witnesses that \(P_{Ex}\) satisfies \(\varphi\). ⊠
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\[ S_{@i} : \quad \Gamma \rightsquigarrow \parallel_{\text{ri} \in R} f \in \text{acts}(ri) (i : ri, f \approx f', \Gamma) \quad \text{if } (f @ i) \in \Gamma; \quad f @ i \notin E \text{ as } \Gamma \]

\[ S_{\approx} : \quad \Gamma \rightsquigarrow \parallel_{\sigma \in \text{unif}_{\text{fr}}(\Gamma)(t_1, t_2)} (\Gamma \sigma) \quad \text{if } (t_1 = t_2) \in \Gamma; \quad t_1 \neq t_2 \]

\[ S_{i} : \quad \Gamma \rightsquigarrow \Gamma \{ i/j \} \quad \text{if } (i \neq j) \in \Gamma; \quad i \neq j \]

\[ S_{\bot} : \quad \Gamma \rightsquigarrow \bot \quad \text{if } \bot \in \Gamma \]

\[ S_{i,j} : \quad \Gamma \rightsquigarrow \bot \quad \text{if } -(f @ i) \in \Gamma \text{ and } (f @ i) \in E \text{ as } \Gamma \]

\[ S_{i,j} : \quad \Gamma \rightsquigarrow \bot \quad \text{if } -(t_1 \approx t_2) \in \Gamma \text{ and } t_1 = t_2 \]

\[ S_{i,j} : \quad \Gamma \rightsquigarrow \bot \quad \text{if } -(i \approx i) \in \Gamma \]

\[ S_{i,j} : \quad \Gamma \rightsquigarrow (i < j, \Gamma) \parallel (i \neq j, \Gamma) \quad \text{if } -(j < i) \in \Gamma; \quad \text{neither } i < j \text{ nor } i \neq j \]

\[ S_{\varphi_1,\varphi_2} : \quad \Gamma \rightsquigarrow (\varphi_1, \Gamma) \parallel (\varphi_2, \Gamma) \quad \text{if } (\varphi_1 \lor \varphi_2) \in \Gamma; \quad \varphi \notin \Gamma \text{ and } \varphi_2 \notin \Gamma \]

\[ S_{\varphi_1,\varphi_2} : \quad \Gamma \rightsquigarrow (\varphi_1, \varphi_2, \Gamma) \quad \text{if } (\varphi_1 \land \varphi_2) \in \Gamma; \quad \text{not } \{ \varphi_1, \varphi_2 \} \subseteq \Gamma \]

\[ S_{\bot} : \quad \Gamma \rightsquigarrow (\varphi \{ y/x \}, \Gamma) \quad \text{if } (\exists x s, \varphi) \in \Gamma \text{ and } y:s \text{ fresh; } \varphi \{ w/x \} \notin \Gamma \text{ for every term } w \text{ of sort } s \]

\[ S_{\pi} : \quad \Gamma \rightsquigarrow (\psi \sigma, \Gamma) \quad \text{if } (\forall x \exists \varphi \sigma) \in \Gamma \text{ and } \text{dom}(\sigma) = \text{set}(\dot{x}) \text{ and } (f @ i) \sigma \in E \text{ as } \Gamma; \quad \psi \sigma \notin \Gamma \]

\[ D_{\text{libl}} : \quad \Gamma \rightsquigarrow (ri \approx ri', \Gamma) \quad \text{if } \{ i : ri, i : ri' \} \subseteq \Gamma; \quad ri \neq ri' \]

\[ D_{\text{ch}} : \quad \Gamma \rightsquigarrow \bot \quad \text{if } i < \Gamma \]

\[ D_{\text{c}} : \quad \Gamma \rightsquigarrow (f \approx f', \Gamma) \quad \text{if } c \Rightarrow p \in \Gamma \text{ and } (c, f) \in \text{cs}(\Gamma) \text{ and } (p, f') \in \text{ps}(\Gamma); \quad f \neq f' \]

\[ D_{\varphi} : \quad \Gamma \rightsquigarrow (f \Rightarrow \varphi i, \Gamma) \quad \text{if } (((i, v), f) \in \text{ps}(\Gamma); \quad (f \Rightarrow \varphi i) \notin \Gamma \]

\[ S_{\varphi} : \quad \Gamma \parallel_{\text{ri} \in R_{\text{Fr}}(\{ \text{Fu} \})} u \in \text{idx}(\text{concs}(ri)) (i : ri, (i, u) \Rightarrow (j, v), \Gamma) \quad \text{if } (f \Rightarrow \varphi i) \in \Gamma \text{ and } i \text{ fresh; } \text{there is no } c \text{ such that } (c \Rightarrow (j, v)) \in \Gamma \]

\[ D_{\text{in}} : \quad \Gamma \rightsquigarrow (i = j, \text{ then } (i \approx j, \Gamma) \text{ else } \bot) \text{ if } \{(i, v) \Rightarrow p, (j, u) \Rightarrow p\} \subseteq \Gamma; \quad (i, v) \neq (j, u) \]

\[ D_{\text{out}} : \quad \Gamma \rightsquigarrow (i = j, \text{ then } (i \approx j, \Gamma) \text{ else } \bot) \text{ if } \{(c \Rightarrow (i, v), c \Rightarrow (j, u)) \subseteq \Gamma \text{ and } c \text{ linear in } \Gamma; \quad (i, v) \neq (j, u) \]

\[ D_{\text{Fr}} : \quad \Gamma \rightsquigarrow (i = j, \text{ then } (i \approx j, \Gamma) \text{ else } \bot) \text{ if } \{ i : \neg \{ \text{Fr}(m) \}, j : \neg \{ \text{Fr}(m) \} \} \subseteq \Gamma; \quad i \neq j \]

We assume that the multiset rewriting rules in \( R \) are renamed apart from \( \Gamma \). We write \( \rightsquigarrow_{R,E}^{\text{basic}} \) as \( \rightsquigarrow \) and the empty set of constraint systems \( \emptyset \) as \( \bot \). We write \( \Gamma \rightsquigarrow \Gamma_1 \parallel \ldots \parallel \Gamma_n \) for \( \Gamma \rightsquigarrow \{ \Gamma_1, \ldots, \Gamma_n \} \), which denotes an \( n \)-fold case distinction. Note that \( \Gamma \rightsquigarrow \Gamma' \) abbreviates \( \Gamma \rightsquigarrow \{ \Gamma' \} \).

Figure 8.3.: Rules defining the constraint-reduction relation \( \rightsquigarrow_{R,E}^{\text{basic}} \).
We formalize the reasoning that we used in the above example by the constraint-reduction relation $\sim_{R,E}^{\text{basic}}$ defined shortly. Its definition relies on the following additional conventions and definitions. We extend the equality $\equiv$ over terms to facts and rule instances by interpreting the constructors for facts and rule instances as free function symbols. For a constraint system $\Gamma$, its actions as($\Gamma$), premises ps($\Gamma$), and conclusions cs($\Gamma$) of $\Gamma$ are

\[
\text{as}(\Gamma) := \{ f \circ i \mid \exists \, a. (i : l \rightarrow a) \in \Gamma \land f \in a \},
\]
\[
\text{ps}(\Gamma) := \{ \{(i, u), l_u\} \mid \exists \, r. (i : l \rightarrow a) \in \Gamma \land u \in \text{idx}(l) \}, \quad \text{and}
\]
\[
\text{cs}(\Gamma) := \{ \{(i, v), r_v\} \mid \exists \, a. (i : l \rightarrow a) \in \Gamma \land v \in \text{idx}(r) \}.
\]

The temporal order of $\Gamma$ is $(\preceq^\Gamma) := \{(i, j) \mid (i < j) \in \Gamma \lor \exists \, v. (i, u) \Rightarrow (j, v) \in \Gamma \}^+$. A constraint-reduction relation $\Rightarrow$ is a relation between constraint systems and sets of constraint systems. We use sets of constraint systems to represent case distinctions. We say that $\Rightarrow$ is $R, E$-correct if sols$^{R,E}_\Gamma(\Gamma) \supseteq \bigcup_{\Gamma' \sim \Gamma} \text{sols}^{R,E}_{\Gamma'}(\Gamma')$ for every $\Gamma \sim \Gamma'$. We say that $\Rightarrow$ is $R, E$-complete if sols$^{R,E}_\Gamma(\Gamma) \subseteq \bigcup_{\Gamma' \sim \Gamma} \text{sols}^{R,E}_{\Gamma'}(\Gamma')$ for every $\Gamma \sim \Gamma'$. Intuitively, correctness ensures that $\Rightarrow$ does not introduce false solutions, while completeness ensures that $\Rightarrow$ does not remove any solutions. Note that we use a bold greek letters, like $\Gamma$, to denote sets of constraint systems.

The basic constraint-reduction relation $\sim_{R,E}^{\text{basic}}$ is defined by the constraint-reduction rules given in Figure 8.3. Our naming scheme embodies that an $S_{\gamma}$-rule solves the constraint $\gamma$, while a $DG_{x}$-rule ensures the consistency of the constraint systems with one of the properties $\text{DG1-4}$ of dependency graphs. In the following, we first explain the $S_{\equiv}$ rule together with notational details. We then explain the rest of the rules for solving guarded trace formulas. Afterwards, we explain the rules for ensuring consistency with the properties of dependency graphs.

The rule $S_{\equiv}$ solves an action constraint $f \circ i$. It performs a case distinction over all actions $f'$ of every multiset rewriting rule $ri$ in $R$ and introduces in each case the constraints $i : ri$ and $f \equiv f'$, which formalize that the rule instance $ri$ might give rise to the action $f \circ i$. For our search to be complete, we require case distinctions to be finite. This is the case for the rule $S_{\equiv}$, as a multiset rewriting system is a finite set of multiset rewriting rules. The framed part of the rule’s side-condition excludes applications to solved action constraints. The underlined constraint in the rule’s side-condition marks the constraint that is solved by this rule.

In general, the unframed part of a rule’s side-condition ensures that the rule is complete. The framed part additionally excludes applying a rule to a constraint system from which we can extract a solution. This is crucial for our later definition of a solved constraint system as a constraint system to which no further constraint-reduction rule applies.

The rest of the rules for solving guarded trace formulas work as follows. The rule $S_{\gamma}$ solves an equality between two terms by performing a case distinction over all possible $E$-unifiers. This case distinction is finite, as we restrict ourselves to equational theories with finitary unification. The rule $S_{\gamma}$ solves an equality between two temporal variables by substituting all occurrences of one by the other. The rules $S_{1}$, $S_{\equiv}$, $S_{\lozenge}$, $S_{\circlearrowright}$ prune constraint systems that contain $\bot$ or contradict a negated action constraint or a negated equality. The rule $S_{\gamma}$ performs a case distinction to solve negated timepoint ordering constraints. The rule $S_{\gamma}$ performs a case distinction to solve a disjunction. The rule $S_{\gamma}$
adds the conjuncts of a conjunction to the constraint system. The rule $S_3$ ensures that, for every existential quantification $\exists x. s. \varphi$, there is at least one term $w$ of sort $s$ such that $\varphi\{w/x\}$ holds. The rule $S_1$ saturates the constraint system with all consequences implied by the actions of the constraint system and its universally quantified guarded trace formulas. It uses matching modulo $E$ to find candidate substitutions. It checks whether $\psi\sigma \not\in E \Gamma$ modulo renaming of bound variables to avoid introducing the consequence multiple times. This check suffices to avoid redundant applications, as we never remove a guarded trace formula from the constraint system.

The rules for ensuring consistency with the properties of dependency graphs work as follows. The rule $DG_{lbl}$ ensures that nodes are uniquely labeled. It relies on the rule $S\approx$ for solving the introduced equality. The rule $DG_{uni}$ prunes constraint systems where $\Gamma$ is not a strict partial order. The rule $DG_{uni}$ ensures that edges connect equal facts. Like rule $DG_{lbl}$, it relies on the rule $S\approx$ for solving the introduced equality. The rule $DG_{uni}$ generates premise constraints for the premises of all nodes. The rule $S_\ast$ then solves these constraints and relies on the rule $DG_{uni}$ to enforce the equality between conclusions and premises. Together, the rules $DG_{uni}$ and $S_\ast$ therefore ensure that every premise of every node has at least one incoming edge. Note that we split the generation and solving of premise constraints to simplify the later definition of special constraint-reduction rules for solving premise constraints stemming from message deduction rules. The rule $DG_{in}$ ensures that every premise has at most one incoming edge and the rule $DG_{out}$ ensures that each linear conclusion has at most one outgoing edge. The rule $DG_{Fr}$ ensures that instances of the $\text{Fresh}$ multiset rewriting rule are unique.

**Formal Properties of $\sim_{\text{basic}}^{R,E}$**

We first prove that $\sim_{\text{basic}}^{R,E}$ is correct and complete. Then, we define the notions of wellformed constraint systems and wellformed constraint-reduction relations and show that $\sim_{\text{basic}}^{R,E}$ is a wellformed constraint-reduction relation. Finally, we define the notion of solved constraint systems and show that we can extract a solution from every solved constraint system.

**Theorem 4.** The constraint-reduction relation $\sim_{\text{basic}}^{R,E}$ is correct and complete.

*Proof (sketch of the complete proof on page 177).* Note that all rules are trivially correct, as they only add constraints or apply a substitution to the whole constraint system. Completeness follows from the definition of $\text{sols}_{R,E}(\cdot), \models E, \equiv E$, and $\sim_{\text{basic}}^{R,E}$. □

Let $\Gamma$ be a constraint system. We say that $\Gamma$ is $R, E$-wellformed if it satisfies the wellformedness conditions $WF1$-$4$.

$WF1$ For every node $(i : ri) \in \Gamma$, it holds that $ri \in E \ \text{insts}(R \cup \{\text{FRESH}\})$.

$WF2$ For every premise requirement $(f \triangleright \nu i) \in \Gamma$, it holds that $((i, \nu), f) \in E \ \text{ps}(\Gamma)$.

$WF3$ For every edge $(c \rightarrow p) \in \Gamma$, it holds that $c \in \text{dom}(cs(\Gamma))$ and $p \in \text{dom}(ps(\Gamma))$.

$WF4$ For every trace formula $\varphi \in \Gamma$ and every universal quantifier $\forall \check{x}. \omega$ in $\varphi$, it holds that $\omega = (\neg f(\check{t}) \otimes i \nu \psi)$ for some fact symbol $f$, some temporal variable $i$, some sequence of terms $\check{t}$ with $\text{set}(\check{x}) \subseteq \text{set}(\check{t} \cdot [i])$, and some trace formula $\psi$. 99
A constraint-reduction relation is $R, E$-wellformed if it relates $R, E$-wellformed constraint systems to $R, E$-wellformed constraint systems only. A constraint system $\Gamma$ is $\sim_{R,E}^{\text{basic}}$-solved if it is $R, E$-wellformed and $\sim_{R,E}^{\text{basic}}$-irreducible, i.e., $\Gamma \notin \text{dom}(\sim_{R,E}^{\text{basic}})$.

Intuitively, condition WF1 ensures that nodes are labeled with instances of $R \cup \{\text{FRESH}\}$. Conditions WF2 and WF3 ensure that premise and edge constraints refer to nodes with corresponding labels. Condition WF4 generalizes guardedness to trace formulas. We exploit these conditions below in the construction of a solution for a solved constraint system.

**Lemma 1.** The constraint-reduction relation $\sim_{R,E}^{\text{basic}}$ is wellformed.

*Proof.* The rules introducing node, premise, edge constraints, and trace formulas maintain properties WF1-4 and these properties are invariant under applying a substitution to the whole constraint system. \qed

**Theorem 5** (Solution Construction). We can construct an $R, E$-model for every $\sim_{R,E}^{\text{basic}}$-solved constraint system $\Gamma$.

*Proof (sketch of the complete proof on page 180).* We construct an $R, E$-model of $\Gamma$ as follows. We first use a topological sorting to construct some sequence $[i_1, \ldots, i_n]$ of all temporal variables in $\Gamma$ ordered consistently with $\subseteq_{\Gamma}$. Such a sequence exists because rule $DG_6$ is not applicable, as $\Gamma$ is solved.

Then, we assign a rule instance $ri_k$ to every temporal variable $i_k$ with $1 \leq k \leq n$ as follows. If there exists some constraint $(i_k: ri) \in \Gamma$, then we use $ri$ as the rule instance $ri_k$ of $i_k$. This choice of $ri_k$ is unique modulo $E$, as the constraint-reduction rule $DG_{\text{mod}}$ is not applicable. If there exists no such constraint, then we use some instance of the FRESH rule not occurring in $\Gamma$ as the rule instance of $i_k$.

We choose $\theta$ to be a valuation that is injective, maps variables in $V_{\text{pub}} \cup V_{\text{msg}}$ to public names and variables in $V_{\text{fresh}}$ to fresh names, has a range disjoint from $St(\Gamma) \cup St([ri_1, \ldots, ri_k])$, and satisfies $\theta(i_k) = k$ for $1 \leq k \leq n$. Such a $\theta$ exists because there are infinitely many public and fresh names.

Finally, we define

$$dg := (D, I) := ([ri_1\theta, \ldots, ri_n\theta], \{(c\theta, p\theta) \mid c \Rightarrow p \in \Gamma\})$$

and prove that $(dg, \theta)$ is an $R, E$-model of $\Gamma$.

Most cases of this proof follow straightforwardly from the fact that $\Gamma$ is $\sim_{R,E}^{\text{basic}}$-irreducible, i.e., that none of the basic constraint-reduction rules from Figure 8.3 is applicable to $\Gamma$. The proof that $dg$ satisfies $DG_{1-4}$ and the premise and edge constraints additionally exploits the wellformedness conditions WF1-3. The proof that the graph constraints in $\Gamma$ are satisfied follows from our construction of $(dg, \theta)$ and condition WF3. The proof that $(\text{trace}(dg), \theta)$ satisfies all guarded trace formulas in $\Gamma$ uses induction over the size of the guarded trace formulas in $\Gamma$. Its only non-trivial case concerns formulas of the form $\forall \bar{x}. -(f \circ i) \vee \psi$. In this case we exploit the condition WF4, the injectivity of $\theta$, and the fact that the range of $\theta$ is disjoint from the subterms of $\Gamma$. Together these facts ensure that, from every ground substitution $\rho$ that makes $(f \circ i)\rho$ true in $(\text{trace}(dg), \theta)$, we can reconstruct a substitution $\sigma$ of the variables $\bar{x}$ with terms of $\Gamma$ such that $(f \circ i)\sigma \in_E as(\Gamma)$. The saturation under the rule $S_\forall$ thus guarantees that the constructed model $(\text{trace}(dg), \theta)$ satisfies all formulas of the form $\forall \bar{x}. -(f \circ i) \vee \psi$. \qed
8.2. Basic Backwards Reachability Analysis

Proving $R, E$-validity and $R, E$-satisfiability Claims

Recall that a trace formula $\varphi$ is $R, E$-valid iff $\neg \varphi$ is not $R, E$-satisfiable. We can therefore use the following lemma to translate both $R, E$-satisfiability and $R, E$-validity claims to logically equivalent statements about the existence of solutions of corresponding constraint systems.

**Lemma 2.** A guarded trace formula $\varphi$ is $R, E$-satisfiable iff the constraint system $\{ \varphi \}$ has an $R, E$-solution.

**Proof.** Follows from Theorem 3 and the definitions of $R, E$-satisfiability and $\models_E$. \hfill \Box

In general, we use correct, complete, and wellformed constraint-reduction relations like $\neg_{R,E}^{\text{basic}}$ to reason about the solutions of the constraint systems resulting from an application of Lemma 2. Such constraint-reduction relations can thus be seen as calculi suitable for constructing formal satisfiability and validity proofs. We illustrate this in the following example.

**Example 24** (Formal Validity Proof). We prove that $P_E \cup MD_{\Sigma, PHS} \models_{E, PHS} \varphi$ for

$$
\varphi := \forall x_1 x_2 k_1 i_1. \text{Fin}(x_1, k) \otimes i_1 \land \text{Fin}(x_2, k) \otimes i_2 \Rightarrow (i_1 \neq i_2) \land (x_1 \neq x_2).
$$

First, we use Lemma 2 to justify that $P_E \cup MD_{\Sigma, PHS} \models_{E, PHS} \varphi$ holds iff the constraint system $\{ \hat{\varphi} \}$ has no solutions for

$$
\hat{\varphi} := \exists x_1 k_1. \text{Fin}(x_1, k) \otimes i_1 \land (\exists x_2 i_2. \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2)).
$$

Note that $\hat{\varphi}$ is a guarded trace property, which we obtained by rewriting $\neg \varphi$ to negation normal form and pushing the quantifiers inwards as far as possible. We show that $\text{sols}(\{ \hat{\varphi} \}) = \emptyset$ using our basic constraint-reduction rules.

We start by applying the rules $S_3, S_\land, S_3$, and then $S_\land$ to $\{ \hat{\varphi} \}$. The resulting constraint system is

$$
\Gamma := \{ \exists x_1 k_1. \text{Fin}(x_1, k) \otimes i_1 \land (\exists x_2 i_2. \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2)) \\
, \text{Fin}(x_1, k) \otimes i_1 \land (\exists x_2 i_2. \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2)) \\
, \text{Fin}(x_1, k) \otimes i_1 \land (\exists x_2 i_2. \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2)) \\
, \text{Fin}(x_1, k) \otimes i_1 \land (\exists x_2 i_2. \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2)) \\
, \text{Fin}(x_2, k) \otimes i_2 \land (i_1 \neq i_2) \lor (x_1 \neq x_2) \}
$$

Here, we can observe how our basic constraint-reduction rules iteratively decompose trace formulas. Note that all constraints in $\Gamma$ except the ones with a light gray background are solved in the sense that none of the $S_\land$-rules applies to them. We delay the case distinction on $(i_1 \neq i_2) \lor (x_1 \neq x_2)$ to avoid duplicating the work of solving the two Fin-action constraints.
Figure 8.4.: Depiction of the constraint systems and constraint-reduction steps from Example 24.
As our constraint-reduction rules are correct and complete, it holds that

\[
\text{After solving their equality constraints using the rule } S, \text{ we first apply the rule } S
\]

we explain the notation used in this figure. The set of large gray arrows leaving a constraint in System \( \Gamma \) is just copied from the previous system.

We reduce System \( \Gamma_1 \) to System \( \Gamma_2 \) with equal solutions, i.e.,

\[
\text{sols}(\{\varphi\}) = \text{sols}(\Gamma) = \text{sols}(\Gamma_1) \cup \text{sols}(\Gamma_2).
\]

Moreover, applying \( S_n \) to \( \text{Fin}(x_1, k) \approx \text{Rev}(k') \) reduces \( \Gamma_2 \) to the empty set of constraint systems, which implies that \( \text{sols}(\Gamma_2) = \emptyset \). Thus, it remains to show that \( \text{sols}(\Gamma_1) = \emptyset \).

We proceed by solving the \( \text{Fin}(x_1, k) \approx \text{Fin}(x', k') \) constraint in \( \Gamma_1 \) using the rule \( S_n \). The resulting constraint system is

\[
\Gamma_{1,1} := \Gamma_1 \cup \left\{ i_1 : \frac{\text{St}(x_1, k)}{\text{ln}(\langle x_1, x_1 \rangle)} \left[ \text{Fin}(x_1, k), \text{Fin}(x_1, k) \approx \text{Fin}(x_1, k) \right] \right\}.
\]

At this point, the syntactic manipulations performed by our constraint-reduction rules should be clear. To improve the readability of the remainder of this example, we switch from formally defining the occurring constraint systems to depicting them graphically. Furthermore, we abbreviate the sequences of case numbers in the indices of the constraint systems using exponentiation. For example, we write \( \Gamma_{1,1} \) as \( \Gamma_{1,1} \) and \( \Gamma_{1,1,2,1,1,1} \) as \( \Gamma_{1,2,1,3} \).

The constraint system \( \Gamma_{1,2} \) is depicted in Figure 8.4 together with the constraint systems occurring in the remainder of this example. We explain these systems after we explain the notation used in this figure. The set of large gray arrows leaving a constraint system \( \Gamma \) denotes the reduction of this system \( \Gamma \) to a set of constraint systems \( \Gamma' \) with equal solutions, i.e.,

\[
\text{sols}(\Gamma) = \bigcup_{\Gamma' \in \Gamma} \text{sols}(\Gamma').
\]

This is a bit difficult to see in this example, as all reductions except the last one result in a single constraint system. The last reduction reduces System \( \Gamma_{1,7} \) to the empty set of constraint systems, which implies \( \text{sols}(\Gamma_{1,7}) = \emptyset \). A constraint-reduction step may be the result of multiple applications of constraint-reduction rules. We use a light-gray background to mark the constraints leading to the next constraint-reduction step. We do not depict the guarded trace formulas that are just copied from the previous system.

We reduce System \( \Gamma_{1,2} \) to System \( \Gamma_{1,3} \) by solving the premise \( \text{St}(x_1, k) \bullet_1 i_1 \). Formally, we first apply the rule \( S_\bullet \) to introduce the \( \text{St}(x_1, k) \bullet_1 i_1 \) constraint, which we then solve using the rule \( S_\bullet \). This results in one case per conclusion of a rule in \( P_{\text{Ex}} \cup MD \cup \{\text{Fresh}\} \).

After solving their equality constraints using the rule \( S_n \) only System \( \Gamma_{1,3} \) remains.

Note that this reduction of System \( \Gamma_{1,2} \) to System \( \Gamma_{1,3} \) is just one among a number possible reductions. For example, we could also apply rule \( S_0 \) to the \( \text{Fin}(x_2, k) \otimes i_2 \) constraint in System \( \Gamma_{1,2} \). Another option would be to apply the rule \( S_\vee \) to \( \neg (i_1 \approx i_2) \lor \neg (x_1 \approx x_2) \). It is up to us to choose one of these constraint-reduction rules, and use it to reduce System \( \Gamma_{1,2} \) to a resulting set of constraint systems \( \Gamma \). The correctness
and completeness of our constraint-reduction rules guarantees for every choice that the set of solutions remains unchanged. In general, we choose constraint-reduction steps that result in short proofs. In our constraint solver, we use the heuristic described in Section 9.2.3 to choose constraint-reduction steps.

We continue the proof in this example by solving the Fin(x2, k)@i2 constraint in Γ13. The corresponding constraint-reduction steps are analogous to the ones reducing System Γ1 to System Γ12. The resulting System is Γ14. Intuitively, this constraint system has no solutions because nodes i1 and i2 require the same Fr(k)-premise, which implies indirectly that i1 ≈ i2 and x1 ≈ x2 and therefore contradicts the constraint ¬(i1 ≈ i2) ∨ ¬(x1 ≈ x2). We formalize this as follows.

We solve both Fr(k)-premises in System Γ14 using the rule DG∗ to introduce the corresponding premise constraints, followed by the rules S∗ and Sm to solve them. This results in System Γ15, which we reduce further to System Γ16 using the rule DGFr∗, which enforces the uniqueness of instances of the FRESH rule. We reduce System Γ16 to System Γ17 using the rule DGout, which merges multiple outgoing edges of linear facts, and the rules DGOut, S∗, and Sm. Note that the substitutions resulting from solving the introduced equalities are applied to the whole constraint system. The constraint ¬(i1 ≈ i2) ∨ ¬(x1 ≈ x2) thus becomes ¬(i1 ≈ i1) ∨ ¬(x1 ≈ x1), which is obviously false. We formally derive this by applying rule Sϕ to ¬(i1 ≈ i1) ∨ ¬(x1 ≈ x1) and reducing the resulting constraint systems to the empty set of constraint systems using the rules S−,− and S−,−. This implies that sols(Γ17) = ∅, which concludes our proof that Pfr ∪ MDΣphs Γ17 → Pphs ϕ.

The previous example provides intuition on the interplay between the different basic constraint-reduction rules. It also highlights that we can view a constraint-reduction relation like ∼basic,R,E as a calculus for proving R,E-validity and R,E-satisfiability claims. Constraint solving then corresponds to proof search in this calculus.

8.3. Trace Induction

We first motivate trace induction on a simple example that cannot be verified using our basic constraint-reduction rules. Afterwards, we prove the key theorem formalizing trace induction. This theorem makes use of an additional trace atom, which denotes the last timepoint of a trace. We therefore introduce the constraint-reduction relation ∼basic,R,E, which extends ∼basic,R,E with support for reasoning about this new trace atom. Finally, we show that our motivating example can be verified using trace induction.

8.3.1. Motivation

Example 25 (Motivation for Trace Induction). Consider the multiset rewriting system

\[ R_{\text{Loop}} := \left\{ \begin{array}{l} \text{Fr}(x), A(x), A(x)[\text{Start}(x)], A(x)[\text{Loop}(x)] \end{array} \right\} \, . \]

We would like to use our constraint-reduction rules to prove that

\[ R_{\text{Loop}} \vdash P_{\text{phs}} \left( \forall x \ i, \text{Loop}(x)@i \rightarrow \exists j. \text{Start}(x)@j \right) \, . \]
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Figure 8.5.: Depiction of the constraint systems and constraint-reduction steps from Example 25, which illustrates the need for trace induction.

However, showing that the corresponding constraint system

$$\Gamma := \{ \exists x. \text{Loop}(x)@i \wedge (\forall j. \text{Start}(x)@j \Rightarrow \bot) \}$$

has no solutions is out of scope for our basic constraint-reduction rules. The problem is depicted in Figure 8.5. After decomposing the guarded trace formula in $\Gamma$, we are left with System $\Gamma_1$, which reduces to System $\Gamma_{12}$ after solving the Loop$(x)@i$ constraint. System $\Gamma_{12}$ contains one open constraint, the premise constraint $A(x)@i$. Solving this constraint results in two constraint systems. The System $\Gamma_{12,2}$ is contradictory, whereas the System $\Gamma_{12,3}$ again contains an open $A(x)$-premise constraint. We thus fail to make progress using our basic constraint-reduction rules, which demonstrates their insufficiency for proving that $\Gamma$ has no solutions.

Informally, we could show that the System $\Gamma$ has no solutions, if we attempted a proof by induction over the traces of $R_{\text{loop}}$. The induction hypothesis would then state that

$$\forall x i. \text{Loop}(x)@i \Rightarrow \exists j. \text{Start}(x)@j$$

holds for every node except the last one. Node $j_1$ in System $\Gamma_{13}$ has an outgoing edge and is therefore not the last node. We could thus use our basic constraint-reduction rules to instantiate the induction hypothesis for Loop$(x)@j_1$, introduce a Start$(x)@j$ constraint, and derive a contradiction with $\forall j. (\text{Start}(x)@j) \Rightarrow \bot$ in System $\Gamma_{13}$.

8.3.2. Formalization

We formalize induction over the traces of a multiset rewriting system $R$ as a transformation of trace formulas. In the following, we give definitions for transformations $\text{BC}(\varphi)$
For every last-free trace formula

\[ \text{Lemma 4.} \]

\[ \text{formally prove this by structural induction over } \varphi. \]

\[ \text{Lemma 3.} \]

\[ \text{transformations are characterized by the following two lemmas.} \]

\[ \text{Figure 8.6.} \] Note that, without loss of generality, we define these transformations under the assumption that formulas are encoded using the connectives \( \neg, \wedge, \text{ and } \exists \) only. The transformations are characterized by the following two lemmas.

**Lemma 3.** For every last-free trace formula \( \varphi \), every trace \( tr \), and every valuation \( \theta \),

\[ (\varphi, \theta) \models_E \varphi \iff (tr, \theta) \models_E \varphi \]

**Proof.** Intuitively, this holds because the validity of \((tr, \theta) \models_E \varphi\) is independent of the trace \(tr\), as \(\varphi\) is last-free and \(\varphi\) replaces all action-atoms in \(\varphi\) with \(\bot\). We formally prove this by structural induction over \(\varphi\). \[\Box\]

**Lemma 4.** For every last-free trace formula \( \varphi \), every trace \( tr \), every set of actions \( A \), and every valuation \( \theta \) with \( \forall i \in \text{vars}(\varphi) \wedge V_{\text{temp}}, \theta(i) \neq |tr| + 1 \),

\[ (tr, \theta) \models_E \varphi \iff (tr \cdot [A], \theta) \models_E \varphi \]
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Proof (sketch of the complete proof on page 183). Intuitively, this holds, as the ¬(last(i)) restrictions in IH(ϕ) avoid that the satisfaction of IH(ϕ) depends on the actions in A at the end of the trace. We formally prove this by structural induction over ϕ. The only non-trivial cases are the ones for actions and existential quantification over temporal variables. For an action f@i, the statement holds because θ(i) ≠ |tr| + 1. The proof of the case for an existentially quantified variable i is rather technical. It exploits the restriction ¬last(i) introduced by IH(ϕ) and that trace formulas only care about the order of the instantiations of temporal variables. □

The following theorem uses the BC(ϕ) and IH(ϕ) transformations to formalize trace induction as a transformation of trace formulas. We prove the theorem for an arbitrary prefix closed set of traces to make it more widely applicable.

Theorem 6 (Trace Induction). Let Tr be a prefix closed set of traces. For every closed, last-free trace formula ϕ, it holds that

\[ Tr \models \gamma E \varphi \iff Tr \models \gamma E \text{BC}(\varphi) \land (\text{IH}(\varphi) \Rightarrow \varphi). \]

Proof (sketch of the complete proof on page 184). The proof of the implication from left to right uses Lemma 3 to justify that \( Tr \models \gamma E \varphi \) implies \( Tr \models \gamma E \text{BC}(\varphi) \). Moreover, \( Tr \models \gamma E \varphi \) obviously implies \( Tr \models \gamma E \text{IH}(\varphi) \Rightarrow \varphi \).

The proof of the implication from right to left uses wellfounded induction over the prefix-order of traces to prove that \( (tr, \theta) \models E \varphi \) holds for all traces \( tr \in Tr \) and all valuations \( \theta \), provided that \( Tr \models \gamma E \text{BC}(\varphi) \) and \( Tr \models \gamma E \text{IH}(\varphi) \Rightarrow \varphi \) hold. If \( tr = [] \), then \( ( [], \theta ) \models E \varphi \) holds because of Lemma 3. Otherwise, we use Lemma 4 to justify the induction step. Note that the lemma’s side-condition on the valuation is trivially satisfied, as \( \varphi \) is closed. □

As the set of traces of a multiset rewriting system \( R \) is prefix closed, we can specialize Theorem 6 as follows.

Corollary 1. For every last-free trace formula \( \varphi \),

\[ R \models \gamma E \varphi \iff R \models \gamma E \text{BC}(\varphi) \land (\text{IH}(\varphi) \Rightarrow \varphi). \]

Due to the duality of satisfiability and validity claims, we can also use trace induction when searching for a trace satisfying a trace formula \( \varphi \).

Corollary 2. For every last-free trace formula \( \varphi \),

\[ R \models \delta E \varphi \iff R \models \delta E \text{BC}(\varphi) \lor (\neg \text{IH}(\varphi) \land \varphi). \]

Intuitively, the transformation of \( \varphi \) to \( \neg \text{IH}(\varphi) \land \varphi \) limits the search to traces that are minimal in the sense that none of their prefixes satisfies \( \varphi \). This provides an alternative view on the soundness of trace induction. It is sound because, from every trace \( tr \in Tr \) satisfying \( \varphi \), we can construct a minimal trace in \( Tr \) by removing all superfluous steps at the end of \( tr \) provided that \( Tr \) is prefix closed.

107
8. Verification Theory

\[ R_{\text{basic}} : \Gamma \sim \Gamma_1 \parallel \ldots \parallel \Gamma_n \text{ if } \Gamma \sim^{\text{basic}}_{R,E} \Gamma_1 \parallel \ldots \parallel \Gamma_n \]

\[ S_{\text{last},\epsilon} : \Gamma \sim \bot \text{ if } (\text{last}(i)) \in \Gamma \text{ and } i \not<_{1} j \text{ and } (j : ri) \in \Gamma \]

\[ S_{\text{last},\lambda} : \Gamma \sim (i \not= j, \Gamma) \parallel (\text{last}(j), j \not< i, \Gamma) \]

\[ S_{\epsilon,\lambda} : \Gamma \sim (i \not= j, \text{last}(j), \Gamma) \parallel (\text{last}(j), j \not< i, \Gamma) \]

if \( -\text{(last}(i)) \in \Gamma \) and \( j \) fresh; neither \( i \not<_{1} k \) nor \( k \not<_{1} i \) for any \( (\text{last}(k)) \in \Gamma \)

We write \( \sim^{\text{last}}_{R,E} \) as \( \sim \) and the empty set of constraint systems \( \emptyset \) as \( \bot \).

Figure 8.7.: Rules defining the constraint-reduction relation \( \sim^{\text{last}}_{R,E} \)

**Example 26** (Application of Trace Induction). We illustrate the use of trace induction on the validity claim from Example 25, which we used to motivate trace induction. Recall that we attempted to prove the validity claim

\[
R_{\text{loop}} \models^{E}_{PHS} \varphi \quad \text{with } \varphi := (\forall x \ i. \ \text{Loop}(x)@i \Rightarrow \exists j. \ \text{Start}(x)@j) .
\]

Because of Corollary 1, this claim is logically equivalent to

\[
R_{\text{loop}} \models^{E}_{PHS} (\forall x \ i. \ \bot \Rightarrow (\exists j. \ \bot)) \land
( (\forall x \ i. \ \text{Loop}(x)@i \Rightarrow \text{last}(i) \lor (\exists j. \ \text{Start}(x)@j \land \neg \text{last}(j))) \Rightarrow
(\forall x \ i. \ \text{Loop}(x)@i \Rightarrow (\exists j. \ \text{Start}(x)@j)) ) .
\]

During constraint solving, the induction hypothesis \( IH(\varphi) \) becomes just another constraint. We can see this in the constraint system \( \Gamma' \), which characterizes all counter-examples to the above validity claim.

\[
\Gamma' := \{ (\exists x \ i. \ \text{Loop}(x)@i \land (\forall j. \ \text{Start}(x)@j \Rightarrow \bot)) ,
(\forall x \ i. \ \text{Loop}(x)@i \Rightarrow \text{last}(i) \lor (\exists j. \ \text{Start}(x)@j \land \neg \text{last}(j))) \} \]

The first constraint states that there must exist a counter-example to \( \varphi \), while the second constraint, equivalent to \( IH(\varphi) \), states that this counter-example must be minimal. Using trace induction we can thus restrict our search for counter-examples in a property-specific way to minimal counter-examples.

Trace induction sometimes allows to prove a claim that is out of scope for our basic constraint-reduction relation, e.g., the validity claim at the start of the above example. We prove this claim in the next example, after we introduced the constraint-reduction rules for reasoning about last-atoms.

**8.3.3. Constraint-Reduction Rules for Reasoning about Last-Atoms**

The constraint-reduction rules given in Figure 8.7 define the \( \sim^{\text{last}}_{R,E} \) constraint-reduction relation. This relation extends our basic constraint-reduction relation with support for reasoning about last-atoms.
Theorem 8 (Solution Construction for \( \sim_{R,E}^{\text{last}} \)). The constraint-reduction relation \( \sim_{R,E}^{\text{last}} \) is \( R,E \)-wellformed, \( R,E \)-complete, and \( R,E \)-correct.

Proof (sketch of the complete proof on page 184). This follows from Theorem 4, the definition of \( \sim_{R,E}^{\text{last}} \), and the extended semantics of \( \mathcal{E} \).

Theorem 8 (Solution Construction for \( \sim_{R,E}^{\text{last}} \)). We can construct a solution for every wellformed, \( \sim_{R,E}^{\text{last}} \)-irreducible constraint system.

Proof (sketch of the complete proof on page 185). The solution construction works analogously to one in the proof of Theorem 5 on page 100. Because of rule \( S_{\text{last} \rightarrow \text{last}} \), there exists at most one last \( (i) \) constraint. This constraint is respected by instantiating \( i \) with the length of the constructed sequence of rewriting rule instances.

The following example illustrates how trace induction strengthens our constraint-solving based search for counter-examples.

Example 27 (Trace Induction and Constraint Solving). We now prove the validity claim \( R_{\text{loop}} \vdash_{\mathcal{E} \text{PHS}} (\forall x \ i. \ \text{Loop}(x)@i \Rightarrow \exists j. \ \text{Start}(x)@j) \) from Example 25, which we failed to prove using our basic constraint-reduction rules. Recall from Example 26 that proving this validity claim is equivalent to showing that the constraint system

\[
\Gamma' := \{ (\exists x \ i. \ \text{Loop}(x)@i \land (\forall j. \ \text{Start}(x)@j \Rightarrow i)) \},
\]

\[(\forall x \ i. \ \text{Loop}(x)@i \Rightarrow \text{last}(i) \lor (\exists j. \ \text{Start}(x)@j \land \neg(\text{last}(j)))) \}
\]

has no \( R_{\text{loop}}, \mathcal{E} \text{PHS} \)-solutions. We prove this using the constraint-reduction relation \( \sim_{R,E}^{\text{last}} \).

We first decompose the guarded trace formulas of the System \( \Gamma' \) as usual. This results in exactly one system, which we depict in Figure 8.8 on the next page as System \( \Gamma'_1 \). Compared to System \( \Gamma_1 \) from our previous proof attempt in Example 25, System \( \Gamma'_1 \) contains the additional constraint \( \psi_2 \) denoting the induction hypothesis.

We proceed as in Example 25 until we reach System \( \Gamma'_{13} \). In this system, we exploit the constraint \( \psi_2 \) to derive last \( (j_1) \lor (\exists j. (\text{Start}(x)@j) \land \neg(\text{last}(j))) \) instead of solving the premise \( \mathcal{A}(x) \rightarrow_{1} j_1 \). After a case-split on the disjunction, the systems \( \Gamma'_{14} \) and \( \Gamma'_{13,2} \) result.

Intuitively, System \( \Gamma'_{14} \) covers the proof obligation that we can only apply the induction hypothesis to nodes other than the last node. Formally, we show that System \( \Gamma'_{14} \) is contradictory by applying rule \( S_{\text{last} \rightarrow \text{last}} \) to last \( (j_1) \) and node \( i \).

System \( \Gamma'_{13,2} \) corresponds to a successful application of the induction hypothesis. We hence obtain a non-last node \( j \) with a \( \text{Start}(x)@j \) action using the rule \( S_{3} \). Thus, we can apply the rule \( S_{\psi} \) to derive a contradiction from \( \psi_1 \). This concludes the proof of the validity claim from Example 25.

\[\Box\]
This example demonstrates that trace induction increases the scope of our basic constraint-reduction rules. Note that trace induction makes few assumptions on the property of interest and is therefore widely applicable. In Section 8.4.4, we use it for example to prove the soundness of type assertions. We also use trace induction to prove that the TESLA protocol satisfies stream authentication, as formalized in Section 7.5.2.

8.4. Reasoning about Message Deduction

In this section, we extend the constraint-reduction relation \( \sim_{R,E}^{last} \) from the previous section with a set of constraint-reduction rules for reasoning about message deduction. Before explaining the approach we used to design them, we give an example demonstrating the insufficiency of \( \sim_{R,E}^{last} \) for reasoning about message deduction.

Example 28 (Reasoning about Message Deduction using \( \sim_{R,E}^{last} \)). Consider the protocol \( P_{Ex} \) from Example 18 on page 79 and the trace formula

\[
\varphi := \forall x k i. \text{Fin}(x,k) \oplus i \Rightarrow \exists j. \text{Rev}(k) \oplus j.
\]

Intuitively, \( P_{Ex} \cup MD_{\Sigma_{PHE}} \models_{E_{PHE}}^{y} \varphi \) holds, as a protocol run can finish only if the adversary reveals the run’s short-term key and constructs the pair required to finish. In
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Figure 8.9.: Constraint systems demonstrating the insufficiency of $\sim_{R,E}$ for reasoning about message deduction.

The following, we demonstrate that we cannot show this formally using the constraint-reduction relation $\sim_{(P_{Ex} \cup MD_{\Sigma_{PHS}}), E_{PHS}}$.

To prove $P_{Ex} \cup MD_{\Sigma_{PHS}} \not\models_{E_{PHS}} \varphi$, we must show that the constraint system $\Gamma$ depicted in Figure 8.9 has no solutions. We solve constraints as in our previous examples. After solving all constraints except $K$-premises, we obtain the single constraint system $\Gamma_1$.

We would now like to show that the premise $K((x,x)) \bullet_4 j_4$ implies the existence of a $\text{Rev}(k)$ action. There is only one way to continue using $\sim_{(P_{Ex} \cup MD_{\Sigma_{PHS}}), E_{PHS}}$: applying the $*$ rule to the premise $K((x,x)) \bullet_4 j_4$. We thus enumerate all conclusions of multiset-rewriting rules in $P_{Ex} \cup MD_{\Sigma_{PHS}} \cup \{\text{Fresh}\}$ and solve the introduced equality constraint using unification modulo $E_{PHS}$. There are four resulting constraint systems.

System $\Gamma_{1,*}$ formalizes that the adversary could construct the pair $\langle x,x \rangle$ by himself.

---

**System $\Gamma$:**

$$\exists x \ i. \ \text{Fin}(x,k) \& (\forall j. \ \text{Rev}(k) \& j \Rightarrow \bot)$$

**System $\Gamma_1$:**

$$\forall j. \ \text{Rev}(k) \& j \Rightarrow \bot$$

$$j_2 : \frac{Fr(x)}{Fr(x)}$$

$$j_3 : \frac{Fr(k)}{Fr(k)}$$

$$j_1 : \text{St}(x,k) \ \text{Out}(\text{enc}(x,k)) \ \text{Key}(k)$$

$$j_4 : \frac{K((x,x))}{\text{ln}(x,x)}[K((x,x))]$$

$$i : \text{St}(x,k) \ \text{ln}(x,x)\text{[Fin}(x,k)]$$

**System $\Gamma_{1,2}$ (fst):**

$$j_5 : \frac{K((x,x),y)}{K((x,x))}$$

$$j_6 : \frac{K((x,x))}{K((x,x))}$$

$$j_4 : \frac{K((x,x))}{[\cdots]}$$

**System $\Gamma_{1,3}$ (snd):**

$$j_5 : \frac{K((y,(x,x)))}{K((x,x))}$$

$$j_6 : \frac{K((x,x))}{K((x,x))}$$

$$j_4 : \frac{K((x,x))}{[\cdots]}$$

**System $\Gamma_{1,4}$ (dec):**

$$j_5 : \frac{\text{K}(\text{enc}(\langle x, x \rangle), k_1))}{\text{K}(\text{enc}(\langle x, x \rangle), k_1))}$$

$$j_6 : \frac{\text{K}(\text{enc}(\langle x, x \rangle), k_1))}{\text{K}(\text{enc}(\langle x, x \rangle), k_1))}$$

$$\cdots$$

$$j_4 : \frac{\text{K}(\langle x, x \rangle)}{[\cdots]}$$

---
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Systems $\Gamma_{1,2}$ and $\Gamma_{1,3}$ formalize that the adversary could extract the term $\langle x, x \rangle$ from some pair by applying the fst or the snd function. System $\Gamma_{1,4}$ formalizes that the adversary could extract the term $\langle x, x \rangle$ from some encryption $\text{enc}(\langle x, x \rangle, k_1)$ by applying the dec function. Note that we did not reduce the term $\text{dec}(\text{enc}(\langle x, x \rangle, k_1), k_1)$ in System $\Gamma_{1,4}$ to $(x, x)$ in order to illustrate that all these constraint systems are interpreted modulo $E_{\text{PHS}}$.

It is easy to see from Figure 8.9 that the $\Rightarrow^{\text{last}}_{\text{PEx}_\cup\text{MD}_\Sigma_{\text{PHS}}},E_{\text{PHS}}$ relation is not sufficient to finish the proof. One of the problems is that the message deduction rules allow deducing the same message in several different ways. During constraint solving, we must explore all of these ways, as any one of them might lead to a solution. The core problem is however that the backwards-reasoning as implemented by $\Rightarrow^{\text{last}}_{R,E}$ does not suffice to reason about messages deduced using decryption and similar deconstruction functions. As we can see in System $\Gamma_{1,4}$, backwards-reasoning just introduces larger and larger premises. As we will see, we solve this core problem by reasoning about these functions in a forward fashion starting from the messages sent by the protocol, analogously to decryption-chain reasoning.

Approach Taken In the following, we show that for some equational theories we can reason about message deduction using an approach similar to decryption-chain reasoning, explained in Part I. We derive this approach in three steps, which we outline below. We explain these steps in the following sections.

In the first step, we show that we can use the finite variant property [CLD05] to switch from constraint solving modulo $E$ to constraint solving modulo an equational theory $E' \subset E$. We typically choose $E'$ such that it does not contain cancellation equations, as they require special treatment during constraint solving. For example, the finite variant property allows us to switch from reasoning modulo $E_{\text{PHS}}$ to reasoning modulo the empty equational theory, i.e., to use syntactic unification during constraint solving. The corresponding variants of the rules in $\text{MD}_{\Sigma_{\text{PHS}}}$ correspond to the classical Dolev-Yao message deduction rules for pairing, hashing, and symmetric encryption. The message deduction rules for projection and decryption reflect the successful application of one of the cancellation rules in $E_{\text{PHS}}$. Note that this first step restricts our approach to equational theories that have the finite variant property. Fortunately, many theories relevant for security protocol verification have this property [CLD05].

In the second step, we impose normal form conditions on the use of the variants of the message deduction rules. The key objective of these normal form conditions is to exclude redundant ways of deducing messages and thereby reduce the search space during constraint solving. We define the normal form dependency graphs as the dependency graphs that satisfy these normal form conditions. In the formulation of our normal form conditions, we exploit the finite variant property. It allows us to specify normal form conditions that depend on whether a cancellation rule has been applied.

Note that the concrete normal form conditions depend on the equational theory under consideration. In [SMCB12a], we give normal form conditions that are sufficient for reasoning about the combination of a subterm convergent rewriting theory and an equational theory modeling Diffie-Hellman exponentiation whose exponents form an abelian group. In his thesis [Sch12], Schmidt further extends these normal form conditions to additionally support reasoning about bilinear pairings and multiset union.
Here, we explain this second step only on the simple equational theory \( E_{PHS} \) from Example 17. The goal of our exposition is to highlight the key normal form conditions required for reasoning about message deduction. Our normal form conditions generalize the constructions underlying the security protocol semantics from Part I. Their key consequence is that the resulting normal form dependency graphs satisfy the so-called deconstruction-chain property. We exploit this property during constraint solving to search for messages deduced using deconstruction functions (e.g., decryption and projection) in a forward-fashion starting from messages sent by the protocol. As for decryption-chain reasoning, this approach allows us to make local progress when searching for messages deduced using deconstruction functions, as the term resulting from the successful application of a deconstruction function is smaller than the function’s arguments.

In the third step, we introduce constraint-reduction rules that allow us to search for normal form dependency graphs. They use deconstruction-chain constraints to reason about messages deduced using deconstruction functions. The resulting search space is often finite and therefore allows the successful construction of validity proofs. We do not have meta-theoretical results that formally characterize the strength of our constraint-reduction rules. In Section 9.3, we therefore validate their effectiveness on a large number of case studies.

8.4.1. Exploiting the Finite Variant Property

We first introduce the notion of finite variants [CLD05, ESM12] and illustrate it on the equational theory \( E_{PHS} \). Then, we show how we can use finite variants to change the equational theory used for constraint solving.

Let \( \mathcal{R} \) be a set of term rewriting rules and \( \mathcal{AX} \) be a set of equations such that \( \mathcal{R} \cup \mathcal{AX} \) is an equational presentation of \( E \). Assume moreover that \( \mathcal{R} \) is \( \mathcal{AX} \)-convergent and \( \mathcal{AX} \)-coherent, as defined in Section 2.2. The notion of \( \downarrow_{\mathcal{AX}} \)-normal terms is thus well-defined and we say that a dependency graph \((I,D)\) is \( \downarrow_{\mathcal{AX}} \)-normal if all rule instances in \( I \) are \( \downarrow_{\mathcal{AX}} \)-normal.

We assume that \( E \) has the finite variant property [CLD05] for this presentation, which allows us to perform symbolic reasoning about \( \downarrow_{\mathcal{AX}} \)-normalization. The finite variant property states that, for all terms \( t \), there is a finite set of substitutions \( \{\tau_1, \ldots, \tau_k\} \) with \( \text{dom}(\tau_i) \subseteq \text{vars}(t) \) such that for all substitutions \( \sigma \), there is an \( i \in \{1, \ldots, k\} \) and a substitution \( \sigma' \) with \( (t\sigma)\downarrow_{\mathcal{AX}} = \mathcal{AX} ((t\tau_i)\downarrow_{\mathcal{AX}})\sigma' \) and \( (x\sigma)\downarrow_{\mathcal{AX}} = \mathcal{AX} x\tau_i\sigma' \) for all \( x \in \text{vars}(t) \). We call such a set \( \{(t\tau_i)\downarrow_{\mathcal{AX}}, \tau_i\} \mid 1 \leq i \leq k\) a complete set of \( \mathcal{R}, \mathcal{AX} \)-variants of \( t \). For a given term \( t \), we use folding variant narrowing [ESM12] to compute such a set, which we denote by \( [t]_{\downarrow_{\mathcal{AX}}} \). Overloading notation, we also denote \( \{s \mid (s, \tau) \in [t]_{\downarrow_{\mathcal{AX}}} \} \) by \( [t]_{\downarrow_{\mathcal{AX}}} \). It is straightforward to extend these notions to multiset rewriting rules by considering rules as terms and the required new function symbols as free.

Example 29 (Finite Variants for \( E_{PHS} \)). We define the rewriting system \( PHS \) as

\[
PHS := \{ \text{fst}(\langle x, y \rangle) \rightarrow x, \quad \text{snd}(\langle x, y \rangle) \rightarrow y, \quad \text{dec}(\text{enc}(m, k), k) \rightarrow m \}.
\]

Obviously \( PHS \cup \emptyset \) is an equational presentation of \( E_{PHS} \). This presentation moreover has the finite variant property, as \( PHS \) is a subterm-convergent rewriting system [CLD05].
Theorem 9 (Changing the Equational Theory). For every multiset rewriting system $R$ and every guarded trace property $\varphi$,

$$R \equiv_E \varphi \iff \{ \text{trace}(dg) \mid dg \in \text{dgraphs}_{AX}(\varnothing R_{AX}), \text{dg is } R_{AX}\text{-normal} \} \models_{AX} \varphi$$

Proof. We first show that the satisfaction of the guarded trace property $\varphi$ is invariant under $R_{AX}$-normalization: i.e., $(tr, \theta) \models_E \varphi$ iff $(tr R_{AX}, \theta) \models_{AX} \varphi$, for every trace $tr$ and
Normal Form Dependency Graphs for $E_{PFS}$

We define the normal form dependency graphs for $E_{PFS}$ in two steps. In the first step, we define the corresponding normal form message deduction rules $ND$. These rules allow the adversary to deduce the same messages as the message deduction rules $MD_{E_{PFS}}$, even when using only syntactic equality instead of equality modulo $E_{PFS}$. Moreover, the normal form message deduction rules distinguish between messages that may be further deconstructed and messages where deconstruction is forbidden. We exploit this distinction later when formalizing the deconstruction-chain property. In the second step, we define the normal form dependency graphs as the dependency graphs in $dgraphs_{\varnothing}(P_{PFS}^{\varnothing} \cup ND)$ that satisfy certain normal form conditions, which exclude additional redundancies.

The normal form message deduction rules $ND$ are given in Figure 8.10. All of these rules except the $\text{COERCe}$ rule are specialized versions of the $\text{PHS}, \varnothing$-variants of the message deduction rules $MD_{E_{PFS}}$. We use $K^\varnothing$-facts to tag messages that may be further deconstructed and $K^\varnothing$-facts where deconstruction is forbidden. The reasoning behind our specialized versions is the following.

We allow the adversary to convert a $K^\varnothing$-fact to a $K^\varnothing$-fact using the $\text{COERCe}$ rule. The action on the $\text{COERCe}$ rule logs the message the adversary deduced using it. In Section 8.4.4, we use this and the other actions on the rules with a $K^\varnothing$-conclusion to

\[ dgraphs_{E}(R) \downarrow_{AX} = AX \{ dg \mid dg \in dgraphs_{AX}(\downarrow_{AX}) \text{, } dg \text{ is } \downarrow_{AX}^R \text{-normal} \}. \]

This holds because $\downarrow_{AX}^R K$ is a complete set of $R, AX$-variants. These two propositions imply the claimed equivalence.

\[ Example \ 30 \ (P_{PHS}^{\varnothing}\text{-normal Dependency Graphs).} \]

To normalize the dependency graph $dg = (I, D)$ in Figure 8.1 on page 92 with respect to $\downarrow_{PHS}^{\varnothing}$, it suffices to replace $I_f$ with $ri := [K(\text{enc}(a, k)), K(k)] \rightarrow [K(a)]$. We call the result $dg'$. Since $ri$ is not an instance of the decryption rule $rdec := [K(x), K(y)] \rightarrow [K(\text{dec}(x, y))]$ or any other rule in $P \cup MD \cup \{\text{FRESH}\}$, $dg'$ is not in $dgraphs_{\varnothing}(P \cup MD)$. However, $ri$ is an instance of $K(\text{enc}(x, y)), K(y) \rightarrow K(x)$, which is one of the two $PHS, \varnothing$-variants of $rdec$. Note that

\[ [rdec]_{PHS}^\varnothing = \{[K(\text{enc}(x, y)), K(y)] \rightarrow [K(x)], [K(x), K(y)] \rightarrow [K(\text{dec}(x, y))]\} \]

and $[rdec]_{PHS}^\varnothing \in [MD]_{PHS}^\varnothing$. Thus, $dg' \in dgraphs_{\varnothing}(P \cup MD)^{\varnothing}_{PHS}$.

8.4.2. Normal Form Dependency Graphs

In this section, we show how to define the set of normal form dependency graphs of a protocol $P$. This definition depends on the equational theory considered during the execution of $P$. To simplify our presentation, we first define the normal form dependency graphs for the equational theory $E_{PHS}$ only. Afterwards, we explain how to generalize the definition given for $E_{PFS}$.

Normal Form Dependency Graphs for $E_{PFS}$

We define the normal form dependency graphs for $E_{PFS}$ in two steps. In the first step, we define the corresponding normal form message deduction rules $ND$. These rules allow the adversary to deduce the same messages as the message deduction rules $MD_{E_{PFS}}$, even when using only syntactic equality instead of equality modulo $E_{PFS}$. Moreover, the normal form message deduction rules distinguish between messages that may be further deconstructed and messages where deconstruction is forbidden. We exploit this distinction later when formalizing the deconstruction-chain property. In the second step, we define the normal form dependency graphs as the dependency graphs in $dgraphs_{\varnothing}(P_{PFS}^{\varnothing} \cup ND)$ that satisfy certain normal form conditions, which exclude additional redundancies.
Communication rules:  
\[
\begin{align*}
\text{IRECV} & \quad \frac{\text{Out}(x)}{K'(x)} & \frac{\text{ISEND}}{\ln(x)[K(x)]}
\end{align*}
\]

Construction rules:
\[
\begin{align*}
\frac{K'(\langle x, y \rangle)}{K'(\langle x, pub \rangle)} & & \frac{K'(\langle x, fresh \rangle)}{K'(\langle h \rangle)} \\
\frac{K'(x) \quad K'(y)}{K'(\text{enc}(x, y))} & & \frac{K'(x) \quad K'(y)}{K'(\text{dec}(x, y))}
\end{align*}
\]

Deconstruction rules:
\[
\begin{align*}
\frac{K'(\langle x, y \rangle)}{K'(x)} & & \frac{K'(\langle x, y \rangle)}{K'(y)} & & \frac{K'(\text{enc}(x, y)) \quad K'(y)}{K'(x)}
\end{align*}
\]

Coerce rule:
\[
\begin{align*}
\frac{K'(x)}{\text{Coerce}} & & \frac{K'(x)}{K'(x)}
\end{align*}
\]

Figure 8.10.: Normal message deduction rules ND for the equational theory $E_{P\text{HS}}$ computed from the $PHS,\varnothing$-variants of the message deduction rules $MD_{\Sigma_{P\text{HS}}}$.

formalize invariants about message deduction. For now, we can ignore these actions. The communication rules allow the adversary to communicate with the protocol. Received messages may be further deconstructed, while the sent messages must have been constructed. The construction rules allow the adversary to compose constructed messages further. Note that all their $K'$-premises are smaller than their $K'$-conclusion. This allows us to effectively solve $K'$-premises in a backwards-fashion during constraint solving. The deconstruction rules allow the adversary to deconstruct messages. The adversary may need to construct additional message for a deconstruction rule to be applicable. For example, the deconstruction rule for decryption requires the adversary to have constructed the decryption key.

Note that the IRECV rule is the only rule in ND that provides a $K'$-conclusion, but does not require a $K'$-premise. This implies the deconstruction-chain property, which informally states that every $K'$-premise must be provided by a chain of deconstruction rules starting from an instance of the IRECV rule. We formalize this property as follows. Let $dg = (I, D)$ be a dependency graph in $dgraphs_{\varnothing}(\left[P\right]_{\varnothing}^{P\text{HS}} \cup ND)$. Its deconstruction-chain relation $\rightarrow_{dg}$ is the smallest relation such that $c \rightarrow_{dg} p$ if $c$ is a $K'$-conclusion in $dg$ and (a) $c \rightarrow p \in D$ or (b) there is a premise $(j, u)$ such that $c \rightarrow (j, u) \in D$ and $(j, 1) \rightarrow_{dg} p$. 
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**Example 31.** Let $dg$ be a dependency graph containing Graph (c) from Figure 8.11. We have $(j_1, 1) \rightarrow_{dg} (j_2, 1), (j_2, 1) \rightarrow_{dg} (j_1, 1), (j_1, 1) \rightarrow_{dg} (j_1, 1), (j_1, 1) \rightarrow_{dg} (j_3, 1), (j_3, 1) \rightarrow_{dg} (j_5, 1),$ and $(j_1, 1) \rightarrow_{dg} (j_5, 1),$ but not $(j_1, 1) \rightarrow_{dg} (i, 2)$ because $(i, 2)$ is not a $K^1$-premise.

**Lemma 5** (Deconstruction-Chain Property). Let $P$ be a protocol that does not use any $K^1$- or $K^2$-facts. For every dependency graph $dg \in \text{dgraphs}_{\emptyset}([P]_{\emptyset}^\text{PHS} \cup \text{ND})$ and every premise $p$ with fact $K^d(t)$ of $dg,$ there is a node $i$ in $dg$ such that $I_i \in \text{ginsts} \text{(IRECV)}$ and $(i, 1) \rightarrow_{dg} p.$

**Proof.** By induction over the length of the rewriting sequences of the dependency graphs in $\text{dgraphs}_{\emptyset}([P]_{\emptyset}^\text{PHS} \cup \text{ND}).$

In the next section, we explain how we use the deconstruction-chain property during constraint solving. Now, we define the normal form dependency graphs.

Let $P$ be a protocol that does not use any $K^1$- or $K^2$-tags. A normal form dependency graph for $P$ is a dependency graph $dg \in \text{dgraphs}_{\emptyset}([P]_{\emptyset}^\text{PHS} \cup \text{ND})$ that satisfies the following four normal form conditions.

1. The dependency graph $dg$ is $\downarrow_{\emptyset}^{\text{PHS}}$-normal.
2. No instance of the COERCER rule deduces a pair.
3. If there are two conclusions $(i, 1)$ and $(j, 1)$ deducing the same $K^d(m)$ fact with $d \in \{\uparrow, \downarrow\},$ then $i = j.$
4. If there is a conclusion $(i, 1)$ with fact $K^4(m)$ and a conclusion $(j, 1)$ with fact $K^4(m),$ then $i < j.$

We denote the set of all normal form dependency graphs of $P$ by $\text{ndgraphs}_{\text{ND,PHS,}\emptyset}(P).$

We define the corresponding normal form traces as $\text{ntraces}_{\text{ND,PHS,}\emptyset}(P) := \{\text{trace}(dg) \mid dg \in \text{ndgraphs}_{\text{ND,PHS,}\emptyset}(P)\}.$

In the following, we first state and prove the theorem formalizing that the normal form traces are a faithful model of the execution of $P$ when considering guarded trace properties. Afterwards, we explain the normal form conditions and give examples of the redundancies eliminated in normal form dependency graphs.

**Theorem 10** (Normal Form Traces for $E_{\text{PHS}}$). For every guarded trace property $\varphi$ that does not use any $K^2$-facts,

$$P \cup MD_{E_{\text{PHS}}} \models^y_{E_{\text{PHS}}} \varphi \iff \text{ntraces}_{\text{ND,PHS,}\emptyset}(P) \models^y_\emptyset \varphi.$$  

**Proof.** We first use Theorem 9 to switch from validity modulo $E_{\text{PHS}}$ to validity modulo the empty equational theory. Then, we show that we can convert every normal dependency graph $dg \in \text{dgraphs}_{\emptyset}([P \cup MD]_{\emptyset}^\text{PHS})$ to a dependency graph $dg' \in \text{ndgraphs}_{\text{ND,PHS,}\emptyset}(P)$ (and vice versa) such that the traces $\text{trace}(dg)$ and $\text{trace}(dg')$ are equivalent modulo the insertion and removal of elements of the form $\emptyset$ or $\{K^4(m)\}.$ This conversion is a special case of the proof given in [SMCB12b, Appendix D.2]. Schmidt details this proof further in his thesis [Sch12]. The validity of $\varphi$ is invariant under the insertion and removal of elements of the form $\emptyset$ or $\{K^4(m)\},$ as temporal variables are interpreted over $\emptyset$ and $\varphi$ does not contain any $K^1$-facts. This concludes the proof. \hfill $\square$
Figure 8.11.: Examples of redundancies eliminated in normal form dependency graphs. Disallowed nodes and edges are crossed out. We assume $i, j, j_1, \ldots, j_5 \in \mathbb{N}$ and $a, b, k \in FN$. We do not depict the actions of construction rules, as they are irrelevant for these examples.

Figure 8.11 depicts some of the redundancies eliminated in normal form dependency graphs. Graph (a) depicts a redundant decryption step that is allowed when using the PHS, $\varnothing$-variants of the message deduction rules. This redundancy is eliminated by the $\uparrow \downarrow$-tags used in the normal form message deduction rules, as illustrated in Graph (b).

Condition N1 excludes the redundancy of considering instances of different PHS, $\varnothing$-variants that are equal modulo $E_{PHS}$. As we use a complete set variants, every instance of a variant that is not $\downarrow PHS$-normal is an instance of another variant. It thus suffices to consider $\downarrow PHS$-normal rule instances only.

Condition N2 requires that pairs are always constructed using the construction rule for pairs, which renders solving $K^i((t_1, t_2))$ $\ast$ $i$ premises trivial. The graphs (c) and (d) in Figure 8.11 illustrate the redundancy eliminated by this condition. They depict two alternative deductions of the pair $K^i((a, b))$ from $\text{Out}(a, b)$. Condition N2 excludes Graph (d).

Condition N3 excludes multiple deductions of the same $K^i$- or $K^i$-conclusion. This does not exclude any traces because $K^i$- and $K^i$-facts are persistent and they do not occur jointly with other conclusions. During constraint solving we exploit Condition N3 to merge $K^i$- and $K^i$-conclusions deriving the same message.

Condition N4 requires that, if the same message is deduced using a deconstruction and a construction rule, then the deconstruction must happen before the construction.
Conditions **N3** and **N4** together entail that all messages deconstructed from a message sent by the protocol must be new in the sense that they were neither constructed nor deconstructed before. Graph (e) in Figure 8.11 depicts a redundancy excluded by Condition **N4**. In Graph (e), the adversary forwards the encryption $\text{enc}(a,k)$ to himself via an instance of the protocol rule $\text{Fr}(x), \text{In}(y) \rightarrow \text{Out}((x,y))$. This forwarding is redundant because the adversary either constructed $K^\uparrow(\text{enc}(a,k))$ by himself and therefore already derived $K^\downarrow(a)$ or he derived $K^\uparrow(\text{enc}(a,k))$ using the Coerce rule and therefore already derived $K^\downarrow(\text{enc}(a,k))$ before obtaining it from node $j_3$. Note that such forwarding opportunities arise from all protocol rules that use a variable $v$ such that $v$’s contents were received from the public channel and $v$ occurs in an extractable position of a message sent on the public channel. Such forwarding is therefore quite common and we require Condition **N4** to prune it during constraint solving.

**Normal Form Dependency Graphs for More General Equational Theories**

The definition of normal form dependency graphs given in the previous section does not especially exploit the structure of the equational theory $E_{PHS}$. It is thus straightforward to generalize it to further equational theories provided that we find a suitable set of normal form message deduction rules and normal form conditions.

In [SMCB12b], we show how to construct normal form message deduction rules for the disjoint combination of a subterm-convergent rewriting theory and an equational theory modeling Diffie-Hellman exponentiation whose exponents form an Abelian group. We also introduce further normal form conditions to exclude additional redundancies stemming from Diffie-Hellman exponentiation. In his thesis [Sch12], Schmidt explains the corresponding constructions in detail. He also provides normal form message deduction rules and normal form conditions that additionally allow reasoning about bilinear pairings and multisets of messages.

**8.4.3. Additional Constraint-Reduction Rules**

In the previous section, we defined the normal form dependency graphs for the equational theory $E_{PHS}$ and formalized their properties. We now give a constraint-reduction relation, which exploits these properties to effectively reason about message deduction. More precisely, we define the constraint-reduction relation $\rightsquigarrow_{\text{ndgraphs}_{\text{ND},\mathcal{R},\mathcal{AX}}}^{P}$, which we use to search for normal form dependency graphs of a protocol $P$. To make the definition of $\rightsquigarrow_{\text{ndgraphs}_{\text{ND},\mathcal{R},\mathcal{AX}}}^{P}$ independent of the concrete definition of normal form dependency graphs, we base it on the following assumptions.

**Assumptions about the Normal Form Dependency Graphs**

Without loss of generality, let $P$ be a protocol that does not use any $K^\uparrow$- or $K^\downarrow$-facts. Let $E$ be an equational theory that has the finite variant property for the rewriting theory $\mathcal{R}$ and the equational theory $\mathcal{AX}$. Moreover, let $\text{ND}$ be a set of multiset rewriting rules. Overloading notation, we call $\text{ND}$ the normal form message deduction rules. We assume given a definition of the set of normal form dependency graphs of $P$ for this choice of $\text{ND}$, $\mathcal{R}$, and $\mathcal{AX}$. We use $\text{ndgraphs}_{\text{ND},\mathcal{R},\mathcal{AX}}(P)$ to denote this set of normal form dependency graphs. We define the corresponding set of normal form traces of $P$ as
We adapt the notions related to constraint solving as follows. A constraint system $\Gamma$ is well-formed if for every deconstruction chain from Section 8 such that it is sound to use trace induction to reason about properties of the normal form dependency graphs, Assumption A8 are also satisfied by the definitions of the normal form dependency graphs given in [SMCB12a] and [Sch12]. They therefore provide a solid foundation for defining the constraint-reduction relation $\leadsto_{P,ND,R,AX}^\text{msg}$.

Assumptions A1-4 characterize the properties of the normal form message deduction rules that we exploit during constraint solving. Assumption A5 ensures that normal form dependency graphs are also $([P]_R^{\text{AX}} \cup ND),AX$-dependency graphs. Together, the first five assumptions imply the deconstruction-chain property, as formalized in Lemma 5. Assumption A6 ensures that we can exploit the normal form conditions N1-4 during constraint solving. Assumption A7 ensures that we can restrict our search for models of guarded trace properties to normal form dependency graphs, Assumption A8 ensures that it is sound to use trace induction to reason about properties of the normal form traces. We use this later in Section 8.4.4 to prove the soundness of type assertions.

**Normal Form Solutions**

We adapt the notions related to constraint solving as follows. A constraint system $\Gamma$ may additionally contain deconstruction chain constraints, written $(i,u) \rightarrow (j,v)$. Overloading notation, we say that $\Gamma$ is well-formed if it satisfies the conditions WF1-4 from Section 8.2.3 modulo $AX$ and the condition WF5.

**WF5** For every deconstruction chain $c \rightarrow p$ in $\Gamma$, there exist terms $t$ and $s$ such that $(c,K^l(t)) \in AX c(\Gamma)$ and $(p,K^l(s)) \in AX p(\Gamma)$.

For a structure $(dg,\theta)$, we extend the satisfaction relation $\models_{AX}$ defined in Section 8.2.2 such that

$$(dg,\theta) \models_{AX} (i,u) \rightarrow (j,v) \quad \text{iff} \quad (\theta(i),u) \rightarrow_{dg} (\theta(j),v).$$
We say that \((dg, \theta)\) is a \textit{normal form model of} \(\Gamma\), if \(dg\) is a normal form dependency graph and \((dg, \theta) \vDash_{\text{Ax}} \Gamma\). A \textit{normal form solution} of \(\Gamma\) is a normal form dependency graph \(dg\) such that there is a valuation \(\theta\) with \((dg, \theta) \vDash_{\text{Ax}} \Gamma\). We write \(\text{nsols}_{P,\text{ND},R,\text{Ax}}(\Gamma)\) to denote the set of all normal form solutions of \(\Gamma\). The following theorem formalizes that we can verify validity and satisfiability claims for the protocol \(P\) by searching for normal form solutions.

**Lemma 6** (Searching for Normal Form Solutions). \textit{For every guarded trace property} \(\phi\) \textit{that does not use any} \(K^i\)-facts, \(P \cup MD \models_E^3 \phi\) \textit{iff} \(\text{nsols}_{P,\text{ND},R,\text{Ax}}(\{\phi\}) \neq \emptyset\).

\(\text{Proof.}\) Follows from Assumption \textbf{A7} and the definition of normal form solutions.

\(\square\)

**The Constraint-Reduction Relation** \(\sim_{P,\text{ND},R,\text{Ax}}\)

In the following, we first define the constraint-reduction relation \(\sim_{P,\text{ND},R,\text{Ax}}\). Then, we prove its correctness and completeness and show that we can construct a normal form solution from every wellformed, \(\sim_{P,\text{ND},R,\text{Ax}}\)-irreducible constraint system. Finally, we illustrate the use of \(\sim_{P,\text{ND},R,\text{Ax}}\) on an extended example.

**Definition** \(\text{The constraint-reduction relation} \sim_{P,\text{ND},R,\text{Ax}}\) \(\text{is defined in Figure 8.12.}\)

\(\)The rule \(\text{\texttt{Send}}\) states that we can use the \(\sim_{\text{last}}(\{P\}_{\text{Ax}} \cup \{\text{Isend}\})_{\text{Ax}}\) constraint-reduction relation for solving all constraints except \(K^i\)-actions, \(K^i\)-premises, \(K^i\)-premises, and deconstruction chains. The rule \textbf{N1} ensures that all rule instances in node constraints are in \(\downarrow_{\text{Ax}}\)-normal form, as required by the normal form condition \textbf{N1}.

The four rules \(S_{K^i}', S_{K^i\alpha}, \text{N2}, \text{and N3}\) work together to reason about messages deduced using construction rules and the \texttt{Coerce} rule. Exploiting \textbf{A3}, they use \(K^i\)-actions to represent \(K^i\)-conclusions whose corresponding rule has not yet been determined using the rule \(S_{K^i\alpha}\). We use this construction to ensure that the rule \textbf{N4}, which orders \(K^i\)-conclusions and \(K^i\)-conclusions, is applicable as soon as possible. These four rules work as follows.

The rule \(S_{K^i}'\) solves a \(K^i(t) \bullet_v i\) premise that is not yet being derived before node \(i\). It works by introducing a \(K^i(t) \circ j\) constraint for a fresh timepoint \(j\) together with the constraint that \(j < i\). The introduced action constraint is then either merged with an existing node deriving \(K^i(t)\) using the rule \textbf{N3} or it is solved using the rule \(S_{K^i\alpha}\). COERC nodes that derive pairs are pruned using the rule \textbf{N2}. We delay solving \(K^i(v) \circ i\) actions for \(v \in V_{\text{msg}} \cup V_{\text{pub}} \cup P N\), as they can always be solved trivially using an instance of the construction rule for public names.

The rules \textbf{N3}, \(S_{K^i}'\), and \(S_\ldots\) work together to reason about messages deduced using deconstruction rules. Rule \(\textbf{N3}\) merges duplicate derivations of the same \(K^i\)-conclusion. Rule \(S_{K^i}'\) solves an open \(K^i\)-premise by introducing an arbitrary instance of the \texttt{Irecv} rule from which the adversary deduced the \(K^i\)-premise using a chain of deconstruction rules. Such an instance of the \texttt{Irecv} rule must exist due to the deconstruction-chain property. The possible messages sent by the protocol from which the chain could start are enumerated using the rule \(DG_{\ldots}\) on the newly introduced \texttt{Out}(\(t\)) premise. Rule \(S_\ldots\) refines a deconstruction chain by unfolding its definition by one step. It makes a case distinction on whether a deconstruction chain consists of (1) a single edge or (2) an
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Rule $S_{K_{\alpha}}$ uses the definition $kn_{i,\alpha}(\Gamma) := \{m \mid \exists j. j \not\in \Gamma \ i \wedge (K^j(m)@j) \in as(\Gamma) \cup \Gamma\}$, which denotes the set of messages constructed before timepoint $i$. We write $\sim_{P,ND,R,AX}^{\text{msg}}$ as $\sim$ and the empty set of constraint systems $\emptyset$ as $\bot$.

\[ R_{\text{assert}}: \quad \Gamma \rightsquigarrow \Gamma_1 \parallel \ldots \parallel \Gamma_n \text{ if } \Gamma \rightsquigarrow \text{induct}((P \cup \{\text{Isend}\}) \cup AX) \parallel \Gamma_1 \parallel \ldots \parallel \Gamma_n, \text{ except for } \]

\[ N4: \quad \Gamma \rightsquigarrow (i \not\in j, \Gamma) \text{ if } ((i,1),K\downarrow(t)) \in Ax \text{ cs}(\Gamma) \text{ and } K\uparrow(t)@j \in Ax \text{ as}(\Gamma) \cup \Gamma; \text{ not } i \not\in \Gamma_1 \]

To reason about protocols that blindly forward encrypted messages as cleartext, we use the rule $N4$, as explained in Example 32. We use type assertions as explained in Section 8.4.4, to reason about protocols that blindly forward encrypted messages; e.g., a protocol containing a rule like $[\ln(\text{enc}(x,k_1))] \rightarrow [\text{Out}(\text{enc}(x,k_2))]$ for $x \in \mathcal{V}_{\text{msg}}$. 

Figure 8.12.: Rules defining the constraint-reduction relation $\sim_{P,ND,R,AX}^{\text{msg}}$
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Figure 8.13.: A contradictory constraint system pruned by rule N4.

Example 32 (Forwarding of Messages via Protocol Rules). Consider solving the premise $K'(k;\text{fresh})$ in the context of a protocol that contains the multiset rewriting rule $[\text{ln}((x,y))][-\rightarrow[\text{Out}(x)]$. One of the cases that we must consider is captured by the constraint system depicted in Figure 8.13. It states that the adversary might deduce $k$ using a deconstruction chain starting from the message $x$ sent by node $j$. This constraint system is contradictory because all its normal form solutions violate condition N4. We show that this constraint system is contradictory using rule DG after we used rule N4 to derive $i_5 \leq i_2$.

Formal Properties. We now prove the properties, which formalize the suitability of the constraint-reduction relation $\sim_{P,ND,R,AX}^{\text{msg}}$ for constraint solving. More precisely, we show that this constraint-reduction relation is wellformed, correct and complete with respect to normal form solutions, and that we can extract a normal form solution from every wellformed, $\sim_{P,ND,R,AX}^{\text{msg}}$-irreducible constraint system.

Theorem 11 (Wellformedness, Correctness, and Completeness of $\sim_{P,ND,R,AX}^{\text{msg}}$). For every constraint-reduction step $\Gamma \sim_{P,ND,R,AX}^{\text{msg}} \Gamma'$ of a constraint system to a set of constraint systems $\Gamma'$, it holds that

(i) if $\Gamma$ is wellformed, then all constraint systems in $\Gamma'$ are wellformed and

(ii) $\text{nsols}_{P,ND,R,AX}(\Gamma) =_{AX} \bigcup_{\Gamma' \in \Gamma'} \text{nsols}_{P,ND,R,AX}(\Gamma')$

provided that the assumptions A1-7 hold.

Proof (sketch of the complete proof on page 185). The wellformedness of $\sim_{P,ND,R,AX}^{\text{msg}}$ follows from its definition and WF1-5. The correctness and completeness of the rule $R_{\text{ass}}$ follows from Theorem 7 and the assumptions A1,2,5. The other rules are trivially correct, as they only add further constraints to $\Gamma$. The completeness of the other rules follows from the assumptions A1-7, which characterize the structure of the normal form message deduction rules and the normal form conditions.
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Figure 8.14.: First half of the constraint systems from Example 33, where we show that $\text{nsols}_{\text{Fr}, \text{ND}, \text{PHS}}(\emptyset(\Gamma)) = \emptyset$.
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Figure 8.15.: Second half of the constraint systems from Example 33.
Theorem 12 (Solution Construction for \( \neg \neg_{P,ND,R,AX} \)). We can construct a normal form solution for every wellformed and \( \neg \neg_{P,ND,R,AX} \)-irreducible constraint system \( \Gamma \), provided that the assumption A1-7 hold.

Proof (sketch of the complete proof on page 187). The main idea is to convert \( \Gamma \) to a \( \neg \neg_{\{P\}^t_{AX} \cup ND},AX \)-irreducible constraint system \( \Gamma' \), such that we can use the solution construction method from the proof of Theorem 8. This conversion solves remaining \( K'((x)@i) \) actions with \( x \in V_{msg} \cup V_{pub} \cup PN \), using the construction rule for public names, inserts edges for all \( K' \)-premises, and removes all deconstruction chains. The proof that the solution constructed from the resulting constraint system \( \Gamma' \) is a normal form solution of \( \Gamma \) exploits the \( \neg \neg_{P,ND,R,AX} \)-irreducibility of \( \Gamma \).

Extended Example In the following example, we illustrate the use of \( \neg \neg_{P,ND,R,AX} \) for reasoning about message deduction. We do this by revisiting Example 28, which we used to illustrate the insufficiency of \( \neg \neg_{R,E} \) for reasoning about message deduction.

Example 33 (Using \( \neg \neg_{P,ND,R,AX} \) for Constraint Solving). We prove the validity claim from Example 28 on page 110,

\[
P_{Ex} \cup MD_{P,PHS} \models_{\text{P,PHS}} \forall x k i. \text{Fin}(x,k)@i \Rightarrow \exists j. \text{Rev}(k)@j,
\]

using the constraint-solving relation \( \neg \neg_{P,Ex,ND,PHS,0} \) where \( ND \) are the normal form message deduction rules for \( E_{PHS} \) defined in Section 8.4.2.

Due to Lemma 6 on page 121, this claim holds if and only if the constraint system

\[
\Gamma := \{ \exists x k i. \text{Fin}(x,k)@i \land (\forall j. \neg (\text{Rev}(k)@j) \lor 1) \}
\]

has no normal form solutions; i.e., \( \text{nsols}_{P,Ex,ND,PHS,\emptyset}(\Gamma) = \emptyset \). We prove this using the constraint-solving relation \( \neg \neg_{P,Ex,ND,PHS,\emptyset} \). We depict the constraint systems encountered in this proof in figures 8.14 and 8.15. We explain the corresponding constraint-reduction steps in the following paragraphs.

We start with System \( \Gamma \) and first solve all constraints other than message deduction constraints. We then solve the occurring \( K' \)-premise using the rule \( s_{K'} \). The resulting system is System \( \Gamma_1 \). In its depiction, we use the following additional notation. We annotate at least one occurrence of every non-temporal and non-message variable with its sort. We abbreviate edges between \( Fr \) and \( In \)-facts using inference rule notation. We depict the ordering constraint \( j_5 \prec j_4 \) using a dotted arrow from the action \( K'((x,x))@j_5 \) to the node \( j_4 \).

We proceed by solving the \( K'((x,x))@j_5 \) action in System \( \Gamma_1 \) using the rule \( s_{K'_w} \). There are two resulting cases: one where this action is provided by the COERC rule and one where this action is provided by the pair construction rule. We immediately reduce the first case to a contradiction using rule \( \beta_2 \), as pairs are never deduced using the COERC rule. The second case is formalized by System \( \Gamma_{12} \). Note that we always eagerly apply the \( s_{K'} \), rule to solve \( K' \)-premise constraints.

Our next step is to solve the \( K'((x))@j_6 \) action in System \( \Gamma_{12} \) using rule \( s_{K'_w} \). There are two resulting cases, formalized by systems \( \Gamma_{13} \) and \( \Gamma_{12,2} \). System \( \Gamma_{13} \) denotes the case that the adversary might have generated the fresh name denoted by the variable \( x \).
by himself. This is not possible, as it conflicts with the \( \text{Fr}(x:\text{fresh}) \) premise of node \( j_1 \).

We formalize this by reducing System \( \Gamma_{13} \) to the empty set of constraint systems using the rules \( \text{DG}_{\text{out}}, \text{DG}_{\text{Fr}}, \) and \( \text{DG}_{\text{1b1}} \).

System \( \Gamma_{12,2} \) denotes the case that the adversary might deduce \( K_1^j(x) \) using the COERC message deduction rule. The premise \( K_1^j(x) \) must be deduced using a chain of deconstruction rules starting from the node \( j_6 \) with the protocol. Hence, we applied rule \( S_{\text{K1j}} \), which introduced node \( j_7 \) and the deconstruction chain \( (j_7, 1) \rightarrow (j_6, 1) \) in System \( \Gamma_{12,2} \). Note that we cannot yet refine this deconstruction chain using the \( S_\cdot \) rule, as this chain starts from a message variable. We must first enumerate the messages sent by the protocol by applying the rule \( \text{DG}_\cdot \) to the premise \( j_7 \cdot \text{Out}(y:\text{msg}) \).

There are two resulting cases, formalized by systems \( \Gamma_{12,2,1} \) and \( \Gamma_{12,2,2} \).

In the depiction of both systems, we suppress the copied node and edge constraints on the nodes \( j_1, j_2, \) and \( j_3 \) to save space. We also abbreviate edges between \( \text{Out} \) facts using inference rule notation. System \( \Gamma_{12,2,1} \) denotes the case that \( y \) might be some encryption \( \text{enc}(x',k') \) sent by some instance of the first protocol rule. System \( \Gamma_{12,2,2} \) denotes the case that \( y \) might be some key \( k' \) revealed by the adversary using some instance of the key-reveal rule. We conclude the proof by reducing both of these systems to the empty set of constraint systems as follows.

For System \( \Gamma_{12,2,1} \), we proceed by refining the deconstruction chain \( (j_7, 1) \rightarrow (j_6, 1) \) twice using rule \( S_\cdot \). We thereby obtain System \( \Gamma_{12,2,1,}\) where \( x \) and \( x' \) are identified and the deconstruction chain has been replaced with the edges to and from the deconstruction rule for decryption \( j_{11} \). This is the only way to refine this chain, as all other deconstruction rules lead to cases with edges between non-unifiable facts. The uniqueness of \( \text{FRESH} \) instances leads to the depicted chain of implications and results in System \( \Gamma_{12,2,1,}\).

The only remaining unsolved constraint in this system is the \( K_1^j(k) \).\( j_{12} \) action. The constraint-reduction steps required to solve this constraint are similar to the ones used to solve the \( K_1^j(x) \) action in System \( \Gamma_{12} \). System \( \Gamma_{12,2,1,}\) is the only one of the resulting constraint systems that is not trivially contradictory due to the uniqueness of \( \text{FRESH} \) instances. In fact, this system could be instantiated to a normal form dependency graph, if it were not for the trace formula \( \omega = (\forall j. ~ (\text{Rev}(k) @ j) \lor 1) \). Since System \( \Gamma_{12,2,1,}\) contains node \( j_{14} \) with a \( \text{Rev}(k) \) action, we can use the rules \( S_\cdot, \emptyset \) and \( S_\cdot \) to reduce this system to the empty set of constraint systems.

For System \( \Gamma_{12,2,2} \), we proceed by first solving the \( \text{Key}(k' : \text{msg}) \) premise using the rule \( \text{DG}_\cdot \) and then refining the deconstruction chain \( (j_7, 1) \rightarrow (j_6, 1) \) using the rule \( S_\cdot \). The only resulting system is System \( \Gamma_{12,2,2,1} \), where \( x \) and \( x' \) have been unified and the deconstruction chain has been replaced with the edge \( (j_7, 1) \rightarrow (j_6, 1) \). This system contradicts the uniqueness of the \( \text{FRESH} \) instances and can therefore be reduced to the empty set of constraint systems using the rules \( \text{DG}_{\text{out}}, \text{DG}_{\text{Fr}}, \) and \( \text{DG}_{\text{1b1}} \). This concludes the proof that \( \text{nlösps}_{\text{Ex}, ND, \text{PHS}, \emptyset}(\Gamma) = \emptyset \) and therefore

\[ P_{\text{Ex}} \cup MD_{\Sigma_{\text{PHS}}} \models E_{\text{PHS}} \forall x, k. \text{Fin}(x, k) @ i \Rightarrow \exists j. \text{Rev}(k) @ j. \]

\[ \star \]

The above example illustrates the use of \( \rightarrow_{\text{ND,PHS},\emptyset}^{\text{eq}} \) for reasoning about message deduction modulo the equational theory \( E_{\text{PHS}} \). Reasoning about more complicated equational theories, protocols, and properties works analogously. However, managing
the intermediate constraint systems on paper becomes tedious and does not scale well. We solve this problem in Chapter 9, by implementing the Tamarin prover, which mechanizes the use of our constraint-reduction rules. This prover provides an interactive GUI, which displays the constraint systems using a graphical notation similar to the one used in this thesis. Moreover, it automatically executes the trivial constraint-reduction steps, but lets the user interactively choose the non-trivial steps, e.g., selecting the next message deduction constraint to solve. This enables the user to more easily gain intuition about the protocol and the property of interest by interactively constructing its correctness proofs.

8.4.4. Type Assertions

One of the key steps in a validity proof based on the constraint-reduction relation \( \sim_{\text{uni219D} \text{msg} \text{P,ND,R,AX}} \) is to completely refine the deconstruction chains occurring in the intermediate constraint systems. We cannot immediately achieve this for protocols that send messages from which the content of a message variable \( v \) could be extracted. The problem is that, in general, the variable \( v \) could be instantiated with any message. Thus without any further information there are in principle infinitely many ways to refine a deconstruction chain starting from this variable.

In Part I, we already recognized this problem for decryption-chain reasoning and provided a solution. This solution is based on type assertions that characterize the instantiations of all message variables of a protocol such that we can finitely enumerate all decryption-chains starting from their contents. We now adapt this solution to our more general verification theory. Thanks to its generality, we require no additional formalism.

In the following, we show that we can formalize type assertions as invariants of the normal form traces of the protocol of interest. We also show that we can prove the validity of type assertions using trace induction. We explain this first on an example. Afterwards, we describe how to construct type assertions in general.

**Example 34 (Using Typing Assertions).** Consider the following artificial protocol.

\[
\begin{align*}
\text{SetupKey} & \vdash \text{Fr}(k), \\
\text{RevealKey} & \vdash \text{Key}(k) \rightarrow \text{Out}(k) \rightarrow [\text{Rev}(k)], \\
\text{Init} & \vdash \text{Out}(\text{enc}(s,p,k)), \\
\text{Resp} & \vdash \text{Sec}(s,k), \text{Out}1(p,\text{enc}(s,p,k))
\end{align*}
\]

The \text{SetupKey} rule sets up encryption keys, which can be revealed by the adversary using the \text{RevealKey} rule. Recall that we use \(!\) to mark the \text{Key} fact as a persistent fact. The \text{Init} and \text{Resp} rules model an initiator and a responder that use these encryption keys to securely exchange a secret value \( s \) and a value \( p \) to be published over the public channel controlled by the adversary. Upon receiving an encrypted message of the form \( \text{enc}((s,p),k) \), the responder claims that \( s \) is secret provided that \( k \) has not been revealed.
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Figure 8.16.: System $\Gamma_1$ from Example 34 illustrating the need for type assertions. The variables $s, p, s_1, p_1$ are in $V_{msg}$.

and publishes the value $p$. We explain the two actions with the gray background later, as we use them only to formalize our type assertion.

Formally, the secrecy claim that we would like to prove is

$$P_{y} \cup MD_{\Sigma_{PHS}} \models_{E_{PHS}} \forall s \; k \; i_1 \; i_2. \; \text{Sec}(s, k)@i_1 \land K(s)@i_2 \Rightarrow \exists i_3. \; \text{Rev}(k)@i_3 .$$

We prove this claim by showing that the constraint system

$$\{ \text{Sec}(s, k)@i_1, K(s)@i_2, (\forall i_3. \; \text{Rev}(k)@i_3 \Rightarrow \bot) \}$$

has no normal form solutions. We attempt to show this using the constraint-reduction relation $\sim^\text{msg}_{P_y, ND_{PHS}, E_{PHS}}$ analogously to Example 33. As we will see, this direct attempt fails because we fail to reason about what messages can be deconstructed from the content of the message variable $p$ sent by an instance of the Resp rule. We will fix this problem by proving a protocol-specific invariant, which characterizes the possible contents of $p$ such that we can reason about what messages can be extracted from them.

System $\Gamma_1$ depicted in Figure 8.16 illustrates the problem of reasoning about what messages can be deconstructed from the content of the message variable $p$. It results from solving the actions $\text{Sec}(s, k)@i_1$ and $K(s)@i_2$ and then trying to determine the origin of the encryption $K'(\text{enc}((s, p), k))$ received by Node $i_1$. System $\Gamma_1$ formalizes the case that the encryption $K'(\text{enc}((s, p), k))$ was deconstructed from the message $p_1$ that is sent to the adversary by some instance of the Resp rule, i.e., Node $j_6$. Note that System $\Gamma_1$ has no normal form solutions, as $K'(\text{enc}((s_1, p_1), k_1))$ was either (1) constructed by the adversary or (2) sent by an instance of the Init rule. Both of these cases are contradictory. The first case implies that the adversary derived $K'(p_1)$ before $K'(p_1)$, which contradicts condition N4. The second case implies that $p_1$ contains a fresh name. This contradicts the deconstruction chain $(j_5, 1) \rightarrow (j_4, 1)$, as deconstruction chains built from instances of the normal form message deduction rules $ND$ cannot start from a fresh name.
Nevertheless, we fail to reduce system $\Gamma_1$ to the empty set of constraint systems. We cannot refine the deconstruction chain $(j_5, 1) \rightarrow (j_4, 1)$, as $p_1$ is a message variable. We can also not solve the $K(i) \rightarrow_1 i_2$ premise, as $s$ is a message variable. We are therefore left with trying to determine the origin of the encryption $K\langle e\rangle$ of trace induction, as it remains to show that $\text{nsols}_{P_{ty}, ND, PHS, \emptyset}(\Gamma_1) = \emptyset$ using the constraint-reduction relation $\rightarrow_{\text{P}_{ty}, ND, PHS, \emptyset}$.

We fix this problem by proving the invariant

$$\psi_{ty} := \forall p \; m \; i. \; \ln_1(p, m) \@ i \Rightarrow (\exists j. \; K(i) \@ j \land j < i) \lor (\exists j. \; \text{Out}1(m) \@ j).$$

of the normal form traces of $P_{ty}$. We call $\psi_{ty}$ a type assertion because it characterizes the possible instantiations of the message variable $p$ in the $\text{Resp}$ rule of $P_{ty}$. The intuition behind this type assertion is the following. The action $\ln_1(p, m)$ denotes that the message $m$ was sent and is intended to be received by rules marked with an $\ln$-action. In the context of the $P_{ty}$ protocol, $\psi_{ty}$ thus states the following. Whenever the variable $p$ is instantiated upon the receipt of the encryption $K\langle e\rangle$ by an instance of the $\text{Resp}$ rule, then either

(i) the content of $p$ was deduced by the adversary beforehand (because he constructed the encryption by himself) or

(ii) the encryption was sent by an instance of the $\text{Init}$ rule (and $p$ thus contains a fresh name).

We exploit $\psi_{ty}$ to reduce $\Gamma_1$ to the empty set of constraint systems as follows. Assume that we have proven that $\psi_{ty}$ is an invariant of the normal form traces of $P_{ty}$, i.e., $\text{nt traces}_{ND, PHS, \emptyset}(P_{ty}) \equiv_{\emptyset} \psi_{ty}$. We can thus add $\psi_{ty}$ to the System $\Gamma_1$ without changing its normal form solutions; i.e.,

$$\text{nsols}_{P_{ty}, ND, PHS, \emptyset}(\Gamma_1) = \emptyset \; \text{nsols}_{P_{ty}, ND, PHS, \emptyset}(\Gamma_1 \cup \{ \psi_{ty} \}).$$

Hence, we can add the disjunction

$$(\exists j. \; K\langle p_1 \rangle \@ j \land j < j_6) \lor (\exists j. \; \text{Out}1(\langle e\rangle) \@ j)$$

to the system $\Gamma_1 \cup \{ \psi_{ty} \}$ by instantiating the universally quantified variables $p$, $m$, and $i$ in $\psi_{ty}$ with $p_1$, $\langle e\rangle$, $\langle p_1, m_1 \rangle$, $k_1$, and $j_6$. This disjunction allows us to reduce System $\Gamma_1$ to the empty set of constraint systems as follows. We first perform a case split on the disjunction and then solve the existential quantifiers and the conjunctions. The two resulting constraint systems are depicted in Figure 8.17. System $\Gamma_{1,1}$ formalizes the case that the intruder constructed the encryption. We reduce it to the empty set of constraint systems by applying rule $\text{N4}$ followed by rule $\text{DG}_q$. System $\Gamma_{1,2}$ formalizes the case that some instance of the $\text{Init}$ rule (Node $j_{11}$) sent the encryption. We reduce it to the empty set of constraint systems by applying rule $\text{S}_r$ followed by rules $\text{DG}_r$ and $\text{S}_r$.

We prove that $\text{nt traces}_{ND, PHS, \emptyset}(P_{ty}) \equiv_{\emptyset} \psi_{ty}$ using trace induction. This is sound, as the normal form traces are prefix closed because of Assumption A8. After the application of trace induction, it remains to show that $\text{BC}(\psi_{ty})$ and $\text{IH}(\psi_{ty}) \Rightarrow \psi_{ty}$ hold for all normal
Figure 8.17.: Constraint systems resulting from the use of the type assertion $\psi_{ty}$. 
form traces of $P_{ty}$. This is trivial for $bc(\psi_{ty})$. For $ih(\psi_{ty}) \Rightarrow \psi_{ty}$, we expand $ih(\psi_{ty})$ and show that

$$ntraces_{ND,PHS,\varnothing}(P_{ty}) \Rightarrow (\forall p m i. \ln 1(p, m) \otimes i \Rightarrow \text{last}(i) \lor (\exists j. K^i(p) \otimes j \land j \leq i \land \neg \text{last}(j)) \lor (\exists j. \text{Out} 1(m) \otimes j \land \neg \text{last}(j))) \Rightarrow \psi_{ty}$$

using the constraint-reduction relation $\Rightarrow^{res}_{P_{ty},ND,PHS,\varnothing}$. This proof is straightforward and we therefore do not detail it here. The key step is to exploit the induction hypothesis $ih(\psi_{ty})$ analogously to the reduction of System $\Gamma_1$ to the empty set of traces. One can inspect this proof in the GUI of the Tamarin prover by loading the Minimal_Typing_Example.spthy file, which is distributed with the Tamarin prover.

Constructing Type Assertions

The goal of a type assertion is to enable the complete refinement of all deconstruction chains that may occur in a proof of a property of a protocol $P$. In general, a type assertion for the protocol $P$ must therefore characterize all possible instantiations of every message variable $v$ whose content is extractable from a message sent by a multiset rewriting rule in $P$. We construct such a type assertion roughly as follows.

We assume without loss of generality that the variables of different rules in $P$ are disjoint. We add an action $\text{In}^v(v, m)$ to every rule containing a message variable $v$ that is instantiated upon the receipt of the message $m$. We also add a corresponding $\text{Out}^v(m')$ action to every rule of $P$ that sends a message $m'$ unifying with the received message $m$. The type assertion for $P$ is then

$$\bigwedge_{v \in \text{vars}(P) \cap \mathcal{V}_{msg}} (\forall v m i. \ln^v(v, m) \Rightarrow (\exists j. K^i(v) \otimes j \land j \leq i) \lor (\exists j. \text{Out}^v(m))) .$$

We prove this type assertion using trace induction and exploit it as in the previous example. Informally, this works if the following two assumptions are valid.

(i) If the adversary constructs the received message $m$ by himself, then he must have deduced the content of the instantiated variable $v$ beforehand.

(ii) The unification of $m'$ to $m$ instantiates the message variable $v$ such that the deconstruction chains starting from it can be completely refined.

For some protocols, we must thus weaken the type assertion such that we consider only the cryptographic components of the sent and received messages instead of the complete messages. More precisely, instead of considering the received message $m$, we consider the cryptographic component $c$ immediately containing the message variable $v$ of interest. This ensures Assumption (i). Instead of considering the unifying sent messages $m'$, we then consider the unifying cryptographic components $c'$ occurring in sent messages. This adaption is required to account for the fact that the adversary can construct matching messages from partially deconstructed sent messages.
This construction suffices to reason about many protocols. In particular, it suffices to reason about all the case studies from Part I, as it generalizes the construction of type assertions for decryption-chain reasoning. Moreover, we have also used it in our case studies about cryptographic APIs and stream protocols. We did not require type assertions to reason about Diffie-Hellman based AKE protocols because they receive all their message components as cleartext. See Section 9.3, for more information.
9. Automated Protocol Analysis

In this chapter, we explain how we automate the analysis of security protocols using our constraint-reduction rules. Our automation is based on the notion of a constraint solving algorithm, which we define in Section 9.1. On a high level, a constraint solving algorithm consists of two components: (1) a constraint-reduction strategy, which gives rise to a possibly infinite search tree, and (2) a search strategy, which is used to search this tree for a solved constraint system. We implement a constraint solving algorithm based on our constraint-reduction rules in a tool, called the Tamarin prover. The user interface of the Tamarin prover provides both an automatic and an interactive mode. The automatic mode uses iterative deepening as the search strategy and a heuristic to select the next constraint-reduction rule to apply. The interactive mode uses a Graphical User Interface (GUI) to allow the user to determine interactively both the search and the constraint-reduction strategy. We typically use the interactive mode to understand automatically generated proofs and to investigate non-termination issues. Our GUI supports this task further by visualizing the intermediate constraint systems analogously to the examples depicted in this thesis. We discuss these two modes and the implementation of the Tamarin prover in Section 9.2. Afterwards, in Section 9.3, we report on the experimental results that we obtained using Tamarin’s automatic mode to analyze a wide range of case studies. Finally, we discuss the strengths and weaknesses of our approach to the automated analysis of security protocols in Section 9.4.

9.1. Constraint Solving Algorithms

A constraint-reduction strategy is a partial function $r$ from constraint systems to finite sets of constraint systems satisfying the following two conditions.

(i) The constraint-reduction relation $\{(Γ, r(Γ)) \mid Γ ∈ dom(r)\}$ is well-formed, correct, and complete.

(ii) Every well-formed constraint system not in the domain of $r$ has a non-empty set of solutions.

Intuitively, $r$ reduces constraint systems in its domain to finite sets of constraint systems covering the same set of solutions, whereas it marks constraint systems not in its domain as solved.

We represent the possibly infinite-depth search trees using the coinductive datatype

$$SearchTree := Solved(\mathcal{P}(Constraint)) \mid Reduce(\mathcal{P}(Constraint) \times \mathcal{P}_{fin}(SearchTree))$$

We define the search tree corresponding to a constraint-reduction strategy $r$ as

$$SearchTree_r(Γ) := \begin{cases} Solved(Γ) & \text{if } Γ \notin dom(r) \\ Reduce(Γ, \{SearchTree_r(Γ') \mid Γ' ∈ r(Γ)\}) & \text{if } Γ ∈ dom(r) \end{cases}$$
A constraint solving algorithm checks whether a constraint system $\Gamma$ has a solution by searching for a Solved-node in $\text{searchTree}_r(\Gamma)$. Depending on the constraint-reduction strategy $r$, the constraint system $\Gamma$, and the employed search strategy, this check might not terminate. However, if it terminates then we have either

(i) a proof that $\Gamma$ has no solution, i.e., the finite and complete search tree without a Solved-node, or

(ii) a proof that $\Gamma$ has a solution, i.e., the constraint system whose set of solutions is non-empty and is contained in the set of solutions of $\Gamma$.

We illustrate our notion of constraint-solving algorithms in the following example.

**Example 35 (Constraint Solving Algorithm).** Consider a constraint solving algorithm that uses the simple constraint-reduction strategy that always selects the first applicable rule of the rules given in Figure 8.3 on page 97, which define $\sim_{R,E}^{\text{basic}}$. Assume moreover that the algorithm uses a breadth-first search strategy.

We use this algorithm to prove the statement $P_{Ex} \cup MD_{\text{PHS}} \vdash_{\text{PHS}} i \equiv j \lor j \ll j$. The search tree considered by the algorithm is

$$\text{searchTree}(\{i \equiv j \lor j \ll j\}) = \text{Reduce}(\{i \equiv j \lor j \ll j\}, \{\text{Reduce}(\{i \equiv j, i \equiv i \lor j \ll j\}, \{\text{Solved}(\{i \equiv i, i \equiv i \lor i \ll i\})\})\}, \text{Reduce}(\{j \ll j, i \equiv i \lor j \ll j\}, \emptyset)),$$

where the gray boxes annotate the constraint-reduction steps with the used rules. The algorithm thus finds the constraint system $\{i \equiv i, i \equiv i \lor i \ll i\}$, whose set of solutions is non-empty due to Theorem 5. The solutions of this constraint system are solutions of $\{i \equiv j \lor j \ll j\}$, as $\sim_{R,E}^{\text{basic}}$ is a correct constraint-reduction relation.

If required we can use the proof of Theorem 5 to construct a solution of this constraint system, and thus construct a trace of $P_{Ex}$ satisfying $i \equiv j \lor j \ll j$. The constructed solution would be $(dg, \theta)$ for $\theta := \{i \mapsto 1\}$ and $dg := ([\{1\}]-[Fr(a)])$, $\emptyset$ with $a \in FN$. Note that $dg$ contains an instance of the FRESH rule, as the solution construction method ensures that all temporal variables are instantiated with indices of nodes in $dg$. The trace of this solution is $[]$, as expected.

Note the difference in difficulty between proving satisfiability claims and proving validity claims. Validity claims can only be proven if the corresponding search tree is of finite depth. If the search tree is of infinite depth, satisfiability claims can however still be proven, as proving a satisfiability claim just requires the corresponding search tree to contain at least one Solved-node at finite depth.

### 9.2. The Tamarin Prover

The Tamarin prover implements the theory described in this thesis extended with the support for equational theories modeling Diffie-Hellman exponentiation, bilinear
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9.2.1. Supported Verification Problems

On a high level, TAMARIN supports the analysis of satisfiability and validity claims of trace formulas for protocols that possibly make use of a public channel controlled by a Dolev-Yao style adversary. This analysis is performed modulo an equational theory modeling the semantics of the employed cryptographic algorithms. The current implementation [MS12] supports equational theories combined from

- an arbitrary subterm-convergent rewriting theory,
- the equations $E_{DH}$, given in Section 7.5.1, modeling Diffie-Hellman exponentiation,
- the equations modeling multiset union, given in [Sch12], and
- the equations modeling bilinear pairing, given in [Sch12].

To simplify the specification of security protocol verification problems, the TAMARIN prover allows to restrict the set of considered traces using axioms. We can use axioms for example to implement rules with inequality checks as follows. We first add $\text{InEq}(t,s)$ actions to all rules that require the term $t$ to be different from the term $s$, and then filter out the traces where $t$ and $s$ are instantiated to the same message using the axiom $\forall x_i. \text{InEq}(x,x)@i \Rightarrow 1$.

The input given to the TAMARIN prover specifies the protocol (including the adversary capabilities), the considered equational theory, and the expected properties jointly as a security protocol theory. Formally, a security protocol theory is a six-tuple $T = (\Sigma, E, P, \bar{\alpha}, \bar{\phi}, \bar{\chi})$ of a signature $\Sigma$ specifying the functions for constructing cryptographic messages, an equational theory $E$ specifying the semantics of the functions in $\Sigma$, a set of protocol rules $P$, and sequences of closed trace formulas $\bar{\alpha}$, $\bar{\phi}$, and $\bar{\chi}$. We call $\bar{\alpha}$ the axioms of $T$, $\bar{\phi}$ the validity claims of $T$, and $\bar{\chi}$ the satisfiability claims of $T$. We say that the security protocol theory $T$ is sound iff all its validity and satisfiability claims hold for the traces of $P \cup MD_\Sigma$ satisfying the axioms; i.e.,

- $P \cup MD_\Sigma \Vdash_E (\Lambda_{\alpha \in \text{set}(\bar{\alpha})} \alpha) \Rightarrow \varphi$ for each $\varphi \in \text{set}(\bar{\phi})$, and
- $P \cup MD_\Sigma \Vdash_E (\Lambda_{\alpha \in \text{set}(\bar{\alpha})} \alpha) \land \chi$ for each $\chi \in \text{set}(\bar{\chi})$.

The objective of the TAMARIN prover is to support its user in checking the soundness of security protocol theories. We illustrate this in the following example.
theory Artificial_Example begin
functions: sdec/2, senc/2
equations: sdec(senc(m, k), k) = m
rule Step1: [Fr(x), Fr(k)] --[]--> [St(x,k), Out(senc(x,k)), Key(k)]
rule Step2: [St(x,k), In(x)] --[Fin(x,k)]--> []
rule Reveal: [Key(k)] --[Rev(k)]--> [Out(k)]
lemma Fin_reachable: exists-trace
  "Ex k S #i. Fin(S, k) @ i"
lemma Fin_unique: all-traces
  "All S k #i #j. Fin(S, k) @ i & Fin(S, k) @ j ==> #i = #j"
lemma Keys_must_be_revealed: all-traces
  "All k S #i. Fin(S, k) @ i ==> Ex #j. Rev(k) @ j & j < i"
end

lemma Keys_must_be_revealed:
  "All k S #i. Fin(S, k) @ i ==> Ex #j. Rev(k) @ j & j < i"
simplify
solve( St(S, k) |> [0] #i )
case Step1
  solve( !KU( ~n ) @ #vk )
case Step1
  solve( !KU( ~n.1 ) @ #vk.1 )
case Reveal
  by contradiction // from formulas
qed
qed
qed

summary of the analysis:
  Fin_reachable (exists-trace): verified (5 steps)
  Fin_unique (all-traces): verified (8 steps)
  Keys_must_be_revealed (all-traces): verified (5 steps)

Sort annotations are prefixed, i.e., ~n denotes n:fresh and #i denotes n:temp. Variables in subformulas of the form @ i or i < j are of sort temp, all other variables without a sort-prefix are of sort msg. The expression St(S, k) @$ i denotes the premise constraint St(S,k) @$0 i. The fact symbol !KU denotes K†.

Figure 9.1.: Example security protocol theory specified using TAMARIN’s input language and the corresponding analysis results generated by TAMARIN’s automatic mode.
**Example 36 (Tamarin input and output).** Figure 9.1 shows the input file modeling the $P_{Ex}$ protocol from Example 18 on page 79 and the security properties considered in Example 23 on page 95, Example 24 on page 101, and Example 33 on page 126. The listed output was generated using Tamarin’s automatic mode. Note that Tamarin does not output the Reduce-nodes of a search tree. Instead it outputs for each proof step which constraint was solved. It also uses a simple heuristic for naming the resulting cases. Their corresponding constraint systems can be inspected using Tamarin’s interactive mode.

**Translation to Constraint Solving Problems**

The Tamarin prover checks the soundness of security protocol theories by translating their validity and satisfiability claims to corresponding constraint solving problems. These problems are then solved using the appropriate instance of the $\triangleright_{ND, R, AX}^{\text{msg}}$ constraint-reduction relation. Schmidt explains the decomposition of the equational theory $E$ into the rewriting system $\cal R$ and the equational theory $AX$ in detail in [Sch12]. In general, we try to orient as many equations as possible and use them as term rewriting rules in $\cal R$. We use the equational theory $AX$ to handle the remaining equations, e.g., associativity and commutativity of the multiplication in the group of Diffie-Hellman exponents. For more information about the computation of the normal form message deduction rules $ND$, we also refer the reader to [Sch12].

In the following, we specify the translation of the soundness of a security protocol theory $T = (\Sigma, E, [\alpha_1, \ldots, \alpha_n], [\varphi_1, \ldots, \varphi_m], \chi)$ to an equivalent set of constraint solving problems. Our translation supports the use of validity claims as lemmas in later proofs. This improves both the efficiency (by sharing common subproofs) and the effectiveness (by adding additional protocol-specific inductive invariants) of our translation. We assume that the lemmas are an appropriately marked subset of the validity claims. To ensure the soundness of our translation, we require that a validity claim $\varphi_i$ is only used as a lemma in the proof of a validity claim $\varphi_j$ if $i < j$.

To extend the scope of our translation, we assume given a partial function $GP$ that translates a trace property that is trivially equivalent to a guarded trace property to this guarded trace property. For example, we expect this function to rewrite all formulas to negation normal form and perform trivial syntactic manipulations like the reordering of conjunctions to ensure the guardedness of quantified variables. We further assume that all formulas in $T$ are in the domain of $GP$, i.e., can be converted to equivalent guarded trace properties.

**Translating claims proven without trace induction** Let $\chi \in \text{set}(\chi)$ be a satisfiability claim of $T$ and let $\lambda_1, \ldots, \lambda_l$ be the lemmas to be used in its proof. We translate the soundness of this claim to the constraint solving problem of determining whether

$$nsols_{PND, R, AX}(\{GP(\alpha_1), \ldots, GP(\alpha_n), GP(\lambda_1), \ldots, GP(\lambda_l), GP(\chi)\}) \neq \emptyset.$$  

For a validity claim $\varphi$ of $T$ to be proven using the lemmas $\lambda_1, \ldots, \lambda_l$, the corresponding constraint solving problem is to determine whether

$$nsols_{PND, R, AX}(\{GP(\alpha_1), \ldots, GP(\alpha_n), GP(\lambda_1), \ldots, GP(\lambda_l), GP(\neg \varphi)\}) = \emptyset.$$  
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Both translations follow straightforwardly from the definition of the soundness of the security protocol theory $T$ and the verification theory developed in Chapter 8.

**Translating claims proven using trace induction** When using trace induction, we must weaken the induction hypothesis with the precondition that all axioms must hold. To simplify stating the resulting constraint systems, we assume without loss of generality that all axioms and lemmas are guarded trace properties. For a satisfiability claim $\chi$ of $T$ to be proven using trace induction, and using the lemmas $\lambda_1, \ldots, \lambda_l$, the corresponding constraint solving problem is to determine whether

$$\text{nsols}_{P,ND,R,AX}(\{\alpha_1, \ldots, \alpha_n, \lambda_1, \ldots, \lambda_m, \text{GP}(\text{IH}(\alpha_1 \wedge \ldots \wedge \alpha_n \Rightarrow \neg \chi)), \text{GP}(\chi)\}) \neq \emptyset.$$ 

For a validity claim $\varphi$ of $T$ to be proven using trace induction, and using the lemmas $\lambda_1, \ldots, \lambda_l$, the corresponding constraint solving problem is to determine whether

$$\text{nsols}_{P,ND,R,AX}(\{\alpha_1, \ldots, \alpha_n, \lambda_1, \ldots, \lambda_m, \text{GP}(\text{IH}(\alpha_1 \wedge \ldots \wedge \alpha_n \Rightarrow \varphi)), \text{GP}(\neg \varphi)\}) = \emptyset.$$ 

Note that we actually do not need to weaken the induction hypothesis with axioms that are safety properties, i.e., trace formulas whose counter-examples remain counter-examples for every extension of their trace. This improves the efficiency of the application of the induction hypothesis during constraint solving. In the TAMARIN prover, we exploit that a guarded trace property is a safety formula if it does not contain an existentially quantified temporal variable.

### 9.2.2. Implementation Concerns

We solve the constraint solving problems corresponding to the soundness of a security protocol theory using an optimized constraint-reduction relation derived from $\sim_{\text{msg}}^{\text{reg}}$. We denote this optimized relation by $\sim_{\text{impl}}^{\text{reg}}$. It implements two optimizations that improve its usability and efficiency.

First, the $\sim_{\text{impl}}^{\text{reg}}$ constraint-reduction relation allows to delay the case distinctions on which variant of a protocol rule is used to solve a premise constraint. This optimization is crucial for reasoning about Diffie-Hellman exponentiation, as otherwise large case distinctions would have to be performed up-front and the proofs would become too large. Schmidt explains this optimization in his thesis [Sch12].

Second, the $\sim_{\text{impl}}^{\text{reg}}$ constraint-reduction relation contracts sequences of trivial constraint-reduction steps. As we will see, this contraction is implemented such that the work of performing trivial constraint-reduction steps is shared between different (sub)proofs. Moreover, this contraction also allows proofs constructed using $\sim_{\text{impl}}^{\text{reg}}$ to be human readable and to highlight the key correctness argument underlying a protocol. Informally, this contraction is the result of (1) a fixed set of constraint-reduction rules, called the simplification rules, that we eagerly apply to all constraint systems and (2) a protocol-specific precomputation of the possible results of solving premise constraints and $K^1$-actions. We detail this contraction in the following two subsections.
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Simplification of Constraint Systems

We partition the constraint-reduction rules of \( \sim^{\text{msg}}_{P,ND,R,AX} \) into case distinction rules, contradiction rules, and simplification rules. The \textit{case distinction rules} are all rules that may result in a case distinction and need to be applied with care to avoid unnecessary case distinctions and non-termination. For our purposes the case distinction rules are \( S_{\@}, \ S_{K\@}, \ S_{\@}, \ S_{V}, \ S_{\rightarrow}, \ S_{\leftarrow}, \) and \( S_{\text{last}}. \) Note that the unification rule \( S_{\approx} \) is the only rule that may result in multiple cases, but is not considered a case distinction rule.

We make this choice because applying the substitutions resulting from the \( S_{\approx} \) rule is the core means for propagating information between different constraints, and we therefore apply this rule eagerly. The \textit{contradiction rules} are all rules that immediately reduce a constraint system to the empty set of constraint systems, i.e., the rules \( S_{\bot}, \ S_{\neg\@}, \ S_{\neg}, \ S_{\neg\approx}, \) \( \text{DG}_{\@}, \ N_{1}, \) \( N_{2}, \) and \( S_{\text{last},\@}. \) The simplification rules are all rules of \( \sim^{\text{msg}}_{P,ND,R,AX} \) that are neither case distinction rules nor contradiction rules, e.g., \( S_{\@} \) and \( S_{V}. \)

The simplification rules correspond to trivial proof steps that we want to contract in \( \sim^{\text{msg}}_{\impl} \). We achieve this by requiring that the constraint systems in the range of \( \sim^{\text{msg}}_{\impl} \) are always saturated under the application of simplification rules. We implement this by applying simplification rules eagerly to our constraint systems. This may actually result in non-termination, e.g., for a constraint system containing a trace formula of the form \( \forall x \ y. \ f(x, y)@i \Rightarrow \exists z. \ f(y, z)@j \) for some fact symbol \( f. \) The problem with this formula is that saturation under \( S_{V} \) and \( S_{\@} \) introduces unboundedly many \( f \)-actions, as soon as the system contains some \( f \)-action. However, such trace formulas are rather artificial and we therefore ignore this problem in our current implementation [MS12].

Note that from an automation perspective there is no difference between contradiction rules and simplification rules. We also apply contradiction rules eagerly to our constraint systems to prune as many of them as early as possible. From a user’s perspective there is however a difference. While simplification steps are mostly boilerplate steps, the application of a contradiction rule in a proof often conveys important information about the correctness argument underlying a protocol. We therefore differentiate between these two types of rules and make the application of contradiction rules explicit in the proofs generated by the Tamarin prover.

Precomputed Case Distinctions

Precomputed case distinctions generalize the idea of specializing the \textit{Chain} rule for a specific protocol, which we explain in Section 4.2 of Part I. Precomputed case distinctions implement two optimizations. First, they allow us to contract constraint-reduction steps that are trivial in the context of a specific protocol, e.g., solving an \( \text{St} \)-premise in the context of the \( P_{Ex} \) protocol. Second, they enable sharing the work of performing these trivial constraint-reduction steps between different (sub)proofs. The following example illustrates the underlying idea.

\textbf{Example 37 (Precomputed Case Distinction).} Consider solving a constraint of the form \( K^{i}(x:\text{fresh})@j_{6} \) in the context of the \( P_{Ex} \) protocol from Example 18 on page 79. Intuitively, there are three cases of how the adversary could have learned the fresh name denoted by \( x:\text{fresh}: \)

1. he could have generated it by himself,
2. he could have learned it by revealing a key generated by an instance of the first rule of the PEx protocol, or
3. he could have learned it by decrypting it from the message sent by an instance of the first step of the PEx protocol.

We can formally compute these cases as follows. We start with the constraint system \( \{K^i(x:o)@j_6\} \) and solve every occurring constraint whose solving does not lead to non-termination. In the context of the PEx protocol, it suffices to avoid solving more than one \( K^i \)-action to avoid non-termination. Figure 9.2 depicts the resulting three constraint systems, whose joint set of solutions is equal to the solutions of \( \{K^i(x:o)@j_6\} \). These constraint systems correspond exactly to the expected three cases. Their only unsolved constraint is the \( K^i(k)@j_{12} \) action in Case (3).

Figure 9.2.: The three precomputed cases that cover all possible ways of solving a constraint of the form \( K^i(x:o)@j_6 \) in the context of the PEx protocol

The benefit of these precomputed cases is that they allow us to solve any \( K^i(y:o) \)-action constraint in a big-step fashion in the context of the PEx protocol. This works because we can rename the variables in \( K^i(x:o)@j_6 \) and the corresponding precomputed cases jointly without changing the relation between their sets of solutions. For example, we use these precomputed cases as follows to solve a constraint \( \gamma := K^i(y:o)@i \) contained in some constraint system \( \Gamma \). We first rename \( x \) to \( y \), \( j_6 \) to \( i \), and all other variables in these precomputed cases away from the free variables of \( \Gamma \). Let the renamed cases be \( \Delta_1 \), \( \Delta_2 \), and \( \Delta_3 \). The three resulting constraint systems covering all possibilities of solving \( \gamma \) in \( \Gamma \) are then \( \Gamma' \cup \Delta_1 \), \( \Gamma' \cup \Delta_2 \), and \( \Gamma' \cup \Delta_3 \).

The above example provides intuition on how to use precomputed case distinctions. For a formal treatment of their usage, see the explanation of constraint rewriting rules in [Sch12]. In the following, we focus on the precomputation of the case distinctions for a protocol \( P \). We precompute a case distinction for every premise constraint built from a fact symbol \( f \) occurring in \( P \). We compute such a case distinction by starting with the
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constraint system \{f(\bar{x}) \rightarrow_0 i\} for \(\bar{x} \in \mathcal{V}_{msg}^{*}\) and \(i \in \mathcal{V}_{temp}\), and solving every constraint whose solving does not lead to non-termination. We also precompute case distinctions for each message with a different outermost constructor. More precisely, we also precompute case distinctions for the constraint \(K'(x:\text{fresh}) @ i\) and for all \(K'(g(\bar{x})) @ i\) constraints with \(g \in \Sigma\), \(\bar{x} \in \mathcal{V}_{msg}^{*}\), and \(i \in \mathcal{V}_{temp}\). The key difficulty of the precomputation is to guarantee termination, while still solving as many constraints as possible in order to share as much work as possible.

Note that the precomputation always starts from a constraint system containing a single trace atom or graph constraint. When solving such a constraint system, non-termination must involve the solving of unboundedly many premise constraints or \(K'\)-actions. A simple criterion to avoid non-termination would thus be to solve at most one premise and at most one \(K'\)-action. This is however overly conservative, as the solving of most premises will terminate. We therefore only exclude the multiple solving of \(K'\)-actions and the multiple solving of a certain set of premises, which we call the loop breakers. Their defining property is that every infinite sequence of solving premise constraints must involve an infinite number of loop breakers.

For a protocol \(P\), we use elements in \(P \times \mathbb{N}\), which denote premises of rules in \(P\), to mark loop-breakers. During the case distinction precomputation, we avoid solving the corresponding premise constraints. We select the loop-breakers such that they are a feedback-vertex set in the fact-flow graph induced by the relation

\[
\text{factFlow}_E(P) := \left\{ (ru, i), (ru', j) \mid ru, ru' \in P, i \in \text{idx} \left( \text{prems}(ru) \right), j \in \text{idx} \left( \text{prems}(ru') \right), \exists f \in \text{concs}(ru). \text{insts}(f) \cap E \text{insts} \left( \text{prems}(ru') \right)_j \neq \emptyset \right\},
\]

where a feedback-vertex set of a graph \(G\) is a set of vertices \(F\) such that each cycle of \(G\) contains at least one vertex in \(F\). In Tamarin, we first compute the fact-flow relation using \(E\)-unification. Then, we compute the set of loop-breakers using a simple, greedy algorithm that repeatedly searches for cycles and marks the first vertex that it finds in a cycle as a loop-breaker. This choice has worked well in our case studies.

To share even more work when using our precomputed case distinctions, we finalize them using the following two additional steps. First, we saturate them jointly under the solving of premise and \(K'\)-action constraints whose corresponding precomputed case distinction contains at most one case. This corresponds to eagerly solving premise and \(K'\)-action constraints that are trivial in the context of a specific protocol. We call the resulting set of precomputed case distinctions the untyped case distinctions. In a second step, we extend the individual cases of the untyped case distinctions with the validity claims in a security protocol theory that are marked as type assertions. We saturate the extended cases again under the solving of (trivial) constraints and call the resulting set of precomputed case distinctions the typed case distinctions. Provided that the type assertions are strong enough, the typed case distinctions will not contain any deconstruction chains. We use the untyped case distinctions in the inductive proofs of the type assertions. For the proofs of all other claims, we use the typed case distinctions and thereby avoid solving deconstruction chain constraints in the proofs of these claims.

Note that the precomputed case distinctions often provide valuable insights into the workings of a protocol in the context of an adversary. Therefore, our first step after
modeling a protocol in Tamarin is often to inspect its precomputed case distinctions using the GUI.

9.2.3. The Automatic Mode

Selecting the next case distinction rule or precomputed case distinction to apply to a constraint system constitutes the key difficulty in the construction of a security proof using $\sim_{\text{uni}}$. In Tamarin’s automatic mode, this selection is performed by a heuristic. To explain this mode, we introduce the notion of a goal of a constraint system.

First, note that all case distinction rules are $S_\gamma$ rules. Moreover, precomputed case distinctions can be seen as big-step versions of case distinction rules. As explained earlier, a $S_\gamma$ rule solves the constraint underlined in its side-condition, and the boxed part of its side condition ensures that this constraint is not solved more than once. The open goals of a constraint system $\Gamma$ are all constraints in $\Gamma$ that may be solved using one of the case distinction rules. The goals of $\Gamma$ are all constraints in $\Gamma$ that could be solved using one of the case distinction rules if we ignored the boxed part of their side-condition. The goals of $\Gamma$ are thus a superset the open goals of $\Gamma$.

The open goals formalize precisely the choices that can and need to be made when constructing proofs using $\sim_{\text{uni}}$. To implement an automatic constraint-solving mode, we use a heuristic that selects the next open goal to solve. The design rationale underlying Tamarin’s heuristic is that it prefers goals that are either trivial to solve or likely to result in a contradiction. Tamarin’s heuristic works as follows. It groups the goals into the categories given below and prefers goals from an earlier category to goals from a later category. The goals in a single category are solved in chronological order, i.e., the order in which they were introduced in the constraint systems in the search tree. The employed categories are

1. In-premise, Fr-premise, and $K$-action goals,
2. $K^i$-premise goals and deconstruction chain goals,
3. disjunction and negation goals,
4. premise goals that do not correspond to premises marked as loop-breakers,
5. action goals that are no $K^i$-actions,
6. $K^i(x)$-action goals with $x \in V_{\text{fresh}},$
7. $K^i(m)$-action goals with $St(m) \cap V_{\text{fresh}} \neq \emptyset$ that are unlikely to be deducible by the adversary, defined below
8. premise goals marked as loop breakers and $K^i(m)$-action goals that are unlikely to be deducible by the adversary
9. the $K^i(m)$-actions that are likely to be deducible by the adversary.

We consider a $K^i(m)@i$ goal of a constraint system $\Gamma$ likely to be deducible by the adversary, if \( \text{vars}(m) \cap V = V_{\text{pub}} \), or, if $m$ occurs as a top-level pair-component of an Out-conclusion or a $K^i$-conclusion of a node $j$ not after $i$, i.e., a node $j$ that does not satisfy $i \triangleleft \Gamma j$. In our case studies, delaying goals that are likely to be deducible by the adversary significantly improved the verification speed.
9.2.4. The Interactive Mode

The interactive mode of the Tamarin prover provides a web-based Graphical User Interface (GUI) that allows the user to interactively explore and construct protocol security proofs using the $\sim^\text{impl}$ constraint-reduction relation. The first version of this GUI was implemented by Cedric Staub as part of his bachelor’s thesis [Sta11]. Figure 9.3 on the following page provides screenshots illustrating the two main use cases of Tamarin’s interactive mode.

In screenshot (a), we use the GUI to explore the automatically generated proof of the property of the $P_{Ex}$ protocol that we prove in Example 33 on page 126. On the left-hand-side, the GUI displays an overview of the security protocol theory considered and the constraint-reduction steps used in the proofs of its claims. Note that for historical reasons the claims of a security protocol theory are called lemmas in Tamarin. We refer the reader to Tamarin’s user manual for the explanation of how claims are marked for reuse or as type assertions. Items on the left-hand-side of the GUI that have associated information are marked in blue, and the right-hand-side of the GUI displays the information associated to the currently selected item. In this screenshot, we selected the one constraint-reduction step that applies a contradiction rule in the proof of the Keys_must_be_revealed claim. This step corresponds to the reduction of System $\Gamma^2_{1,2,1}$ from Figure 8.15 on page 125 to the empty set of constraint systems. The graph on the right-hand-side depicts all graph constraints of constraint system associated to this step. The trace formulas in this system are listed in textual form below the depicted graph constraints. Note that these graph constraints actually correspond to an execution of the $P_{Ex}$ protocol. This system is nevertheless no counter-example to the Keys_must_be_revealed claim, as it violates the trace formula $\forall j. \text{Rev}(n_1;\text{fresh})@j \Rightarrow \neg(j < i)$ listed below the graph constraints.

Note that proofs containing “sorry” steps are incomplete. The user can complete these proofs using the proof methods listed above the constraint system associated to a constraint-reduction step. A proof method either solves one of the constraint system’s open goals using $\sim^\text{impl}$ or it uses Tamarin’s automatic mode to try to solve the currently selected constraint system. The depth of the proofs generated by the automatic mode can be bounded to guarantee termination. We used this in screenshot (b) to investigate the non-terminating proof attempt considered in Example 25 on page 104. The structure of the resulting incomplete proof and the depicted constraint system highlight that we are missing an argument (i.e., the induction hypothesis) about why the solving of an $A(x)$ premise with the conclusion of the $A(x) \leftarrow \{ \text{Loop}(x) \} \rightarrow A(x)$ rule does not lead to a solution.

9.3. Experimental Results

We validate the practical applicability of the Tamarin prover on three classes of security protocols: classic security protocols, protocols with loops and non-monotonic state, and Diffie-Hellman based authenticated key exchange protocols. In the following, we present the experimental results that we obtained using the automatic mode of version 0.8.2.0 of the Tamarin prover. We measured the reported runtimes on an Intel i7 Quad Core laptop with 4GB RAM. All our protocol models are distributed together with the source
(a) inspecting a contradiction step of an automatically generated proof

(b) constructing a proof interactively to investigate the reasons for non-termination

Figure 9.3.: Screenshots of TAMARIN’s GUI
9.3. Experimental Results

code of the Tamarin prover [MS12].

9.3.1. Classic Security Protocols

Note that the verification theory and the heuristic employed by the Tamarin prover generalize the theories and heuristics employed by the scyther-proof and the Scyther tools, which are specialized to the analysis of classic security protocols. Results obtained using these tools (e.g., the ones given in Table 5.1 on page 52) are therefore also obtainable using the Tamarin prover. Due to its generality, the Tamarin prover is however slower than these specialized tools.

We estimate the loss in efficiency with respect to scyther-proof on the three benchmarks given in Table 9.1. The protocols considered in these benchmarks are the three-message version of the Needham-Schroeder Public-Key protocol [NS78] analyzed (NSPK3) and fixed (NSLPK3) by Lowe in [Low96] and the TLS handshake protocol as modeled by Paulson in [Pau99]. For each of these protocols, we analyze secrecy and injective agreement. The analysis results of scyther-proof on these benchmarks are given in Table 5.1 on page 52. We observe that scyther-proof’s proof generation is six times faster on NSLPK3 and three times faster on the TLS handshake. We attribute the larger slowdown on NSLPK3 to the protocol-specific precomputation of the case-distinctions performed by the Tamarin prover. Amortizing the precomputation time is hard for a protocol as small as NSLPK3.

Note that these three benchmarks are also used in [CLN09] to compare the performance of several (sometimes bounded) security protocol verification tools. A direct comparison to the results presented in [CLN09] is not possible due to the difference in the properties analyzed and the processor used. We observe however that the bounded verification of these protocols quickly takes longer than a few seconds when increasing the number of concurrent sessions. We thus consider the few seconds taken by Tamarin to perform an unbounded verification of these benchmarks to be well acceptable in practice.

One drawback of Tamarin is that it sometimes requires type assertions to effectively analyze a protocol. They are required because we analyze protocols in an untyped model, which ensures that we can also find typeflaw attacks. We expect that we can alleviate the need for type assertions by adapting the type inference heuristic described in Section 5.2.5 to multiset rewriting based protocol models. Moreover when not considering typeflaw attacks, one can annotate all variables in the protocol specification with more precise sorts than msg, which ensures that all deconstruction chains can be refined completely. Type assertions are then not required.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Properties</th>
<th>Result</th>
<th>Time [s]</th>
<th>Type Assertion</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSPK3</td>
<td>secrecy, inj. agree</td>
<td>attack</td>
<td>1.8</td>
<td>yes</td>
</tr>
<tr>
<td>NSLPK3</td>
<td>secrecy, inj. agree</td>
<td>proof</td>
<td>1.5</td>
<td>yes</td>
</tr>
<tr>
<td>TLS handshake</td>
<td>secrecy, inj. agree</td>
<td>proof</td>
<td>2.6</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 9.1.: Results of analyzing classic security protocols using Tamarin
9. Automated Protocol Analysis

<table>
<thead>
<tr>
<th>Verification Problem</th>
<th>Features</th>
<th>Time [s]</th>
<th>Invariants</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. TESLA 1 [PCTS00]</td>
<td>loops</td>
<td>3.3</td>
<td>–</td>
</tr>
<tr>
<td>2. TESLA 2 (lossless) [PCTS00]</td>
<td>loops</td>
<td>16.6</td>
<td>2</td>
</tr>
<tr>
<td>3. TESLA 2 [PCTS00]</td>
<td>loops</td>
<td></td>
<td>non-termination</td>
</tr>
<tr>
<td>4. Security Device [ARR11]</td>
<td>non-mono</td>
<td>0.4</td>
<td>1</td>
</tr>
<tr>
<td>5. Contract Signing [ARR11]</td>
<td>non-mono</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>6. Keyserver [Mödl0a]</td>
<td>loops, non-mono</td>
<td>0.2</td>
<td>–</td>
</tr>
<tr>
<td>7. Exclusive Secrets [DKRS11]</td>
<td>loops, non-mono</td>
<td>1.6</td>
<td>2</td>
</tr>
<tr>
<td>8. Envelope [DKRS11]</td>
<td>loops, non-mono</td>
<td>74.4</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>(interactively constructed proof)</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>9. Envelope (no reboot) [DKRS11]</td>
<td>loops, non-mono</td>
<td>19.6</td>
<td>2</td>
</tr>
<tr>
<td>10. YubiKey [KS12]</td>
<td>loops, non-mono</td>
<td>15.0</td>
<td>2</td>
</tr>
<tr>
<td>11. YubiHSM [KS12]</td>
<td>loops, non-mono</td>
<td>11.7</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 9.2.: Results of using TAMARIN to automatically analyze protocols with loops or non-monotonic state.

9.3.2. Protocols with Loops and Non-Monotonic State

Our security protocol model is well-suited to the modeling of protocols with loops and non-monotonic state. The results presented in Table 9.2 demonstrate that our verification theory and TAMARIN’s heuristic are also strong enough to automatically prove their correctness in many cases. In the following, we describe the protocols and properties that we verified and discuss the results we obtained.

Verification Problems 1-3 Problem 1 is the verification of our model of Scheme 1 of the TESLA protocol [PCTS00] that we present in Section 7.5.2. We verify both that there is an honest execution in our model and that stream authentication is guaranteed. Note that we include sanity checks like proving the existence of an honest execution in all our problems to reduce the chance of modeling errors. TAMARIN proves these two properties together in 3.3 seconds. The proof of the stream authentication property requires the use of trace induction, but no additional invariants must be specified.

Problems 2 and 3 both consider Scheme 2 of the TESLA protocol. This scheme uses the same delayed authentication construction as Scheme 1, but it replaces the repeated generation of fresh MAC keys with a single inverted hash chain. The use of an inverted hash chain makes this scheme resilient against the loss of intermediate messages. The authenticity of a disclosed MAC key is checked by checking whether its \( n \)-th hash corresponds to the last authenticated MAC key, where \( n \) is estimated from the key disclosure schedule.

Problem 2 models the message exchange of TESLA Scheme 2, but only claims authentication, if the disclosed key hashes to its immediate predecessor in the hash chain; i.e., it verifies that Scheme 2 guarantees authentication in a lossless setting. Using two invariants, one formalizing the uniqueness of the keys in a hash chain and one formalizing that the adversary only knows expired keys, TAMARIN verifies this problem in 16.6 seconds.
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Problem 3 models the message exchange of TESLA Scheme 2 and the \( n \)-th hash check to provide authentication in the case of lost intermediate messages. TAMARIN does not terminate on this problem. We found that our current verification theory must be extended with support for reasoning about iterated function application to allow for the verification of this problem. We expect this to be possible by building on the support for reasoning about multisets developed in Schmidt’s thesis [Sch12].

Verification Problems 4-9 These problems are case studies considered in the work on extending the Horn-theory based approach with support for reasoning about protocols with non-monotonic state [Möd10a, DKRS11, ARR11].

Problem 4 verifies the exclusivity property of the security device from [ARR11]. Its non-monotonic state is easy to reason about, as the model requires only branching, but no loops. Its verification requires one invariant (a type assertion) stating that the messages decrypted by the device correspond to the secrets that were encrypted. In contrast to [ARR11], we model an unbounded number of security devices.

Problem 5 verifies the fairness property of the contract signing protocol by Garay et al. [GJM99] as modeled in [ARR11]. We model the employed private contract signatures as a subterm-convergent rewriting theory. The correctness argument for the fairness property requires the Trusted Third Party (TTP) to store the status of all contracts it was involved with. More precisely, the TTP must answer at most one abortion or resolution request per contract. We model this by adding an action \( \text{Answered}(c) \) to each multiset rewriting rule that answers a request for a contract \( c \), and verifying the fairness property for the traces that satisfy \( \forall ci,j. \text{Answered}(c) @i \land \text{Answered}(c) @j \Rightarrow i \neq j \), i.e., the traces where there was not more than one answer per contract. The proof of the fairness property deals mostly with the different options of combining the cryptographic messages sent by the TTP. TAMARIN constructs this proof in 0.5 seconds. In contrast to [ARR11], we do not require abstracting the model such that only a single contract is considered.

Problem 6 corresponds to the keyservers example from [Möd10a], as distributed in [Möd10b]. It models a keyservers storing a database of public keys. Both the adversary and honest clients may register keys with this server. The server moreover accepts requests to update a registered key with a new public key. Upon such a request, the server updates his database and revokes the old public key. In the model distributed in [Möd10b], the server also publishes the private key corresponding to the revoked public key. This is not faithful to a real world implementation, as the update requests do not contain the private keys. We therefore model that the server confirms update requests and the clients publish the corresponding private keys themselves upon confirmation of their request. The property verified in the model from [Möd10b] is that all keys registered to honest clients and known to the adversary have been revoked beforehand. TAMARIN verifies this property in 0.2 seconds. In contrast to [Möd10a], we do not require the abstraction to a fixed number of agent identities.

Problem 7 is the running example from [DKRS10a], a protocol that implements exclusive access to secrets using the Trusted Platform Module (TPM). The protocol’s three design objectives are: (1) Alice commits to two secrets \( s_1 \) and \( s_2 \) before knowing Bob’s choice; i.e., Alice cannot choose the secrets depending upon Bob’s choice. (2) Bob
can learn one of the secrets, but not both. (3) once Alice has committed to the secrets, Bob can open one of them without any interaction or help from Alice. The protocol works by coupling the two secrets to different, exclusive states of Bob’s TPM. It thereby guarantees exclusive access to Alice’s secrets, provided that Bob, which we identify with the adversary, cannot reboot his TPM. We require two invariants to verify this property. The first invariant is a type assertion characterizing what messages the adversary can learn using the TPM’s “unbind” command, which decrypts messages with keys internal to the TPM. The second invariant characterizes the state changes of the TPM. It enables the backwards reasoning to skip over multiset rewriting rules that only read the TPM’s state. Tamarin verifies these two invariants and the exclusivity property in 1.6 seconds. In contrast to [DKRS10a], we do not require a protocol-specific manual proof justifying bounding the size of the TPM’s state.

Problems 8 and 9 are the variants of the Envelope protocol [AR10] that were analyzed using ProVerif in [DKRS10a]. This protocol implements a virtual escrow of data, i.e., committing to a secret such that the recipient can independently choose whether he wants to access it or not. If the recipient decides not to access the secret, then he gets cryptographic proof that he did not access it and that he will never be able to access it. As in Problem 7, the protocol is implemented using the recipients TPM as a trusted third party. In contrast to Problem 7, the Envelope protocol is secure under the rebooting of the recipient’s TPM. Using two invariants, Tamarin succeeds to verify both the variant of the protocol that considers reboots (Problem 8) and the one that does not consider reboots (Problem 9). The two invariants are adapted versions of the ones from Problem 7. Note that ProVerif did not terminate for the protocol that considers reboots and its verification was therefore left as future work in [DKRS10a]. Moreover, Tamarin verifies the version without reboots in 20 seconds, while it takes ProVerif 35 minutes to verify this version [DKRS10b]. This corresponds to a speedup of more than two orders of magnitude.

Note further that there actually exists a short, 28 step long proof which justifies the correctness of our model of the Envelope protocol with reboots (Problem 8). We constructed this proof interactively using Tamarin’s GUI and then copied it into the Tamarin input file specifying the Envelope protocol. Checking this proof and the two invariants takes Tamarin only 0.5 seconds. The brevity of this proof demonstrates that our verification theory is well-suited for the formalization of the correctness argument of the Envelope protocol. The size difference between our manual proof (28 steps) and the one found by our heuristic (7136 steps) also highlights that there is significant potential for optimizing our heuristic for protocols like Envelope.

Verification Problems 10 and 11 These two problems were analyzed by Künnemann and Steel in [KS12]. The authors use the Tamarin prover to analyze the Yubikey hardware device, which is used by more than a million users [Yub12] to authenticate themselves against network-based services. We refer the reader to [KS12] for an in-depth discussion of these two verification problems. We chose to include these two problems here because (1) they further demonstrate the expressivity of our protocol model and (2) they demonstrate that the Tamarin prover is ready to be used for independent research.
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<table>
<thead>
<tr>
<th>Protocol</th>
<th>Security Model</th>
<th>Result</th>
<th>Time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2. KAS1 [Nat09]</td>
<td>KI+KCI [CMU11]</td>
<td>proof</td>
<td>0.6</td>
</tr>
<tr>
<td>3. KAS2 [Nat09]</td>
<td>weakened eCK [CMU11]</td>
<td>proof</td>
<td>5.1</td>
</tr>
<tr>
<td>4. KAS2 [Nat09]</td>
<td>eCK</td>
<td>attack</td>
<td>2.0</td>
</tr>
<tr>
<td>5. KEA+ [LM06]</td>
<td>KI+KCI</td>
<td>proof</td>
<td>0.8</td>
</tr>
<tr>
<td>6. KEA+ [LM06]</td>
<td>KI+KCI+wPFS attack</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td>7. NAXOS [LLM07]</td>
<td>eCK</td>
<td>proof</td>
<td>7.2</td>
</tr>
<tr>
<td>8. NAXOS [LLM07]</td>
<td>eCK+PFS</td>
<td>attack on PFS</td>
<td>4.8</td>
</tr>
<tr>
<td>9. SIG-DH</td>
<td>PFS</td>
<td>proof</td>
<td>0.7</td>
</tr>
<tr>
<td>10. SIG-DH</td>
<td>eCK</td>
<td>attack</td>
<td>9.8</td>
</tr>
<tr>
<td>11. STS-MAC [BWM99b]</td>
<td>KI, reg-PK</td>
<td>UKS-attack</td>
<td>3.4</td>
</tr>
<tr>
<td>12. STS-MAC-fix1 [BWM99b]</td>
<td>KI, reg-PK (with PoP)</td>
<td>proof</td>
<td>7.2</td>
</tr>
<tr>
<td>13. STS-MAC-fix2 [BWM99b]</td>
<td>KI, reg-PK</td>
<td>proof</td>
<td>1.8</td>
</tr>
<tr>
<td>14. TS1-2004 [JKL04]</td>
<td>KI</td>
<td>UKS-attack</td>
<td>0.3</td>
</tr>
<tr>
<td>15. TS1-2008 [JKL08]</td>
<td>KI</td>
<td>proof</td>
<td>0.4</td>
</tr>
<tr>
<td>16. TS2-2004 [JKL04]</td>
<td>KI+wPFS</td>
<td>attack on wPFS</td>
<td>0.7</td>
</tr>
<tr>
<td>17. TS2-2008 [JKL08]</td>
<td>KI+wPFS</td>
<td>proof</td>
<td>1.3</td>
</tr>
<tr>
<td>18. TS3-2004/08 [JKL04, JKL08]</td>
<td>KI+wPFS</td>
<td>non-termination</td>
<td>-</td>
</tr>
<tr>
<td>19. UM [BWM99a]</td>
<td>wPFS</td>
<td>proof</td>
<td>0.9</td>
</tr>
<tr>
<td>20. UM [BWM99a]</td>
<td>PFS</td>
<td>attack</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 9.3.: Results of using TAMARIN to automatically analyze recent AKE protocols

9.3.3. Diffie-Hellman Based Authenticated Key Exchange Protocols

In [SMCB12a], we used the TAMARIN prover to analyze several recent Authenticated Key Exchange (AKE) protocols that make use of Diffie-Hellman (DH) exponentiation to achieve security against strong adversaries. See Section 7.5.1 for an overview of AKE protocols and the considered adversaries. We include these case studies here to demonstrate the strength of the verification theory underlying the TAMARIN prover. For an in-depth treatment of AKE protocols and reasoning about DH exponentiation, we refer the reader to Schmidt’s thesis [Sch12].

Table 9.3 lists the results that we obtained. We modeled the Signed Diffie-Hellman (SIG-DH) protocol, the STS protocol and two fixes [BWM99b], the UM [BWM99a], KEA+ [LM06], and NAXOS [LLM07] protocols, and the TS1, TS2, and TS3 protocols [JKL04] and their updated versions [JKL08]. We also modeled NIST’s KAS1 and KAS2 protocols [Nat09] and the related DH2 protocol by Chatterjee et al. [CMU11]. For each protocol, we formalized its intended and related security models and analyzed them using TAMARIN. For example, to verify Key Independence (KI) for STS, we model that the adversary can reveal certain session keys. Additionally, the adversary can register public keys for himself, even if those keys have been previously registered for another identity. In this example, we find the UKS attack reported in [BWM99b]. The first fix from [BWM99b] requires a Proof-of-Possession (PoP) of the private key for registering a public key. The second fix includes the identities of the participants in
the signatures. We model and successfully verify both fixes. For NIST’s KAS1 and KAS2 protocols [Nat09], our analysis confirms both the security proof and the informal statements made in [CMU11].

Our results indicate that, in general, TAMARIN is effective and efficient for the analysis of Diffie-Hellman based AKE protocols. For example, it requires 7.2 seconds to verify NAXOS in the eCK model, which we explained in Section 7.5.1.

The non-termination of TAMARIN for the TS3-2004/08 protocols is an instance of a general problem that may occur with our approach for reasoning about message deduction. Namely, if a protocol can serve as a generic message deduction oracle, then our normal-form conditions may fail to eliminate sufficiently many redundant steps. For the TS-2004/08 protocols, it is the session key reveal rule that can serve as a generic message deduction oracle. It remains future work to develop normal-form conditions that improve reasoning about such protocols.

9.4. Discussion

On a high level, the TAMARIN models of our case studies [MS12] demonstrate that the protocol model presented in Chapter 7 is expressive and well-suited to the specification of a wide range of security protocol verification problems. Our experimental results demonstrate that the verification theory presented in Chapter 8 suffices to analyze most of the resulting constraint-solving problems and that this theory can be automated well. Note that many of our case studies were previously out of scope for automatic security protocol verification tools or required manually proving additional protocol-specific statements. Overall, our results are very encouraging and we expect the TAMARIN prover to succeed in the automatic analysis of many other case studies of a similar type.

However, the problems that we consider are undecidable in general, and there is no silver bullet for such problems. In the case of the TAMARIN prover, the undecidability manifests itself as non-termination. In our case studies, supplying additional invariants proven using trace induction often suffices to avoid non-termination. Trace induction is however not always strong enough to prove the properties of interest. The main limitation of trace induction is that trace formulas can only relate the actions of a trace with each other. Hence, we cannot use trace induction to reason about the inductive structure of the terms occurring during the execution of a multiset rewriting system. This is the reason why we had to develop special support for reasoning about message deduction, and it is the reason why our attempt to verify Scheme 2 of the TESLA protocol failed. Trace induction is also not sufficient to reason about the mutual exclusion of multiset rewriting rules using the same linear fact in the context of loops. For example, our current constraint-reduction rules do not suffice to prove that the trace property \( \forall x \ i \ j. \text{Stop}(x) \oplus i \land \text{Stop}(x) \oplus j \Rightarrow i \neq j \) is valid for the multiset rewriting system \( R := R_{\text{loop}} \cup \{ A(x) \rightarrow \text{Stop}(x) \rightarrow [] \} \). The missing invariant for a successful proof is that no reachable state of \( R \) contains more than one \( A(m) \) fact for each \( m \in \mathcal{M} \). We can obviously not express this invariant as a trace formula. However, we can manually formalize this concept of facts with exclusive instances and introduce corresponding constraint-reduction rules. We actually did this and implemented preliminary support for reasoning about multiset rewriting systems like \( R \) in TAMARIN. See its user manual.
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Due to the undecidability of the problems considered, the introduction of additional constraint-reduction rules for reasoning about new types of protocol mechanisms is unavoidable in general. The key benefit of our approach is its compositionality. We can build support for the different mechanisms individually and gain, for free, support for reasoning about protocols that exploit several types of mechanisms jointly. Our combination of $\leadsto_{P,ND,R,AX}$ and trace induction to reason about cryptographic protocols with loops and non-monotonic state is a prime example of this approach.

**Meta-Theoretical Properties of $\leadsto_{P,ND,R,AX}$**

We have not yet managed to prove meta-theoretical properties of the $\leadsto_{P,ND,R,AX}$ constraint-reduction relation that explain its practically demonstrated strength. We believe that proving the following two conjectures would provide such an explanation.

**Conjecture 1** (Finding Existing Solutions). There exists a constraint-reduction strategy $r$ derived from the $\leadsto_{P,ND,R,AX}$ relation such that, for every wellformed constraint system $\Gamma$ with a non-empty set of solutions, $\text{searchTree}_r(\Gamma)$ contains a Solved-node at finite depth.

Intuitively, this conjecture states that if there exists a solution, then we can find it. We expect that one can prove this conjecture using a constraint-reduction strategy $r$ that ensures that no open goal is delayed for an indefinite number of constraint-reduction steps, i.e., ensures fairness of goal solving. We moreover expect $r$ to consist of the rules from $\leadsto_{P,ND,R,AX}$ and a rule that allows to perform case distinctions on whether two temporal variables are equal. The following example illustrates the need for such case distinctions.

**Example 38** (Solutions Missed by $\leadsto_{P,ND,R,AX}$). Consider, the satisfiability claim

$$\left\{ \neg \ln(x) \land \neg \ln(y) \Rightarrow [A(x,y)] \right\} \cup MD \models \exists \exists x,y \ i \cdot A(x,y)@i \land \exists \exists x,y \ i \cdot A(x,y)@i \Rightarrow \exists \exists z,j \cdot A(y,z)@j,$$

which obviously holds. An example of a satisfying dependency graph is

$$\left( \left\{ [K'(a)], \frac{K'(a)}{\ln(a)}, \frac{K'(a)}{\ln(a)}, \frac{\ln(a)}{\ln(a)} \right\}, D \right)$$

for $a \in PN$ and $D := \{(1,1) \Rightarrow (2,1), (1,1) \Rightarrow (3,1), (2,1) \Rightarrow (4,1), (3,1) \Rightarrow (4,2)\}$. However, the $\leadsto_{P,ND,R,AX}$ constraint-reduction relation is not sufficient to reduce the constraint-system corresponding to this satisfiability claim to a solved constraint system. The problem is that the $\leadsto_{P,ND,R,AX}$ relation always introduces new node constraints and does not consider the option that two node constraints might be instantiated to the same node in a solution.

The following conjecture relates our approach for the unbounded verification of security protocols to the known fact that the bounded verification of security protocols is decidable. We expect that only minimal changes of TAMARIN’s automatic mode are required to convert it into a decision procedure for bounded protocol verification.
Conjecture 2 (Bounded Decision Procedure). Let $b$ be a bound on the number of instances of protocol rules allowed in a solution. There exists a constraint-reduction strategy $r$ derived from the $\sim_{P,ND,R,AX}^\text{msg}$ relation such that exploring a bounded part of searchTree,$r(\Gamma)$ is sufficient to determine whether $\Gamma$ has a solution with less than $b$ instances of protocol rules.

Said differently, this conjecture states that there exists a constraint-reduction strategy $r$ that uses the rules of $\sim_{P,ND,R,AX}^\text{msg}$ and is guaranteed to always increase in a bounded number of constraint-reduction steps, the minimal number of instances of protocol rules in the solutions of the resulting constraint systems. Informally, this corresponds to showing that the constraint-reduction strategy $r$ cannot get stuck with only solving message deduction constraints. We expect this conjecture to hold at least for subterm-convergent rewriting theories, as their construction and deconstruction rules only introduce goals smaller than the terms sent by protocol rule instances. The key difficulty in the proof of this conjecture is to find a well-founded measure on constraint systems that accounts for all the flexibility allowed by $\sim_{P,ND,R,AX}^\text{msg}$.
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We first discuss other automated methods for the construction of protocol security proofs. Afterwards, we discuss work related to our case studies.


In this section, we compare related methods for the automated construction of protocol security proofs to our approach. By “our approach” we mean the Tamarin prover in general, and scyther-proof in the particular case of constructing machine-checked proofs. We believe that the following four aspects of an automated protocol verification method are important to consider in such a comparison:

1. the expressivity of its specification language,
2. the expressivity of its proof calculus,
3. its automation support, and
4. the trustworthiness of the resulting analyses.

We discuss these aspects in the following four paragraphs. Note that we do not have formal results relating different methods with respect to these aspects. We however use them as guidelines in our comparison.

The specification language determines the verification problems to which a method can be applied. A method’s specification language therefore determines the method’s maximal scope. The specification language of the Tamarin prover is given by the notion of validity claims, which builds on the notions of labeled multiset rewriting, equational theories, and two-sorted first-order logic. The specification language of scyther-proof is given by its notion of a judgment.

The proof calculus is the set of inference steps available to prove a verification problem. In the case of security protocol verification, proof calculi whose proofs are recursively enumerable are necessarily incomplete, as protocol security is undecidable and attacks are recursively enumerable. In our approach, the proof calculus is the set of constraint-reduction rules. In a type-based method, the proof calculus is the type system used to type-check a security protocol. In a method like ProVerif, the proof calculus consists of the available abstractions and the resolution rules implemented in ProVerif. The expressivity of a proof calculus provides a lower-bound on the effectiveness of an automated method, as only verification problems derivable in its calculus can be proven. It also provides a lower-bound on the efficiency of a method, as the time to verify a problem (i.e., construct a proof for it) is at least as long as the time it takes to check size of the smallest proof for this problem constructible in the method’s proof calculus. Note that in our approach proofs are made explicit. They correspond to finite search.
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trees without a Solved-node, as defined in Section 9.1. By comparing the proof calculus of Tamarin to the calculi of other methods, we can see whether there are methods that can construct proofs that we cannot represent (efficiently) in Tamarin’s proof calculus. Such comparisons allow us therefore to check whether there are obviously missing constraint-reduction rules.

The automation support of a method determines its practical applicability. Good automation support allows an approach to be applied by practitioners with less training in formal reasoning. This is important for our long-term goal of making the verification of security protocols a routine engineering task. Good automation support also allows hiding trivial proof steps and focus on the key correctness arguments without risking to miss corner cases. Note that the extreme case of a fully automatic approach allows considering even the validity of a whole verification problem a trivial proof step, and a missed corner case then corresponds to an unexpected attack.

There are two main factors involved in increasing the trustworthiness of a security protocol analysis:

(i) the faithfulness of the verification problem modeled with respect to the intended statement about the real world and

(ii) the chance that the proof of the verification problem is flawed.

The first factor is obviously subjective. In general, we believe that an expressive specification language with a straightforward semantics simplifies ensuring the faithfulness of a verification problem. In our approach, we reduce the chance of flawed proofs by formally deriving our proof calculus from the semantics of our verification problems in a standard, well-understood logic. We further reduce the chance of flawed proofs by providing strong automation (in the form of the Tamarin prover) for the construction of proofs using our calculus. In Part I, we even construct machine-checked proofs for a smaller set of verification problems, whose correctness is independent of any implementation errors in the corresponding automatic proof construction tool, i.e., scyther-proof.


Computational security proofs are mostly manually constructed in the form of pen-and-paper proofs. For a long time, their construction was considered to be too hard to automate. Recently, there has however been significant progress towards their automation. The CryptoVerif tool [Bla08] provides a (semi-)automated way to construct game-based protocol security proofs of industrial scale protocols, e.g., Kerberos [BJST08]. The soundness proofs of the verification theory underlying CryptoVerif have not yet been formalized in a theorem prover. A possible foundation for such a formalization are CertiCrypt [BGZ09] or EasyCrypt [BGHZ11]. CertiCrypt formalizes the theory required for machine-checking computational security proofs of cryptographic primitives (e.g., ElGamal encryption) in the interactive theorem prover Coq. EasyCrypt leverages on SMT solvers to (partially) automate the construction of such proofs. An alternative approach to automate at the checking of computationally sound proofs is to use a type system whose soundness has been proven with respect to a computational semantics, e.g., [Lau05, FKS11]. Note that automatically constructing machine-checked, computational protocol security proofs is an active research area.

10.1.2. Symbolic Protocol Security Proofs

We first discuss automated methods that analyse security protocols for a bounded number of sessions. Afterwards, we discuss the main three kinds of methods for the automated construction of unbounded symbolic protocol security proofs: methods based on backwards-search, abstraction based methods, and type based methods. Finally, we discuss other approaches for the construction of symbolic machine-checked protocol security proofs.

Automatic Protocol Analysis for a Bounded Number of Sessions

Protocol security is NP-complete for a bounded number of sessions, but undecidable for an unbounded number of sessions [DLM04, TEB05]. Many tools therefore analyze protocols only with respect to a bounded number of sessions, e.g., Millen and Shmatikov’s constraint solver [MS01], OFMC [BMV05], and SATMC [AC08]. In contrast to Tamarin, these tools can therefore only find attacks on protocols, but not verify protocols for an unbounded number of sessions. Several of these tools are also based on constraint solving. Below we relate our approach to the approach by Millen and Shmatikov [MS01]. A study of the relation to further constraint-solving based approaches is future work.

To simplify our presentation, we use MS to refer to Millen and Shmatikov’s approach. This approach considers a message algebra with hashing, signatures, and symmetric and asymmetric encryption. It defines $\mathcal{F}(T)$ to denote the set of all messages deducible from a set of messages $T$. In MS, there is only one type of constraints. A constraint $m : T$ denotes that the term $m$ must be deducible from the set of terms $T$. A solution to such a constraint is a substitution $\sigma$ such that $m\sigma$ is deducible from $T\sigma$, i.e., $m\sigma \in \mathcal{F}(T\sigma)$. In MS, a constraint system is a sequence of constraints $[m_1 : T_1, \ldots, m_n : T_n]$. The sequence of constraints is used to track the dependencies between deduced messages, i.e., that message $m_i$ must be deduced before message $m_j$ for every $1 \leq i < j \leq n$. A solution of a constraint system is a substitution $\sigma$ that solves all constraints in the system.

In our approach, a constraint $m : T$ can be interpreted as a $K^{\uparrow}(m)$ premise that must be constructed, and the only allowed deconstruction chains are the ones starting from $K^{\uparrow}(t)$ conclusions with $t \in T$. The relation between the constraint reduction rules in MS and our constraint-reduction rules is quite direct. It is however a bit hidden by the fact that in MS the necessary case distinctions are implicit in the quantification over all applicable rules, see the reduction procedure $P$ given in [MS01, Figure 2]. In our approach, each constraint-reduction rule explicitly lists the required case distinctions. Thus each of the rules given in MS corresponds to one case in one of our constraint-reduction rules.

The (un) rule in MS, which unifies $m$ to some term $t \in T$, corresponds to the case of solving a deconstruction chain by inserting an edge between its $K^{\downarrow}(t)$-conclusion and the premise of the COERC rule instance providing $K^{\uparrow}(m)$. The decomposition rules from MS correspond to the case of solving a $K^{\downarrow}(m)$ premise using a construction rule other than COERC. The analysis rules from MS correspond to the case of extending a deconstruction chain with a deconstruction rule. A hidden symmetric encryption $[x]_y$ in MS tracks that the corresponding $[x]_y$ has already been decomposed to avoid decomposing it multiple times. In our approach, a $K^{\downarrow}$-conclusion has been decomposed if it has an outgoing edge. We therefore do not need to introduce such a special term
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constructor. We also track all dependencies between the deduction of different messages explicitly. Therefore, we do not have to maintain the origination and monotonicity invariants, which are required in MS to ensure the soundness of the application of the \((\text{elim})\) rule. The \((\text{elim})\) rule replaces constraints of the form \(m_j : T_j \cup \{v\}\) with \(m_j : T_j\).

Note that this rule is only applied if there is an earlier constraint \(v : T_i\) with \(i < j\) and \(T_i \subseteq T_j\), which formalizes that the adversary must have constructed \(v\) by himself and thus he does not gain anything by analyzing \(v\). In our approach, the application of the \((\text{elim})\) rule corresponds to a combined application of the rules \(\mathbb{N}4\) and \(\mathbb{D}G\). The rule \(\mathbb{N}4\) ensures that every \(K^\downarrow(m)\) conclusion occurs before a corresponding \(K^\uparrow(m)\) conclusion. See Example 32 for further intuition.

Summarizing, the difference between MS and our approach of solving message deduction constraints is that: we explicitly track all dependencies, we enumerate protocol steps lazily in a demand driven fashion, and we support the use of type assertions to enable unbounded verification in many cases. The explicit tracking of dependencies is key to our approach, as it enables reasoning about partially ordered sets of constraints. This allows us to avoid performing unnecessary case distinctions on the order of events, e.g., an up-front enumeration of an interleaving of protocol steps. It also allows us to enumerate the interleavings of protocol steps in a goal-directed fashion and it obviates the need for partial-order reduction techniques.

Security Protocol Verification Based on Backwards-Search

In the following, we compare to the main approaches for the construction of protocol security proofs based on backwards-search: Athena [SBP01], Scyther [Cre08b], CPSA [RG09], and Maude-NPA [EMM07]. We also discuss strand spaces and multiset rewriting.

**Athena and Scyther**  The verification algorithm implemented in \texttt{scyther-proof} represents a substantial extension of the Scyther algorithm [Cre08b], which in turn is a descendant of the Athena algorithm [SBP01]. \texttt{scyther-proof}'s algorithm extends the Scyther algorithm with support for a larger range of security properties, automatic generation of type assertion soundness proofs, lemma instantiation, proof minimization, and the generation of machine-checked proofs. Like Athena and Scyther, \texttt{scyther-proof} assumes a free term algebra and represents protocols as linear role scripts. The Tamarin prover builds on the ideas underlying these three tools and extends them further. Compared to these tools, Tamarin supports both a more expressive specification language and a more expressive proof calculus. An example of this additional expressivity is Tamarin’s support for specifying and reasoning about loops and Diffie-Hellman exponentiation. Another example is that Tamarin supports notions like compromising adversaries [BC10] without changing its specification language or proof calculus. The Tamarin prover moreover provides a user-friendly GUI for the interactive inspection and construction of protocol security proofs.

**Strand Spaces and CPSA**  Similar to our approach, strand spaces [GT02] provide a security model that also explicitly represents the message deduction steps performed by the adversary. The main reasoning technique for the analysis of security protocols in the

strand space model are authentication tests [Gut04], whose use is automated by the CPSA tool [RG09]. Authentication tests exploit knowledge about the secrecy of the honest agents’ long-term keys to avoid reasoning about the intruder’s intermediate message deduction steps. An interesting application of authentication tests is to characterize the possible executions of a security protocol, as described in [DGT07a, DGT07b]. In our approach, we can similarly characterize the execution of a protocol by searching for all Solved-nodes in the search tree of the satisfiability claims that check the reachability of the last step of a protocol role. In some cases, authentication tests provide a stronger reasoning technique than our constraint-solving rules without trace induction. It would be interesting to investigate the increase in the expressivity of our proof calculus when incorporating authentication tests.

Multiset Rewriting and Extensions of Strand Spaces There has been work on extending strand spaces with support for session-key compromise [Gut01] and on extending them with non-monotonic state and guaranteed progress [Gut12]. Both of these extensions are special cases of our notion of labeled multiset rewriting combined with trace formulas. Note that in [Gut12], Guttman actually uses labeled multiset rewriting to model the internal state changes of protocol participants. He however does not model the adversary behavior using multiset rewriting, which leads to a more complicated structure than our dependency graphs. Note also that, in [CDL+02], Cervesato et al. compare the (unlabeled) multiset rewriting formalism developed in [DLMS99, CDL+99] to strand spaces. Interestingly, they state in [CDL+02, Section 6] that “strand space bundles appear to be a better notion of computation trace than rewrite sequences, and therefore analogs could be fruitfully adopted in multiset rewrite systems”. Our notion of dependency graphs formalizes such an adaption, and our work confirms this statement.

Maude-NPA The Maude-NPA tool [EMM07] uses backwards narrowing to verify the unreachability of a set of symbolic attack states. In theory, Maude-NPA can therefore prove the security of a protocol for an unbounded number of sessions. The security model of Maude-NPA is inspired by strand spaces and also models protocols as linear role scripts and assumes a Dolev-Yao adversary with access to the long-term keys of a fixed set of agents. Security properties are encoded as the unreachability of a set of symbolic attack states. In contrast to many other tools, Maude-NPA however supports a rich set of equational theories, e.g., XOR, homomorphic encryption, and a Diffie-Hellman theory similar to ours. Maude-NPA also exploits the finite variant property to reason about these equational theories. The technique of folding variant narrowing [ESM12], which we use in TAMARIN to compute variants, was first implemented in Maude-NPA.

Although our work is based on the Scyther tool, it turns out that the resulting approach is also closely related to the backwards narrowing approach used by Maude-NPA. The main differences between our approach and Maude-NPA are that

1. our approach supports fewer equational theories,
2. our approach uses partially ordered sets of constraints to avoid unnecessary case distinctions,
3. our approach uses deconstruction chains to reason about message deduction, and
4. our approach allows exploiting protocol-specific invariants.

As we will see below, the ability of our approach to delay the solving of constraints allows a uniform treatment of several of the state-space reduction techniques exploited in Maude-NPA [EMM11]. More precisely, the relations of the techniques listed in [EMM11, Table 1] to our approach are the following.

- **Grammars**: Maude-NPA precomputes grammars describing sets of terms that can never be known by the adversary. The resulting pruning rule is often required to achieve termination. In our approach, grammars can be seen as secrecy invariants proven by induction over the normal form traces. In our case studies, we rarely require protocol-specific secrecy invariants, but we do use invariants over the normal form traces to specify type assertions. In contrast to grammars, our invariants allow one to specify more complex conditions for the secrecy of a message, e.g., the secrecy invariant used in the verification of Scheme 2 of the TESLA protocol, which states that a key in a hash chain is secret until it expires.

- **Input**: Maude-NPA eagerly performs backwards transitions that enable receive steps of threads. Tamarin’s heuristic does the same by eagerly solving \( \text{In} \)- and \( K^\uparrow \)-premises.

- **Inconsistent**: Maude-NPA prunes inconsistent states as soon as possible by exploiting that (1) the adversary learns each message at most once and that (2) nonces must be sent at least once before they can occur in the adversary’s knowledge. The pruning rules for exploiting (1) correspond to the rules that we use to exploit normal form condition \( \text{N3} \), which states that \( K^\uparrow - \) and \( K^\downarrow - \) conclusions are unique. The corresponding constraint-reduction rules \( \text{N3}_1 \) and \( \text{N3}_4 \) are simplification rules. Together with the eager solving of \( \text{In} - \) and \( K^\uparrow - \)-premises, the simplification with rule \( \text{N3}_7 \) ensures the early detection of contradictions stemming from condition \( \text{N3} \). Note that these contradictions manifest themselves as cyclic dependencies, which are pruned using the rule \( \text{DG}_{\text{in}} \). Maude-NPA’s pruning rules for exploiting (2) are in some cases stronger than our constraint-reduction rules. We could also exploit these rules in our approach, but we have not had the need for it. The effect of these stronger rules is mostly covered by our eager solving of deconstruction-chain constraints and the preference of solving \( K^\uparrow - \) actions with messages containing variables of sort fresh.

  Note that, for subterm-convergent theories consisting only of rewriting rules \( l \rightarrow r \) where \( r \) is a subterm in \( l \) at depth at most 2, requiring that each message is learned at most once seems to be sufficient to reason effectively about message deduction, i.e., might suffice for a proof of Conjecture 2. We however noticed that further normal form conditions are necessary to reason effectively about message deduction modulo subterm-convergent theories with more deeply nested terms and theories like Diffie-Hellman exponentiation, see [Sch12].

- **Subsumption**: Maude-NPA stores all states encountered during its search, and it prunes new states subsumed by states that it already encountered. In our terminology, Maude-NPA’s subsumption relation under-approximates the problem of determining whether the set of solutions of one constraint system is contained
in the set of solutions of another constraint system. In our approach, we do not
exploit such a subsumption relation. In our case studies, we also did not observe
constraint systems in one branch of the search tree being subsumed by constraint
systems in another branch. It seems that our support for partial order reasoning
reduces the effectiveness of a subsumption check. Note that, if required, our
approach allows sharing subproofs using protocol-specific lemmas.

- **Super-lazy Intruder**: Maude-NPA delays solving messages that are trivially de-
ducible by the adversary in a search state. Later narrowing steps may instantiate
these messages further and invalidate their property of being trivially deducible.
In this case, Maude-NPA must perform a roll-back of the search. This roll-back
ability is implemented using a quite complex construction. In our approach, we do
not need any special support for delaying the solving of constraints. Our heuristic
also implements a super-lazy intruder, as it delays the solving of \( K^1 \)-actions whose
messages are likely to be deducible.

**Abstraction Based Security Protocol Verification**

There are several methods for the construction of protocol security proofs based on
abstraction, e.g., [BLP06, Bla09, MV09, Möd10a, DKRS11, ARR11]. On a theoretical
level, these methods are incomparable to our approach. On a practical level, we note that
the scope of our approach covers many of the case studies analyzed using abstraction
based methods. The hypothesis underlying abstraction-based methods is that the
security property of interest is also satisfied for a simpler definition of the set of all
executions of a protocol and that proving the security property for this more liberal
definition is simpler than proving it for the precise definition. The success of the ProVerif
tool [Bla09] validates this hypothesis for the verification of secrecy and authentication
properties of classic security protocols.

There are three existing approaches [Möd10a, DKRS11, ARR11] for the analysis of
protocols that contain loops and whose security relies on non-monotonic state. All of
them are based on abstraction. The approaches in [Möd10a, DKRS11] only work for
a bounded number of mutable state variables. In our approach, we do not have such
a limitation. The approach in [DKRS11] only works under the assumption that the
PCR register is extended at most a bounded number of times between resets, and the
soundness of this assumption is proven manually. In our approach, we do not require
such a manual proof, and therefore also manage to verify their model of the Envelope
protocol with reboots, a problem left as future work in [DKRS11]. A key benefit of
our approach over these abstraction-based approaches is that our approach allows to
precisely model non-monotonic state. It therefore does not suffer from false attacks, i.e.,
an abstract execution that does not correspond to a concrete execution. In the cases
where our proof calculus is not expressive enough, one can specify further invariants or
extend the set of constraint-reduction rules to allow to express the employed correctness
arguments.

The abstraction based methods [GLRV05, BAF08, KT09] support verification for
an unbounded number of sessions of protocols that use Diffie-Hellman exponentiation.
Blanchet et al. [BAF08] extend ProVerif [Bla01] to handle the property that
\((x \uparrow y) \uparrow z \approx (x \uparrow z) \uparrow y\). Goubault-Larrecq [GLRV05] accounts for this property using a Horn-
theory approach and resolution modulo \( AC \). K"sters and Truderung [KT09] give a transformation that, given a Horn theory modeling secrecy and simple authentication properties modulo a Diffie-Hellman theory with inverses, produces a Horn theory in the free algebra, which they analyze using ProVerif. Their reduction is similar to our reduction from \( E_{DH} \) to \( AC \), but works only for Horn clauses with ground exponents. As stated in [KT09], stronger security properties often violate this restriction. Since our approach allows for non-ground exponents, we can also find attacks where the adversary sends products, e.g., a protocol that receives a message \( x \) and leaks a secret if \( g^\hat{\text{t}} (a * b * x^{-1}) = g \).

Using abstraction can improve the efficiency of verification and even guarantee termination for restricted classes of protocols, e.g., [BP05]. Moreover, for the unbounded verification of properties like trace equivalence, only abstraction-based methods are known, e.g., [BAF08]. The drawback of using abstraction is that one might encounter false attacks. In the context of the Tamarin prover, one could integrate abstraction based methods to automatically derive protocol-specific invariants about the messages derived by the adversary or the instances of protocol rules. These invariants might allow pruning more constraint systems, and thereby improve the effectiveness of the Tamarin prover. A starting point for such an integration is [Bla05], where ProVerif’s abstraction method is explained in terms of the abstract interpretation of the execution of a multiset rewriting system.

**Type Based Protocol Verification**

There are several approaches that use type checking to verify security protocols, e.g., [Aba99, GJ04, BFG10]. They often require a significant amount of user-specified type annotations, which are then checked automatically. The applicability of security protocol verification by type checking depends on the difficulty of specifying the right types and on the expressivity of the type system (i.e., the verification theory). A distinguishing feature of type checking is that it allows for the modular verification of security protocols. An example of such a modular verification is [BFG10], where Bhargavan et al. show how to verify the source code of implementations of security protocols using a type system based on refinement types and delegating proof obligations to an SMT solver. They use type assertions as a means to specify the invariants that the protocol is expected to satisfy. Some of these invariants correspond to expected security properties, while the remaining ones are auxiliary invariants required to discharge the proof obligations that arise during type-checking. Note that there is a strong relation between type systems and abstraction [Con97]. The relation between ProVerif’s secrecy verification method and the secrecy type system of [Aba99] is for example described in [AB05].

**Soundness of Type Assumptions**

Many security protocol verification methods assume a typed execution model where variables are always instantiated with messages according to the variable’s type. It is well-known that this assumption is not always sound and might lead to missed type-flaw attacks. Heather et al. [HLS03] were the first to formally address the question of when a type assumption is sound. They propose a protocol transformation that ensures the soundness of type assumptions by reifying the types as tags in the messages. Li et al. [LYH05] optimize this tagging scheme so that it

requires fewer tags. Arapinis et al. [AD07] improve these results further. They propose a syntactic well-formedness condition that ensures the soundness of a type assumption for a more fine-grained type system for security protocols. Similarly, Delaune et al. [DKS08] propose a syntactic condition for ensuring the well-typedness of models of cryptographic APIs.

In contrast to the above approaches, our approach does not rely on a syntactic criterion or a fixed protocol transformation to prove type assertion soundness. It also does not rely on modeling the cryptographic messages in a free term algebra. Our use of type assertions is therefore more widely applicable. The price to pay for this increased scope is that we must prove type assertion soundness for each protocol individually. Fortunately, proving type assertion soundness turned out to be simple in all our case studies.

Constructing Machine-Checked Security Proofs

In the following, we compare our approach to the existing methods for the construction of machine-checked symbolic security proofs. We differentiate between interactive and automatic methods. In general, we prefer automatic methods due to their efficiency. The advantage of interactive methods is their wider scope. For example, there is no automatic approach that allows the verification of a multi-party protocol for an arbitrary number of parties, as proven interactively in [Pau97]. A distinguishing feature of our approach is that it supports the efficient construction of machine-checked protocol security proofs using automatic proof generation, where possible, and interactive proof construction, where required.

Interactive Methods for Machine-Checked Proofs

The Inductive Method is one of the most successful approaches for interactively constructing machine-checked symbolic security proofs. It was initially developed by Paulson [Pau98] and later extended by Bella [Bel07] and Blanqui [Bla06]. A further extension is Sprenger and Basin’s framework for the verification of families of protocols using refinement [SB10, SB12]. One of the key difficulties in the construction of a protocol security proof is reasoning about the adversary’s message deduction capabilities. Several of the theorems used by the Inductive Approach to automate reasoning about message deduction crucially rely on its assumption that encryption keys are atomic. The Chain does not rely on this assumption and can be seen as a means to reason about message deduction in the more general setting that allows for composed keys. In the Inductive Approach, security properties are verified by formulating corresponding (possibly strengthened) protocol-specific invariants and proving them by induction. Formulating and proving these invariants constitutes the main effort when using this approach. In contrast, our fixed set of inference rules combined with type assertions suffices for verifying all protocols in our case studies. This is the main reason for the reduction of almost two orders of magnitude in the interactive proof construction times that we reported on in Section 5.1. Paulson reports that several days were needed for each of the three protocols analyzed in [Pau98] and the analysis of the TLS handshake protocol took six weeks [Pau99]. Note that these six weeks also include building the formal model. However, even if we assume the actual verification took only half this time, then our approach still reduces verification time by almost two orders of magnitude.
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Two other approaches for the interactive proof construction of symbolic security proofs were developed using the PVS theorem prover. The first approach was developed by Evans and Schneider [ES05] based on a formalization of rank-functions [Sch97]. Our improvement in proof construction time also applies to their work, as they state that their approach requires more interaction than Paulson’s inductive approach. The second approach was developed by Jacobs and Hasuo [JH09]. It is based on a variant of BAN logic [BAN90] whose inference rules are derived from a formalization of strand spaces. They do not provide proof construction times.

Automatic Generation of Machine-Checked Proofs There are two existing approaches for automatically generating machine-checked protocol security proofs. Both of them are based on abstraction. The first approach is by Goubault-Larrecq [GL10]. He models a protocol and its properties as a Horn theory $T$ whose consistency implies that the protocol satisfies its properties. A finite model finder is then used to find a certificate (i.e., a model) for $T$’s consistency. This certificate is machine-checked using a model checker embedded in Coq.

The secrecy properties of protocols 1-5 from Table 5.1 were also analyzed by Goubault-Larrecq in [GL10]. Note that what is referred to in [GL10] as the Kerberos protocol is in fact the simpler Denning-Sacco shared key protocol (Protocol 4 in Table 5.1). The times reported in [GL10] are in the same range as ours. The approach can be used directly with equational theories, but currently cannot handle the authentication properties considered in our work. Moreover, the approach in [GL10] does not provide machine-checked proofs of the soundness of the (non-trivial) abstractions required to model security protocols as a Horn theory. In contrast, the proofs generated by scyther-proof are machine-checked with respect to straightforward protocol model.

Brucker and Mödersheim describe an approach for the automatic generation of machine-checkable proofs in [BM10]. They use the OFMC model checker [MV09] to compute a fixpoint of an abstraction of the transition relation of the protocol $P$ of interest. This fixpoint overapproximates the set of reachable states of the protocol $P$. It is then translated to an Isabelle proof script certifying both that this fixpoint (and hence the protocol $P$) does not contain an attack and that the abstraction is sound with respect to an automatically generated trace-based execution model of $P$ formalized in the style of the Inductive Approach. This execution model is typed and uses a non-standard intruder who can only send messages matching patterns occurring in the protocol. In our previous work on decryption-chain reasoning [MCB10], we provide a detailed timing comparison to their approach. We found that proof generation times are similar, but our proof checking times are orders of magnitude faster, ranging from a factor 10 to a factor 1700.

10.2. Work Related to our Case Studies

In the following, we discuss work related to our analysis of the ISO/IEC 9798 standard presented in Chapter 6 and work related to the case studies presented in Section 9.3.
Previous Analyses of the ISO/IEC 9798 Protocols  Chen and Mitchell [CM10] reported attacks based on parsing ambiguities on protocols from several standards. They identify two types of ambiguities in parsing strings involving concatenation: (1) recipients wrongly parse an encrypted string after decryption, or (2) recipients wrongly assume that a different combination of data fields was input to the digital signature or MAC that they are verifying. They show that such errors lead to attacks, and they propose modifications to the standards. Their analysis resulted in a technical corrigendum to the ISO/IEC 9798 standard [Int10b, Int09a, Int09b].

Some of the ISO/IEC 9798 protocols have been used as case studies for security protocol analysis tools. In [DNL99], the Casper/FDR tool is used to discover weaknesses in six protocols from the ISO/IEC 9798 standard. The attacks discovered are similar to our reflection and role-mixup attacks. They additionally report so-called multiplicity attacks, but these are prevented by following the specification of the time-variant parameters in Part 1 of the standard. Contrary to our findings, their analysis reports “no attack” on the 9798-2-5 and 9798-2-6 protocols as they do not consider type-flaw attacks. A role-mixup attack on the 9798-3-3 protocol was also discovered by the SATMC tool [AC08]. Neither of these two works suggested how to eliminate the detected weaknesses.

In [DDMP04], the authors verify the three-pass mutual authentication protocols that use symmetric encryption and digital signatures, i.e., 9798-2-4 and 9798-3-4. Their findings are consistent with our results.

Protocols Related to the ISO/IEC 9798 Protocols  The SASL authentication mechanism from RFC 3163 [ZN01] claims to be based on Part 3 of the ISO/IEC 9798 standard. However, the SASL protocol is designed differently than the ISO/IEC protocols and is vulnerable to a man-in-the-middle attack similar to Lowe’s well-known attack on the Needham-Schroeder public-key protocol. Currently, the SASL protocol is not recommended for use (as noted in the RFC). The SASL protocol only provides authentication in the presence of an eavesdropping adversary, which can also be achieved using only plaintext messages.

In the academic literature on key exchange protocols, one finds references to a Diffie-Hellman-based key exchange protocol known as “ISO 9798-3”. This protocol seems to be due to [CK01, p. 464-465], where a protocol is given that is similar in structure to the three-pass mutual authentication ISO/IEC 9798 protocol based on digital signatures, where each random value \( n \) is replaced by ephemeral public keys of the form \( g^x \). However, in the actual ISO/IEC 9798 standard, no key exchange protocols are defined, and no protocols use Diffie-Hellman exponentiation.

Unbounded Analysis of Diffie-Hellman based AKE Protocols  Our analysis results for the individual protocols confirm the known results from the literature, as reported in Subsection 9.3.3. There are no alternative approaches that can automatically verify the protocols that we consider for an unbounded number of sessions with respect to the model of Diffie-Hellman (DH) exponentiation and the strong adversary models that we consider. Alternative approaches that work for subclasses of our verification problems are [LM04, Möd11, NBN11, DG12]. Lynch and Meadows [LM04] and Mödersheim [Möd11] give reductions for DH reasoning without inverses to reasoning modulo a simpler
equational theory for a restricted class of protocols. Both require that all exponents used by a protocol remain secret forever. This excludes modeling ephemeral key reveals and thus verifying recent AKE protocols. Ngo et al. [NBN11] propose a method for the automated construction of computational proofs for a restricted class of DH-based protocols that use signing and exponentiation with random numbers only, which excludes many recent AKE protocols. Dougherty and Guttman [DG12] propose a (manual) proof technique to verify protocols with respect to an equational theory that models the Diffie-Hellman exponents as a field. They apply their technique to construct a pen-and-paper proof of the security of the UM protocol [BWM99a]. The equational theory that they consider is a more precise model of DH exponentiation than the equational theories considered by our and other approaches. It is not known whether the unification problem is decidable for the equational theory considered in [DG12]. It is known that, for a theory that models the exponents as a ring, unification is undecidable in general [KNW03].

Unbounded Analysis of the TESLA Protocol [Arc02, BL02, BCSS11] also analyze Scheme 1 or Scheme 2 of the TESLA protocol [PCTS00]. In [Arc02], Archer analyzes a timed model of Scheme 1 in the interactive theorem prover TAME. Note that her proof required manually specifying and proving 18 additional invariants, while TAMARIN proves the authentication property automatically using induction. In [BL02] Broadfoot and Lowe analyze Scheme 1 and 2 modeled using CSP and the finite state model checker FDR. They provide protocol-specific pen-and-paper proofs justifying the soundness of their reduction of the infinite state-space to the finite state-space that they analyze. In contrast to our approach, they also succeed to verify the stream authentication for Scheme 2 and a lossy channel. In [BCSS11], Basin et al. verify the lossless version of Scheme 2 as a case study for their framework for the interactive verification of physical protocols. They precisely model asynchronous clocks and verify the corresponding proof obligations.
11. Conclusions

Our long-term vision is that every security protocol design is accompanied by a formal correctness proof; and we consider the theory and the tools developed in this thesis a significant step towards this vision. In particular, we consider the theory underlying the TAMARIN prover a promising foundation for tackling a wide range of protocol verification problems in future work. In the following, we highlight the benefits of the TAMARIN prover both from a practical and a theoretical viewpoint. We also highlight the benefits of scyther-proof and discuss future work.

From a practical viewpoint, the TAMARIN prover provides an efficient security protocol verification tool in the line of Athena [SBP01] and Scyther [Cre08b]. The TAMARIN prover is the first tool that automatically analyzes, without requiring any bounds,

1. protocols whose security relies on non-monotonic state and
2. Diffie-Hellman based AKE protocols with respect to advanced adversary models, e.g., eCK security [LLM07].

The TAMARIN prover supports both automatically finding attacks and performing unbounded verification. It also provides an interactive GUI that allows the user to gain further insights on a protocol of interest by inspecting and constructing proofs of its properties. Due to the undecidability of the considered problems, the TAMARIN prover is not guaranteed to terminate in general. Nevertheless, in practice, it terminates for a wide range of case studies, as shown in this thesis and in Schmidt’s thesis [Sch12].

From a theoretical viewpoint, our notions of satisfiability and validity claims provide an expressive formalism to specify a wide range of protocol verification problems. The simplicity of these notions benefits the development of meta-theory, as demonstrated in this thesis by the development of the verification theory underlying the TAMARIN prover. Their reliance on the standard concepts of multiset rewriting, equational theories, and two-sorted first-order logic moreover allows us to exploit previous results about these concepts. In particular, we generalize the concept of strand-spaces [GT02] to multiset rewriting, and exploit the finite variant property [CLD05] and ideas from proof normal forms [Pra65] to reason about message deduction modulo equational theories. The key technique that enables TAMARIN to perform unbounded verification is the use of constraint solving to enumerate the interleavings of protocol steps in a goal-directed fashion jointly with the solutions to the arising message deduction problems. A further benefit of the use of constraint solving is that it simplifies the extension of TAMARIN. To adapt it to a new type of verification problems, one can simply add new constraint-reduction rules that formalize the additionally required correctness arguments. In this thesis, we use this approach for example to extend our basic constraint reduction rules with support for trace induction and reasoning about message deduction.

Our development of the scyther-proof tool [Mei12], a proof generating version of the Scyther tool, has several benefits. Its theory highlights the key ideas for constructing
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unbounded security proofs using backwards search, and served as the basis for developing
the theory underlying the TAMARIN prover. Moreover, scyther-proof’s implementation
demonstrates the viability of a generic approach for constructing proof generating versions
of security protocol verification algorithms, i.e., the approach to prove soundness theorems
for all steps that an algorithm may take and to represent the generated proofs as the
composition of these theorems. In our case, we formally derive these theorems in
Isabelle/HOL and thereby enable the scyther-proof tool to generate machine-checked
proofs. As a last, and very practical benefit, we see the resulting tool set, which consists
of Scyther or TAMARIN for protocol analysis and scyther-proof for the generation of
machine-checked proofs. It supports standardization committees with both falsification,
for analysis in the early phases of standardization, and verification, providing objective
and verifiable security guarantees in the end phases. This tool set is especially interesting
for the certification of protocols at the highest evaluation levels, as it is currently pursued
in several countries [MMOB10, GL10]. We demonstrate the practicality of this tool set
on the ISO/IEC 9798 standard for entity authentication [Int10a], which is used as a
core building block in numerous other standards. Surprisingly, we find that its most
recent version still exhibits both known and new weaknesses. We therefore propose fixes
and use scyther-proof to certify our repaired protocols. We note that the ISO/IEC
working group responsible for the 9798 standard has released an updated version of the
standard based on our proposed fixes.

Future Work

Intuitively, our verification theory can be seen as a language that allows protocol
designers to formalize the correctness arguments underlying their protocols. To make
our theory more widely applicable, we would therefore like to cover a wider range of both
correctness definitions and arguments justifying a protocol’s correctness. With respect
to correctness arguments, we consider building support for reasoning about further
classes of equational theories and improving the support for reasoning about loops and
state. With respect to correctness definitions, we consider building support for the
unbounded verification of process equivalences (e.g., trace equivalence) and investigating
computational soundness results for variants of our theory. We discuss the first three of
these directions below.

Reasoning about More Equational Theories We consider three extensions of increasing
difficulty.

1. Finding normal form message deduction rules for reasoning about message deduc-
tion modulo equational theories like XOR that have the finite variant property,
but are not yet supported by TAMARIN.

2. Building support for reasoning about equational theories like homomorphic encryp-
tion that do not have the finite variant property, but whose unification problem is
finitary.

3. Building support for reasoning about equational theories whose unification problem
is undecidable in general, e.g., an equational theory that models the Diffie-Hellman
A first step towards these extensions is proving Conjecture 2 for subterm-convergent theories. We expect this proof to highlight the relation of our constraint-reduction rules to the known decision procedures for bounded security protocol analysis, and thereby simplify the adaption of known results from the bounded case to the unbounded case. With respect to the third extension, the key observation is that well-designed security protocols use the terms built over the undecidable equational theory in very specific ways, see for example [DG12]. There is thus a chance that the concrete instances of the unification problems occurring in the verification of a concrete protocol are actually tractable. Moreover, for a well-designed protocol, there usually exists an informal correctness argument. The problem is thus how to formalize and automate the use of this correctness argument despite the undecidability of the equational theories involved. A promising approach towards such an automation is to use constraint solving to jointly enumerate the interleavings of the protocol steps, the solutions to the arising message deduction problems, and the solutions to the arising unification problems. The basic idea is that this may allow focusing first on the consequences from the use of the standard cryptographic operators, and only afterwards require reasoning about the solutions to the possibly undecidable unification problems.

**Reasoning about Loops and Shared State** To avoid missing flaws like the renegotiation attack on TLS [Far10], it is crucial to model protocols as faithfully as possible. For many protocols, such faithful models feature loops and shared state, e.g., due to key renegotiation or the use cryptographic APIs like the TPM. We show in this thesis that trace induction suffices to reason about some properties of such models. As we explain in Section 9.4, trace induction does however not always suffice. We therefore consider building special support for reasoning about common constructions like hash chains or modeling a key-value store using linear facts. We also consider extending the term algebra and the trace formulas with support for sequence numbers and timestamps. These extensions will probably require the introduction of additional constraint reduction rules. Note that for some of these extensions we should be able to adapt results from the rich field of program verification, e.g., techniques for loop invariant inference.

**Unbounded Verification of Process Equivalences** Process equivalences [AF01] like observational equivalence or trace equivalence cover a wider range of security properties than trace properties. Examples of properties in this increased scope are coercion resistance in electronic voting [DKR10], unlinkability in RFID protocols [ACRR10], or bidding-price-secrecy in auction protocols [DJP10]. Apart from ProVerif, which focuses on a strongly restricted set of processes [BAF08], the state-of-the-art approaches for verifying such equivalences bound the number of sessions considered, e.g., [CCLD11, CCK12]. As reported in both [CCLD11] and [CCK12], the interleaving step to enumerate the bounded set of traces is costly and limits the scalability of these approaches. One approach to solve this problem is to jointly enumerate the interleavings and the solutions to the equivalence constraints, analogously to what we do in TAMARIN. Thereby, one may not only increase the efficiency of these approaches, but possibly even achieve unbounded verification of process equivalences. Another option is to translate the
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process equivalence notions from the applied π calculus to equivalences on multiset rewriting systems, and develop a constraint solver for proving these equivalences based on our constraint-reduction rules. This is especially interesting, as our approach, in contrast to abstraction-based approaches, allows proving both the absence and the existence of solutions, which one requires when searching for counter-examples to process equivalences.
Appendix
A. Additional Examples from Part I

In Section 5.1, we explained how we extended Isabelle’s proof language to construct machine-checked security proofs based on decryption-chain reasoning. We also showed the formalization of the secrecy proof from Example 6. In this appendix, we also give the formalizations of the authentication proof from Example 7 and the type assertion soundness proof from Example 11. Both of these formalizations were generated automatically using the scyther-proof tool. We only took minor liberties in pretty printing them to improve their readability. These examples demonstrate not only that our mechanization of decryption-chain reasoning allows for succinct machine-checked proofs, but also that our automatic algorithm generates human-readable proofs.

Example 39. The statement and the proof of the non-injective synchronization property $\varphi_{\text{auth}}$ from Example 7 are formalized in Isabelle/HOL by the proof script given in Figure A.1.

Lines 2–11 are a direct translation of the security property $\varphi_{\text{auth}}$. Note that Isabelle stores the conclusion stated in lines 7–11 under the name “?thesis” for later reference. The proof begins in line 12 by applying the TypChain rule to the message received in the
second step of the client role \( C \). This message is the instantiation in the thread \( i \) of the pattern of the role step \( C_2 \), which is available under the name “\( C_2\)-pt”. The “fake” case in Line 13 corresponds to Case (1) from Example 7. This case is discharged by calling Isabelle’s built-in tactic “auto” configured to use the previously proven secrecy lemma “client-k-secrecy” and the Known rule. The “\( S_2\)-hash” case in Line 16 corresponds to Case (2) and denotes that some server role \( j \) sent the hash that thread \( i \) received in step \( C_2 \). In Line 17, as in the pen-and-paper proof, the TypChain rule is applied to the message received by the first message of server \( j \). The necessary applications of the Input and Role rules are handled automatically. The “fake” case in Line 18 corresponds to Case (2.1) and is dealt with as before. The case “\( C_1\)-enc” in Line 21 corresponds to Case (2.2) and denotes that some client \( i \) sent the encryption received by the server \( j \). In this case, the premises directly imply the conclusion, which corresponds to \( \text{syncWith}(j) \). Hence, calling “auto” solves this case.

\[\]

**Example 40.** The Isabelle/HOL proof script given in Figure A.2 formalizes the definition of the type assertion \( CR'_\text{ty} \) for the \( CR' \) protocol together with its corresponding soundness proof from Example 11. The type assertion soundness proof is more complicated than the previous proofs due to the required bookkeeping expressed using Isabelle’s locale infrastructure [Bal06].

In Lines 1-3, the “type_invariant” command that we implemented is used to define the constant \( CR'_\text{typing} \) and to create a locale \( CR'_\text{typing}_\text{state} \) that contains all the pre-instantiated variants of the TypChain rule for the \( CR' \) protocol under the assumption that the \( CR'_\text{typing} \) assertion is sound. The definition of \( CR'_\text{typing} \) only states the

1: type_invariant CR'_typing for CR'
2:  where “CR'_typing =
3:  [((S', 'v'^t), SumT (NonceT C' 'k'^t) (KnownT S'_1))]

4:
5: sublocale CR'_state ⊆ CR'_typing_state
6: proof -
7:  have “(tr, th, σ) ∈ well-typed CR'_typing”
8:  proof (type_soundness “CR'_typing”)
9:  case(S'_1-v tr'r' th'' σ'' i)
10:  note facts = this
11:  then interpret state: CR'_typing_state tr'r' th'' σ''
12:  by unfold_locales auto
13:  show ?case using facts
14:  by (sources “inst''_i(S'_1-pt)”) auto
15:  qed
16:  thus “CR'_typing_state tr th σ”
17:  by unfold_locales auto
18: qed

Figure A.2.: Proof script formalizing the definition of the type assertion \( CR'_\text{ty} \) for the \( CR' \) protocol and its corresponding soundness proof from Example 11.
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type assertion \((S',v) \rightarrow C', k \cup \text{kn}(S'_1)\), as our formalization of type assertions always assigns the type \(\text{Ag}\) to agent variables.

In Line 5, the “sublocale” command is used to claim that every lemma proven under the assumption that the type assertion CR’_typing is sound is also a valid lemma without this assumption. This claim depends on the lemma given in Line 7, which states that every reachable state of the CR’ protocol is well-typed. The corresponding proof given in Lines 8-15 relies on the tactic “type_soundness” that simplifies applications of Theorem 2. The only non-trivial case is given on Line 9. It handles the instantiation of the variable \(v\) in the first step of some thread \(i\) executing the server role in the context of some arbitrary well-typed reachable state \((tr',th',\sigma')\). Lines 10-12 ensure that the “sources” tactic is also applicable in this state. In Line 13-14, we discharge the proof obligations for this case by enumerating all sources for the first message received by thread \(i\) and delegating the resulting cases to Isabelle’s built-in tactic “auto”. In Lines 16-17, we use the lemma from Line 7 to discharge the proof obligation stemming from the “sublocale” command.

♠
B. Additional Proofs from Part II

B.1. Proofs Concerning $\sim_{R,E}^{\text{basic}}$

In the proof that $\sim_{R,E}^{\text{basic}}$ is correct and complete, we require the following additional lemma about the temporal order of a constraint system.

**Lemma 7.** For every $R,E$-model $(dg, \theta)$ of a constraint system $\Gamma$, it holds that $i \preceq_{\Gamma} j$ implies $\theta(i) < \theta(j)$.

**Proof.** This follows from DG1 and the definition of $\models_{E}$. We prove it by induction over the transitive closure in the definition of $\preceq_{\Gamma}$. □

**Theorem (Justification of Theorem 4 on page 99).** The constraint-reduction relation $\sim_{R,E}^{\text{basic}}$ is $R,E$-correct and $R,E$-complete.

**Proof.** We first prove the completeness of all rules from Figure 8.3 on page 97 and then their correctness. Note that several constraint-reduction rules require freshly renamed sets of rules. Formally, a *renaming of a rule ru away from a constraint system $\Gamma$* is a well-sorted bijection $\rho : V \rightarrow V$ such that $\text{vars}(ru)\cap \text{vars}(\Gamma) = \emptyset$. Identifying $\rho$ with its homomorphic extension, the freshly renamed rule is then $(ru)\rho$.

**Completeness of $\sim_{R,E}^{\text{basic}}$:** Assume $\Gamma \sim_{R,E}^{\text{basic}} \Gamma'$ for an arbitrary constraint system $\Gamma$ and an arbitrary set of constraint systems $\Gamma'$. Let $((I,D), \theta)$ be an arbitrary $R,E$-model of $\Gamma$ and define $dg := (I,D)$ and $M := (\text{trace}(dg), \theta)$. We must show that there exists a constraint system $\Gamma'' \in \Gamma'$ such that $(dg, \theta') \models_{E} \Gamma''$ for some valuation $\theta'$. We perform a case distinction on the constraint-reduction rules defining $\sim_{R,E}^{\text{basic}}$, given in Figure 8.3 on page 97.

S@ From the rule’s side-condition, we have $M \models_{E} f @ i$. Hence, $\theta(i) \in \text{idx}(I)$ and there is $k$ with $f_{E} \text{ acts}(I_{\theta(i)})k$. Recall that $I \in \text{ginsts}(R \cup \{\text{FRESH}\})^*$. As the FRESH rule has no action, there exists $ru \in R$ and a grounding substitution $\sigma$ such that $I_{\theta(i)} = (ru)\sigma$. We define

$$\Gamma' := \{i : (ru)\rho, f = \text{acts}((ru)\rho)_k\} \cup \Gamma$$

where $\rho$ is a renaming of $ru$ away from $\Gamma$. Note that $\Gamma' \in \Gamma'$ and that $(dg, \theta')$ with

$$\theta' := \theta[\rho(x) \mapsto \sigma(x)]_{x \in \text{vars}(ru)}$$

is a $R,E$-model of $\Gamma$ as only fresh variables are updated. It is also a $R,E$-model of $i : (ru)\rho$ and $f = \text{acts}((ru)\rho)_k$. Thus, it is a $R,E$-model of $\Gamma'$, which concludes this case.
\[ S_\varepsilon \] From the rule’s side-conditions, we have \( M \models_E t_1 \approx t_2 \). Hence, \( t_1 \theta = t_2 \theta \). Therefore, there exists \( \sigma \in \text{unify}_{E}^{t_1 \approx t_2}() \) and a valuation \( \xi \) such that \( \theta(x) = E (\sigma(x)) \xi \) for every \( x \in \text{dom}(\sigma) \) and \( \theta(x) = \xi(x) \) for every \( x \in \text{vars}(\Gamma) \setminus \text{dom}(\sigma) \). Such a \( \xi \) exists because fresh variables in \( \sigma \) are not in \( \text{vars}(\Gamma) \) and \( \text{unify}_{E}^{t_1 \approx t_2}() \) is a complete set of unifiers for \( t_1 \) and \( t_2 \). The structure \( (dg, \xi) \) is a \( R, E \)-model of \( \Gamma \sigma \in \Gamma' \), as \( \models_E \) ensures that the valuation is applied to every variable.

\[ S_\varepsilon \] From the rule’s side-conditions, we have \( M \models_E i \equiv j \). Hence, \( \theta(i) = \theta(j) \). Thus, \( (dg, \theta) \) is also a \( R, E \)-model of \( \Gamma\{i/j\} \in \Gamma' \), as \( \models_E \) ensures that the valuation is applied to every variable.

\[ S_\\cdot \] From the rule’s side condition, we have \( (dg, \theta) \models_E \bot \), which is a contradiction and concludes this case.

\[ S_{\rightarrow, \hat{\circ}} \] From the rule’s side-condition, we have \( M \models_E \neg(f \circ i) \). Moreover, from \( (f \circ i) \in E \) as(\( \Gamma \)), we obtain \( ri \) such that \( (i : ri) \in \Gamma \) and \( f \in E \text{acts}(ri) \). Hence, \( \theta(i) \in \text{idx}(I) \) and \( I_{\theta(i)} = \circ ri \theta \) and \( f \theta \in E \text{acts}(I_{\theta(i)}) \). Thus \( M \models_E f \circ i \), which is a contradiction and concludes this case.

\[ S_{\rightarrow, \cdot} \] From the rule’s side-condition, we have \( M \models_E \neg(t \cdot t) \) and \( t_1 \models_E t_2 \). Hence, \( t \theta \not\models_E t \theta \) and \( t \theta \models_E t \theta \), which is a contradiction and concludes this case.

\[ S_{\rightarrow, \hat{\circ}} \] From the rule’s side-condition, we have \( M \models_E \neg(i \circ i) \). Hence, \( \theta(i) \not\equiv \theta(i) \), which is a contradiction and concludes this case.

\[ S_{\rightarrow, \circ} \] From the rule’s side-condition, we have \( M \models_E \neg(j \circ i) \). Hence, \( \theta(j) \circ \theta(i) \) does not hold, which implies that either \( \theta(i) < \theta(j) \) or \( \theta(i) = \theta(j) \). These two cases are covered by the two constraint systems in \( \Gamma' \), which concludes this case.

\[ S_{\vee} \] Completeness follows trivially from the definition of \( \models_E \) and the definition of \( \models_E \) for \( \vee \).

\[ S_{\Lambda} \] Completeness follows trivially from the definition of \( \models_E \) and the definition of \( \models_E \) for \( \Lambda \).

\[ S_{3} \] From the rule’s side-condition, we have \( M \models_E \exists x s. \varphi \). Hence, there is \( w \in D_s \) such that \( (\text{trace}(dg), \theta[x \mapsto w]) \models_E \varphi \). It holds that \( y \) is fresh and of sort \( s \). Thus, \( (dg, \theta[y/x]) \) is a \( R, E \)-model of \( (\{y/x\} \cup \Gamma) \in \Gamma' \), which concludes this case.

\[ S_{\psi} \] From the rule’s side-condition, we have \( M \models_E (\forall \bar{x}. \neg(f \circ i) \lor \psi) \), \( (f \circ i) \sigma \in E \) as(\( \Gamma \)) \cup \Gamma, and \( \text{dom}(\sigma) = \text{set}(\bar{x}) \). It is easy to see that, for every trace formula \( \chi \), \( M \models_E (\forall \bar{x}. \chi) \) implies \( M \models_E \chi \alpha \) for every well-sorted substitution \( \alpha \) with \( \text{dom}(\alpha) = \text{set}(\bar{x}) \). Note that such \( \alpha \) is well-sorted and \( \text{dom}(\sigma) = \text{set}(\bar{x}) \). Thus, we have that \( M \models_E \neg(f \circ i) \sigma \) or \( M \models_E \psi \sigma \). The first case contradicts \( (f \circ i) \sigma \in \text{as}(\Gamma) \cup \Gamma \). In the second case, \( M \) is a \( R, E \)-model of \( (\{\psi \sigma\} \cup \Gamma) \in \Gamma' \), which concludes the completeness proof for the \( S_{\psi} \) rule.

\[ DG_{\circ b l} \] From the rule’s side-condition, we have \( \theta(i) \in \text{idx}(I) \), \( ri \theta = E I_{\theta(i)} = E ri' \theta \). Hence, \( (dg, \theta) \models_E ri \approx ri' \), which concludes this case.
DG₄ From the rule’s side condition, we obtain an i such that \( i < \Gamma \). Due to Lemma 7, this implies \( \theta(i) < \theta(i) \), which is a contradiction and concludes this case.

DG₅ From the rule’s side-condition, we have \( c\theta \Rightarrow p\theta \in D \), \( i : ri \in \Gamma \), \( j : ri' \in \Gamma \), \( u \in \text{id}(\text{concs}(ri)) \), and \( v \in \text{id}(\text{prems}(ri')) \) such that \( c = (i, u), p = (j, v), \text{concs}(ri)_u = f \) and \( \text{prems}(ri')_v = f' \). Hence, \( \theta(i), \theta(j) \in \text{id}(I) \), \( ri\theta = \text{E} I_{\theta(i)} \), and \( ri'\theta = \text{E} I_{\theta(j)} \). Due to DG₁, \( f\theta = \text{E} \text{concs}(I_{\theta(i)}) \), \( \text{prems}(I_{\theta(j)}) \), \( \text{E} f' \theta \). Thus \( (dg, \theta) \models_E f \approx f' \), which concludes this case.

DG₆ From the rule’s side-condition, we have \( i : ri \in \Gamma \), \( v \in \text{id}(\text{prems}(ri)) \) such that \( \text{prems}(ri)_v = f \). Hence, \( \theta(i) \in \text{id}(I) \), \( ri\theta = \text{E} I_{\theta(i)} \), and \( \text{prems}(I_{\theta(i)})_v = \text{E} f \theta \). Thus \( (dg, \theta) \models_E f \approx f \), which concludes this case.

SG From the rule’s side-condition, we have \( \theta(j) \in \text{id}(I) \) and \( f\theta = \text{E} \text{prems}(I_{\theta(j)}) \). From DG₁-², we obtain \( k \in \text{id}(I) \) and \( u \in \text{id}(\text{concs}(I_k)) \) such that \( (k, u) \Rightarrow (\theta(j), v) \in D \) and \( \text{concs}(I_k)_u = \text{E} f \theta \). As \( I_k \in \text{ginst}(R \cup \{\text{FRESH}\}) \), there is \( ru \in R \cup \{\text{FRESH}\} \) and a grounding substitution \( \sigma \) such that \( I_k = r u \sigma \).

We define

\[
\Gamma' := \{ i : ru\rho, (i, u) \Rightarrow (j, v) \} \cup \Gamma
\]

where \( \rho \) is a fresh renaming of \( ru \) away from \( \Gamma \). Note that \( \Gamma' \in \Gamma' \) and that \( (dg, \theta') \) with

\[
\theta' := \theta[i \mapsto k] \rho(x) \mapsto \sigma(x) \in \text{vars}(ru)
\]

is a \( R, E \)-model of \( \Gamma' \), as only the valuation of fresh variables is changed. Moreover, \( (dg, \theta') \) is also a \( R, E \)-model of \( i : ru\rho \) and \( (i, u) \Rightarrow (j, v) \). Thus, \( (dg, \theta') \) is a \( R, E \)-model of \( \Gamma' \), which concludes this case.

DG₁₋ From the rule’s side-condition, we have \( (\theta(i), v) \Rightarrow p\theta \in D \) and \( (\theta(j), u) \Rightarrow p\theta \in D \). Due to DG₂, incoming edges are unique. Hence, \( (\theta(i), v) = (\theta(j), u) \), which concludes this case.

DG₅₋ From the rule’s side-condition, we have \( c\theta \Rightarrow (\theta(i), v) \in D \) and \( c\theta \Rightarrow (\theta(j), u) \in D \). Moreover, there is \( i : ri \in \Gamma \) such that \( u \in \text{id}(\text{concs}(ri)) \) and \( ri_u \) is a linear fact. Hence, \( \theta(i) \in \text{id}(I), I_{\theta(i)} = \text{E} ri\theta, \) and \( (ri\theta)_u \) is also a linear fact. Due to DG₃, linear conclusions have at most one outgoing edge in \( dg \). Hence, \( (\theta(i), v) = (\theta(j), u) \), which concludes this case.

DG₇ From the rule’s side-condition, we have \( \theta(i), \theta(j) \in \text{id}(I), I_{\theta(i)} = \text{E} (-[\cdot] \text{Fr}(m\theta)), \) and \( I_{\theta(j)} = \text{E} (-[\cdot] \text{Fr}(m\theta)) \). Due to MSR₂, we have \( I_{\theta(i)}), I_{\theta(j)} \in \text{E} \text{ginst}(\text{FRESH}) \).

Due to DG₄, we have \( \theta(i) = \theta(j) \), which concludes this case.

Correctness of \( \Rightarrow^{\text{basic}}_{R, E} \): Assume \( \Gamma \Rightarrow^{\text{basic}}_{R, E} \Gamma' \) for an arbitrary, well-formed constraint system \( \Gamma \) and an arbitrary set of constraint systems \( \Gamma' \). Let \( (dg, \theta) \) be an arbitrary \( R, E \)-model of some constraint system \( \Gamma' \in \Gamma' \). We must show that \( (dg, \theta') \) is a \( R, E \)-model of \( \Gamma \) for some valuation \( \theta' \). We perform a case distinction on the constraint-reduction rules defining \( \Rightarrow^{\text{basic}}_{R, E} \), given in Figure 8.3 on page 97.

The only non-trivial cases are the \( S_\leq \) and \( S_m \) rules, as for all other rules it holds that \( \Gamma \in \Gamma' \).
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Theorem (Justification of Theorem 5 on page 100). We can construct an \( R, E \)-model for every wellformed, \( \sim_{R,E}^{\text{basic}} \)-irreducible constraint system \( \Gamma \).

Proof. We construct the structure \( (dR, \theta) \) as detailed in the proof sketch of Theorem 5 on page 100. In the following, we formally prove that this structure is an \( R, E \)-model of \( \Gamma \). We first prove that \( dR \) is a dependency graph; i.e., satisfies conditions DG1-4. Then, we prove that \((dR, \theta)\) satisfies all constraints in \( \Gamma \).

DG1 Let \((i, u) \mapsto (j, v) \in D \). By construction, \( i < j \) holds. Moreover due to our construction and WF3, there are facts \( f \) and \( f' \) such that \(((i, u), f) \in \text{concs}(dg)\) and \(((j, v), f') \in \text{prems}(dg)\). It holds that \( f =_{E} f' \), as rules DG*, and \( S_{n} \) are not applicable.

DG2 holds, as rules DG*, \( S_{n} \), and DG_{\text{in}} are not applicable.

DG3 holds, as rule DG_{\text{out}} is not applicable.

DG4 holds, as rule DG_{Fr} is not applicable.

The structure \( (dR, \theta) \) satisfies all node and edge constraints in \( \Gamma \) by construction. It satisfies the premise constraints in \( \Gamma \) because of condition WF3. We prove that \( M := (\text{trace}(dR), \theta) \) is a model of all trace formulas in \( \Gamma \) by induction over their size.

- \( M \models_{E} f \mathrel{\text{@}} i \). As \( S_{\emptyset} \) is not applicable, \( f \mathrel{\text{@}} i \in E \) as(\( \Gamma \)). Hence, there is \( i : l \{ a \} \rightarrow r \in \Gamma \) such that \( f \in \text{set}(a) \). By construction, \( \theta(i) \in \text{idx(\text{trace}(dg))} \) and \( \text{trace}(dg)_{\theta(i)} = \text{set}(a \theta) \). Thus, \( f \theta \in E \text{trace}(dg)_{\theta(i)} \), which concludes this case.
- \( M \models_{E} i < j \) holds by construction.
- \( M \models_{E} i \mathrel{\text{@}} j \). As \( S_{\emptyset} \) is not applicable, \( i = j \). Thus, \( \theta(i) =_{E} \theta(j) \), which concludes this case.
- \( M \models_{E} t_{1} \approx t_{2} \). As \( S_{n} \) is not applicable, \( t_{1} =_{E} t_{2} \). Thus, \( t_{1} \theta =_{E} t_{2} \theta \), which concludes this case.
- \( M \models_{E} 1 \). There is no such constraint in \( \Gamma \), as otherwise rule \( S_{1} \) would be applicable.
- \( M \models_{E} \neg (f \mathrel{\text{@}} i) \). There is no such constraint in \( \Gamma \), as otherwise rule \( S_{\neg \mathrel{\text{@}} \emptyset} \) would be applicable.
- \( M \models_{E} \neg (t_{1} \approx t_{2}) \). There is no such constraint in \( \Gamma \), as otherwise rule \( S_{\neg \approx} \) would be applicable.
• $M \vdash_E \neg(i \neq j)$. There is no such constraint in $\Gamma$, as otherwise rule $S_{\neg,\neq}$ would be applicable.

• $M \vdash_E \neg(i < j)$. As $S_{\neg,<}$ is not applicable, we have $j \leq_\Gamma i$ or $j = i$. In both cases, $M \vdash_E \neg(i < j)$ holds by construction.

• $M \vdash_E \varphi_1 \wedge \varphi_2$. Rule $S_\wedge$ is not applicable. Hence $\varphi_1, \varphi_2 \in \Gamma$. As $\varphi_1$ and $\varphi_2$ are smaller than $\varphi_1 \wedge \varphi_2$, the induction hypothesis applies.

• $M \vdash_E \varphi_1 \vee \varphi_2$. Rule $S_v$ is not applicable. Hence $\varphi_1 \in \Gamma$ or $\varphi_2 \in \Gamma$. As $\varphi_1$ and $\varphi_2$ are smaller than $\varphi_1 \vee \varphi_2$, the induction hypothesis applies in either case.

• $M \vdash_E \exists x : s. \varphi$. Rule $S_3$ is not applicable. Hence there exists a $w : s$ such that $\varphi\{w/x\} \in \Gamma$. Hence, we have $M \vdash_E \varphi\{w/x\}$ from the induction hypothesis. Thus, $(\text{trace}(dg), \theta[x \mapsto w\theta]) \vdash_E \varphi$, which concludes this case.

• $M \vdash_E \forall x. \neg((\forall i) \vee \psi)$. Intuitively, this case holds because our construction of $(dg, \theta)$ ensures that (1) the range of $\theta$ is disjoint from the subterms of $\Gamma$ and (2) all actions in $\text{trace}(dg)$ also exist in $\Gamma$. Thus, we can translate every substitution $\sigma$ of $\hat{x}$ with $M \vdash_E (f \circ \iota)\sigma$ back to a substitution $\sigma'$ of $\hat{x}$ such that $(f \circ \iota)\sigma' \in \text{as}(\Gamma) \cup \Gamma$, which contradicts the $\sim_{P,ND,R,\lambda,\Delta}$-irreducibility of $\Gamma$. Formally, the proof works as follows.

Let $\theta'$ be a valuation $\theta'$ such that $\theta'(x) = \theta(x)$ for all $x \notin \hat{x}$. It suffices to show that $(\text{trace}(dg), \theta') \vdash_E f \circ \iota$ implies $(\text{trace}(dg), \theta') \vdash_E \psi$. We will show this by constructing a substitution $\alpha$ from $\theta'$ such that $\text{dom}(\alpha) = \text{set}(\hat{x})$ and $(f \circ \iota)\alpha \in \text{as}(\Gamma)$. Hence, $M \vdash_E \psi \alpha$ because the reduction rule $S_v$ is not applicable. We will show that our construction of $\alpha$ ensures that $M \vdash_E \psi \alpha$ implies $(\text{trace}(dg), \theta') \vdash_E \psi$. This will conclude this case.

Note that $\text{WF4}$ ensures that $\hat{x} \in (\mathcal{V}_{msg} \cup \mathcal{V}_{temp})^*$. Here, we focus on the special case that $\hat{x} \in \mathcal{V}_{msg}^*$. The general case can be proven analogously. We require an auxiliary definition and an auxiliary claim to prove this special case. We define $\hat{\theta} : \mathcal{T} \rightarrow \mathcal{T}$ as

$$\hat{\theta}(t) = \begin{cases} \theta^{-1}(t) & \text{if } t \in \text{ran}(\theta) \\ t & \text{if } t \in (PN \cup FN \cup \mathcal{V}) \setminus \text{ran}(\theta) \\ f(\hat{\theta}(t_1), \ldots, \hat{\theta}(t_k)) & \text{if } t = f(t_1, \ldots, t_k) \text{ for } f \in \Sigma^k \end{cases}$$

Intuitively, $\hat{\theta}$ lifts $\theta^{-1}$ to terms. This works because $\theta$ is injective and has a range in $PN \cup FN$. We define the substitution $\alpha$ as

$$\alpha = \{ \hat{\theta}(\theta'(x))/x \}_{x \in \hat{x}}.$$  

Note that $\alpha$ is a well-sorted substitution because $\hat{x} \in \mathcal{V}_{msg}^*$. The key property of $\alpha$ is formalized by the following claim.

**Claim 1.** For all $t, s \in \mathcal{T}$ with $(St(t) \cup St(s)) \cap \text{ran}(\theta) = \varnothing$, it holds that $t\theta' = E s\theta$ implies $t\alpha = E s$.

**Proof.** Intuitively, this holds because $\hat{\theta}$ only changes the leaves of the terms. Formally, we prove this claim by showing that we can transform any sequence of $E$-equalities equating $t\theta'$ with $s\theta$ to a sequence of $E$-equalities equating $t\alpha$ with $s$.  

\[\square\]
We now show that \((\text{trace}(dg), \theta') \models_E f @i\) implies \((\text{trace}(dg), \theta') \models_E \psi\). Assume that \((\text{trace}(dg), \theta') \models_E f @i\). Due to the construction of \(dg\), we hence obtain \(j : \int a \rightarrow r \in \Gamma\) and \(f' \in a\) such that \((i, f)\theta' =_E (j, f')\theta\). As we assume that \(\hat{x} \in \mathcal{V}_{\text{msg}}\), this implies that \(i = j\), as \(\theta'(i) = \theta(i) = \theta(j)\) and \(\theta\) is injective. Note that all subterms of \(f\) and \(f'\) are subterms of \(\Gamma\). Moreover, \(\text{ran}(\theta) \subseteq (PN \cup FN) \setminus \text{St}(\Gamma)\), which implies that \((\text{St}(f) \cup \text{St}(f')) \cap \text{ran}(\theta) = \emptyset\). From \(f \theta' =_E f' \theta\), we thus have \(f\alpha =_E f'\) due to Claim 1. Note that \(f'@j \in \text{as}(\Gamma)\) and hence \((f@i)\alpha \in_E \text{as}(\Gamma)\). Thus, \((\text{trace}(dg), \theta) \models_E \psi\alpha\), as the reduction rule \(\Sigma_{tr}\) is not applicable. Hence, \((\text{trace}(dg), \theta[x \mapsto (\alpha(x))\theta]_{x \in \Sigma}) \models_E \psi\). Note that \((\alpha(x))\theta = (\theta(\theta'(x)))\theta = \theta'(x)\) due to the definition of \(\theta\). Thus, \((\text{trace}(dg), \theta') \models_E \psi\), which concludes this case.

Thus, we can construct an \(R, E\)-model for every wellformed, \(\sim_{\text{pre}, R,E}\)-irreducible constraint system \(\Gamma\).

B.2. Proofs Concerning Trace Induction

The proofs in this section use two additional definitions. For a set \(X\), we define the identity function \(\mathbb{I}_X : X \rightarrow X\) such that \(\mathbb{I}_X(x) = x\) for all \(x \in X\). For rational numbers \(u\), \(a\), and \(b\), we define the function \(\text{splice}_{u,a,b} : \mathbb{Q} \rightarrow \mathbb{Q}\) such that

\[
\text{splice}_{u,a,b}(k) := \begin{cases} 
  k & \text{if } k \leq u \\
  u + \frac{b}{a}(k - u) & \text{if } u < k < u + a \\
  k - a + b & \text{if } u + a \leq k 
\end{cases}
\]

Intuitively, \(\text{splice}_{u,a,b}\) stretches or shrinks the interval from \(u\) to \(u + a\) to the interval from \(u\) to \(u + b\).

**Lemma 8.** Let \(u, a, b \in \mathbb{Q}\) with \(|tr| \leq u\), \(0 < a\), and \(0 < b\). For every trace formula \(\varphi\), every trace \(tr\), and every valuation \(\theta\), we have

\[(tr, \theta) \models_E \varphi \iff (tr, (\mathbb{I}_E \circ \text{splice}_{u,a,b}) \circ \theta) \models_E \varphi .\]

**Proof.** Note that \(\text{splice}_{u,a,b}\) is a strictly monotonous bijection from \(\mathbb{Q}\) to \(\mathbb{Q}\). Moreover, \(\text{splice}_{u,a,b}\) is the identity on \(k \in \mathbb{Q}\) with \(k \leq |tr|\). We use structural induction over \(\varphi\).

- \(f @i\): This holds because \(k \in \text{idx}(tr)\) implies \(k \leq |tr|\) for all \(k \in \mathbb{Q}\).
- \(i < j\): This follows from the strict monotonicity of \(\text{splice}_{u,a,b}\).
- \(\text{last}(i)\): This holds because \(\text{splice}_{u,a,b}\) is the identity on all \(k \in \mathbb{Q}\) with \(k \leq |tr|\).
- \(i \neq s\): This holds because \(\text{splice}_{u,a,b}\) is a bijection.
- \(t = s\): This holds because \(\theta\) and \((\mathbb{I}_E \circ \text{splice}_{u,a,b}) \circ \theta\) agree on all terms.
- \(\neg \varphi\): This follows trivially from the induction hypothesis.
- \(\varphi \land \psi\): This follows trivially from the induction hypothesis.
\[ \exists x. \varphi: \text{For } x \in \mathcal{V}_{\text{msg}}, \text{this follows trivially from the induction hypothesis. For } x = i \in \mathcal{V}_{\text{temp}}, \text{we use the following reasoning.} \]

\[ (tr, \theta) \models E \exists i. \varphi \]

iff there is \( w \in \mathbb{Q} \) such that \( (tr, \theta[i \mapsto w]) \models E \varphi \)

iff there is \( w \in \mathbb{Q} \) such that \( (tr, (\mathbb{I}_M \uplus \text{splice}_{u,a,b}) \circ (\theta[i \mapsto w])) \models E \varphi \) \[ \text{[IH]} \]

iff there is \( w' \in \mathbb{Q} \) such that \( (tr, ((\mathbb{I}_M \uplus \text{splice}_{u,a,b}) \circ \theta)(i \mapsto w')) \models E \varphi \) \[ \ast \]

iff \( (tr, (\mathbb{I}_M \uplus \text{splice}_{u,a,b}) \circ \theta) \models E \exists i. \varphi \)

\[ \ast \] We ensure that \( w' = \text{splice}_{u,a,b}(w) \), which is possible in both directions, as \( \text{splice}_{u,a,b} \) is a bijection.

\[ \square \]

**Lemma** (Justification of Lemma 4 on page 106). For every last-free trace formula \( \varphi \), every trace \( tr \), every set of actions \( A \), and every valuation \( \theta \) with \( \forall i \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta(i) \neq |tr| + 1 \),

\[ (tr, \theta) \models E \varphi \text{ iff } (tr \cdot [A], \theta) \models E \text{IH}(\varphi). \]

**Proof.** By structural induction over \( \varphi \).

The cases for \( i \neq j, i < j, t \approx s \), negation, conjunction, and existential quantification over message variables are trivial. The case for \( \text{last}(i) \) is trivial because \( \varphi \) is last-free. The two interesting cases are the ones for actions and existential quantification over timepoints. They are proven as follows.

- \( (tr, \theta) \models E f@i \)
  - \( \theta(i) \in \text{idx}(tr) \land f \theta \in E tr_{\theta(i)} \)
  - \( \theta(i) \in \text{idx}(tr \cdot [A]) \land f \theta \in E (tr \cdot [A])_{\theta(i)} \) \[ \text{[because } \theta(i) \neq |tr| + 1 \] \[ \text{and can therefore define} \]
  \[ a := \min\{ \theta'(j) | j \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta'(j) > |tr| + |tr| \}, \]
  i.e., the distance from |tr| to the next temporal variable used in \( \varphi \) and interpreted with respect to \( \theta' \).
  - Due to Lemma 8, we have that \( (tr, (\mathbb{I}_M \uplus \text{splice}_{|tr\cdot[2]} \circ \theta[i \mapsto w]) \models E \varphi \).
  - Moreover, \( \forall i \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \text{splice}_{|tr\cdot[2]}(\theta'(i)) \neq |tr| + 1 \). This holds because \( \text{splice}_{|tr\cdot[2]} \) shifts all temporal variables \( j \in \text{vars}(\varphi) \) with \( \theta'(j) > |tr| \) to a position that is greater or equal to \( |tr| + 2 \). Thus, the induction hypothesis applies.
  - \( \exists i. \varphi \) and \( i/\text{temp} \): We show both directions separately.
    \[
    \Rightarrow: \text{From } (tr, \theta) \models E \exists i. \varphi, \text{we obtain } w \in \mathbb{Q} \text{ such that } (tr, \theta[i \mapsto w]) \models E \varphi. \text{ We define } \theta' := \theta[i \mapsto w]. \text{ If } \forall j \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta'(j) \neq |tr| + 1, \text{ then the induction hypothesis applies. Otherwise, we have } \exists j \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta'(j) > |tr| \text{ and can therefore define} \]
    \[ a := \min\{ \theta'(j) | j \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta'(j) > |tr| \} - |tr|, \]
    \[ \Rightarrow: \text{From } (tr \cdot [A], \theta) \models E \exists i. \text{IH}(\varphi) \land \neg \text{last}(i), \text{we obtain } w \in \mathbb{Q} \text{ such that } w \neq |tr| + 1 \text{ and } (tr \cdot [A], \theta[i \mapsto w]) \models E \text{IH}(\varphi). \text{ Thus } \forall i \in \text{vars}(\varphi) \cap \mathcal{V}_{\text{temp}}, \theta(i) \neq |tr| + 1 \text{ and the induction hypothesis applies.} \]
Theorem (Justification of Theorem 6 on page 107). For every closed, last-free trace formula $\varphi$ and every prefix-closed set of traces $Tr$, it holds that

$$Tr \models^E \varphi \iff Tr \models^E BC(\varphi) \land (IH(\varphi) \Rightarrow \varphi).$$

Proof. If $Tr = \emptyset$, then this statement is trivial. We thus assume that $Tr \neq \emptyset$. Note that therefore $[] \in Tr$, as $Tr$ is prefix-closed and $[]$ is a prefix of every trace. We prove both directions separately.

$\Rightarrow$: From $Tr \models^E \varphi$, we have that $(tr, \theta) \models^E \varphi$ holds for every trace $tr \in Tr$ and every valuation $\theta$.

We must show that, for an arbitrary trace $tr \in Tr$ and an arbitrary valuation $\theta$, (1) $(tr, \theta) \models^E BC(\varphi)$ and (2) $(tr, \theta) \models^E IH(\varphi)$ implies $(tr, \theta) \models^E \varphi$.

Note that $[] \in Tr$. Proposition (1) holds because of Lemma 3 applied to $([], \theta) \models^E \varphi$. Proposition (2) trivially holds.

$\Leftarrow$: From $Tr \models^E BC(\varphi) \land (IH(\varphi) \Rightarrow \varphi)$, we have that, for every trace $tr \in Tr$ and every valuation $\theta$, $(tr, \theta) \models^E BC(\varphi)$ holds and $(tr, \theta) \models^E IH(\varphi)$ implies $(tr, \theta) \models^E \varphi$.

Let the valuation $\theta$ be arbitrary. We show that $(tr, \theta) \models^E \varphi$ holds for all traces $tr \in Tr$ using well-founded induction over the prefix-order of the traces in $Tr$. Let $tr$ be an arbitrary trace in $Tr$. We perform a case distinction whether $tr = []$ or $tr = tr'.[A]$ for some trace $tr'$ and some set of actions $A$.

If $tr = []$, then $([], \theta) \models^E \varphi$ holds because of Lemma 3 and $([], \theta) \models^E BC(\varphi)$.

If $tr = tr'.[A]$ for some trace $tr'$ and some set of actions $A$, then we show that $(tr'.[A], \theta) \models^E \varphi$ holds as follows. Note that $\text{vars}(\varphi) = \emptyset$ because $\varphi$ is closed. Moreover, $(tr', \theta) \models^E \varphi$, as $tr'$ is a prefix of $tr'.[A]$. Hence, $(tr'.[A], \theta) \models^E IH(\varphi)$ due to Lemma 4. Hence, $(tr, \theta) \models^E IH(\varphi)$, as $tr'.[A] = tr$. Due to our assumptions, this implies $(tr, \theta) \models^E \varphi$ because $tr \in Tr$, which concludes this case.

B.3. Proofs Concerning $\sim^\text{last}_{R,E}$

Theorem (Justification of Theorem 7 on page 109). The constraint-reduction relation $\sim^\text{last}_{R,E}$ is $R,E$-correct and $R,E$-complete.

Proof. We prove this statement individually for each of the constraint-reduction rules defining $\sim^\text{last}_{R,E}$, given in Figure 8.7 on page 108. The correctness of the rule $R_{\text{basic}}$ follows from Theorem 4. All rules other than $R_{\text{basic}}$ are correct because they only add further constraints. It remains to prove the completeness of a constraint-reduction step $\Gamma \sim^\text{last}_{R,E} \Gamma'$ for an arbitrary, well-formed constraint system $\Gamma$ and an arbitrary set of constraint systems $\Gamma'$.

Let $((I,D), \theta)$ be an arbitrary $R,E$-model of $\Gamma$ and define $dg := (I,D)$ and $M := (\text{trace}(dg), \theta)$. We must show that there exists a constraint system $\Gamma' \in \Gamma'$ such that $(dg, \theta') \models^E \Gamma'$ for some valuation $\theta'$. We perform a case distinction on the constraint-reduction rules defining $\sim^\text{last}_{R,E}$.
B.4. Proofs Concerning \( \models_{P, ND, R, AX} \)

\( R_{\text{basic}} \) The completeness of this rule follows from Theorem 4.

\( S_{\text{last},\text{t}} \) From the rule’s side-condition, we have \( \theta(i) = |\text{trace}(dg)| = |I| \), \( i \in \Gamma \), \( j \), and \( \theta(j) \in \text{idx}(I) \). Due to Lemma 7 and the definition of \( \text{idx} \), we have \( \theta(i) < \theta(j) \) and \( \theta(j) \leq |I| \). Thus, \( |I| = \theta(i) < \theta(j) \leq |I| \), which is a contradiction and concludes this case.

\( S_{\text{last},\text{last}} \) From the rule’s side-condition, we have \( \theta(i) = |\text{trace}(dg)| = \theta(j) \), which concludes this case.

\( S_{\text{\text{-},last}} \) From the rule’s side-condition, we have that \( \theta(i) \neq |\text{trace}(dg)| = |I| \). Hence, either \( \theta(i) < |I| \) or \( |I| < \theta(i) \). We perform a case distinction. If \( \theta(i) < |I| \), then

\[
( dg, \theta[j \mapsto |I|] ) \models_E \{ i < j, \text{last}(j) \} \cup \Gamma,
\]

as \( j \) is fresh. This concludes the case for \( \theta(i) < |I| \). The case for \( |I| < \theta(i) \) is proven analogously.

This concludes the proof that the constraint-reduction relation \( \models_{R, E}^{\text{last}} \) is \( R, E \)-correct and \( R, E \)-complete. \( \square \)

**Theorem** (Justification of Theorem 8 on page 109). We can construct an \( R, E \)-model for every wellformed, \( \models_{R, E}^{\text{last}} \)-irreducible constraint system \( \Gamma \).

**Proof.** Note that there is at most one temporal variable \( i \) with a constraint \( \text{last}(i) \in \Gamma \), as rule \( S_{\text{last},\text{t}} \) is not applicable. We proceed almost as in the proof of Theorem 5 on page 180. The only difference is that we ensure that the temporal variable \( i \) is instantiated with the last index of the constructed sequence of rewriting rule instances. We can ensure this because rule \( S_{\text{last},\text{t}} \) is not applicable. We may be required to cut off some of the \( \text{FRESH} \) rule instances that we additionally introduced in the proof on page 180. The resulting structure satisfies all trace formulas because of its construction and because the rule \( S_{\text{-},\text{last}} \) is not applicable to \( \Gamma \). \( \square \)

### B.4. Proofs Concerning \( \models_{P, ND, R, AX} \)

In the proof that the constraint-reduction rule \( \text{R1} \) is complete for normal form solutions, we require the following lemma.

**Lemma 9.** For every valuation \( \theta \) and every term \( t \in T \), if \( t \) is not \( \downarrow_{\text{AX}}^{R} \)-normal, then \( \theta \) is not \( \downarrow_{\text{AX}}^{R} \)-normal.

**Proof.** If \( t \) is not \( \downarrow_{\text{AX}}^{R} \)-normal, then there is a position \( p \) in \( t \) that \( \text{AX} \)-matches the left-hand side of a rewriting rule in \( Rw \). The left-hand side of the same rule also \( \text{AX} \)-matches with \( \theta \) at position \( p \), which proves that \( \theta \) is not \( \downarrow_{\text{AX}}^{R} \)-normal. \( \square \)

**Theorem** (Justification of Theorem 11 on page 123). For every constraint-reduction step \( \Gamma \models_{P, ND, R, AX} \Gamma' \) of a constraint system to a set of constraint systems \( \Gamma' \), it holds that

(i) if \( \Gamma \) is wellformed, then all constraint systems in \( \Gamma' \) are wellformed and
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(ii) $\text{nso}_{P,ND,R,AX}(\Gamma) = AX \bigcup_{\Gamma'} \text{nso}_{P,ND,R,AX}(\Gamma')$

provided that the assumptions A1-7 hold.

Proof. We prove this statement individually for each of the constraint-reduction rules defining $\sim_{P,ND,R,AX}$, which are given in Figure 8.12 on page 122. We show the correctness of the rule $\Gamma_{\text{induct}}$ with respect to normal form solutions analogously to the proof of Theorem 7 on page 184. All rules other than $\Gamma_{\text{induct}}$ are correct because they only add further constraints.

It remains to prove the completeness with respect to normal form solutions of a constraint-reduction step $\Gamma \sim_{P,ND,R,AX} \Gamma'$ for an arbitrary, well-formed constraint system $\Gamma$ and an arbitrary set of constraint systems $\Gamma'$. Let $(I,D,\theta)$ be an arbitrary normal form model of $\Gamma$ and define $dg := (I,D)$ and $M := (\text{trace}(dg),\theta)$. We must show that there exists a constraint system $\Gamma' \in \Gamma'$ such that $(dg,\theta') \models E \Gamma'$ for some valuation $\theta'$. We perform a case distinction on the constraint-reduction rules defining $\sim_{P,ND,R,AX}$.

$\Gamma_{\text{induct}}$ We show the completeness of this rule analogously to the proof of Theorem 7 on page 184. The restriction to multiset rewriting rules from $[P]_{AX} \cup \{\text{ISEND}\}$ is sound because of Assumption A2 and the side condition of $\Gamma_{\text{induct}}$.

N1 From the rule’s side-condition, we have $(i : ri) \in \Gamma$ such that $ri$ is not $\text{I}_D$-normal. Hence, $\theta(i) \in \text{idx}(I)$ and $\theta'(i) \mapsto_{AX} I_{\theta(i)}$. Due to Lemma 9, $I_{\theta(i)}$ is not $\text{I}_D$-normal, which contradicts Condition N1 of Assumption A6 and thus concludes this case.

S_{K'} We prove that assumptions A1-5 imply the deconstruction-chain property, as formalized in Lemma 5 on page 117. We thus obtain $k \in \text{idx}(I)$ such that $I_k = (\text{IRECV})\sigma$ for some grounding grounding substitution $\sigma$ and $(k,1) \rightarrow_{dg}(\theta(j),v)$. The structure

$$(dg,\theta[i \rightarrow k][y \rightarrow \sigma(x)])$$

where $x$ is the variable $x$ from the IRECV rule, is a normal form model of $\{i : \text{Out}(y) \rightarrow_{K} K'(y),(i,1) \rightarrow (\theta(j),v)\} \cup \Gamma$, which concludes this case.

S. From the rule’s side-condition, we obtain $(j,v) = c$ such that $(\theta(j),v) \rightarrow_{dg} p\theta$. Due to the definition of $\rightarrow_{dg}$, $(\theta(j),v)$ is a $K'$-conclusion and either (a) $(\theta(j),v) \rightarrow (\theta(j),v)$ is a $K'$-premise $D$ or (b) there is a premise $(k,u)$ such that $(\theta(j),v) \rightarrow (k,u) \in D$ and $(k,1) \rightarrow_{dg} p\theta$.
In Case (a), the structure \((dg, \theta)\) is a normal form model of the constraint system \((\{c \Rightarrow p\} \cup \Gamma)\) if \(\Gamma\). In Case (b), there is \(ru \in ND\) and a grounding substitution \(\sigma\) such that \(ru\sigma = I_k\) because only rules in ND feature \(K^i\)-premises. We define
\[
\Gamma' := \{i : ru\rho, c \Rightarrow (i, u), (i, 1) \Rightarrow p, \Gamma\}
\]
where \(\rho\) is a renaming of \(ru\) away from \(\Gamma\). Note that \(\Gamma' \in \Gamma\). The structure
\[
(dg, \theta[i \mapsto k][\rho(x) \mapsto \sigma(x)]_{x \in \text{dom}(ru)})
\]
is a normal form model of \(\Gamma\), which concludes this case.

\(\triangleright\) From the rule’s side-condition, we have \(\theta(i) \in \text{idx}(I)\) and
\[
I_{\theta(i)} = \text{concs}(\Gamma_i^i((t_1, t_2)) - \{ K^i((t_1, t_2)) \} \rightarrow K^i((t_1, t_2)))\theta.
\]
Hence, \(I_{\theta(i)}\) is an instance of the COERC rule that deduces a pair. This contradicts Condition N2 of Assumption A6 and thus concludes this case.

\(\triangleright\) From the rule’s side-condition, we have \(\theta(i), \theta(j) \in \text{idx}(I)\) and \(\Gamma^i(t) \in_i \text{set}(\text{acts}(I_{\theta(i)}))\) and \(\Gamma^i(t) \in_i \text{set}(\text{acts}(I_{\theta(j)}))\). From the assumption that the rules in \(P\) do contain neither \(K^i\)-facts nor \(K^i\)-facts, we have \(I_{\theta(i)}, I_{\theta(j)} \in ginsts(ND)\). Due to the structure of the rules in ND, we moreover have \(\text{concs}(I_{\theta(i)}) =_AX K^i(t\theta) =_AX \text{concs}(I_{\theta(j)})\). From Condition N3 of Assumption A6, we thus have \(\theta(i) = \theta(j)\), which concludes this case.

\(\triangleright\) From the rule’s side-condition, we have \(\theta(i), \theta(j) \in \text{idx}(I)\), and \(\text{concs}(I_{\theta(i)}) =_AX K^i(t\theta) =_AX \text{concs}(I_{\theta(j)})\). From Condition N3 of Assumption A6, we thus have \(\theta(i) < \theta(j)\), which concludes this case.

This concludes the proof that the constraint-reduction relation \(\sim_{P, ND, R, AX}^{\text{con}}\) is correct and complete with respect to normal form solutions.

**Theorem** (Justification of Theorem 12 on page 126). We can construct a normal form solution for every wellformed and \(\sim_{P, ND, R, AX}^{\text{con}}\)-irreducible constraint system \(\Gamma\), provided that the assumption A1-7 hold.

**Proof.** We show this in two steps. We first convert the constraint system \(\Gamma\) to a constraint system \(\Gamma'\) that contains no deconstruction chains, no \(K^i\)-actions without an associated rule instance, and no \(K^i\)-premises without an incoming edge. We ensure that the normal form solutions of \(\Gamma'\) are also normal form solutions of \(\Gamma'\). Then, we construct a solution to \(\Gamma'\) according to the proof of Theorem 8 on page 185 and show that the resulting solution constitutes a normal form solution of \(\Gamma\).

The conversion of \(\Gamma\) to \(\Gamma'\) involves four transformations. First, we replace every message variable \(x\) with the public-name variable \(x:pub\). We call the resulting constraint
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system $\Gamma_1$. Its solutions are obviously contained in the ones of $\Gamma$. Second, for every action $K'(x:pub)@i \in \Gamma_1$, we introduce a constraint $i : -K'(x:pub) \rightarrow [K'(x:pub)]$. We call the resulting constraint system $\Gamma_2$. Its solutions are obviously contained in the ones of $\Gamma_1$. Moreover, $\Gamma_2$ does not contain any actions without an associated rule constraint, as otherwise one of the rules $\mathcal{S}_@$ and $\mathcal{S}_{K'}@$ would be applicable to $\Gamma$. Third, note that for every premise $(K'(m) \bullet_v i) \in \Gamma_2$ there exists an action $(K'(m)@j) \in \Gamma_2$ such that $j \leq \Gamma_2 i$. For each such pair of a $K'$-premise and its corresponding action, we introduce an edge $(j, 1) \rightarrow (i, v)$ and call the resulting constraint system $\Gamma_3$. The solutions of $\Gamma_3$ are obviously contained in the ones of $\Gamma_2$. Moreover, $\Gamma'$ is wellformed according to conditions $\text{WF1-4}$ and $\text{\textasciitilde}_{P,ND,R,AX}$-irreducible. In the fourth and last step, we remove all deconstruction chains from $\Gamma_3$ and call the resulting constraint system $\Gamma'$. The proof that this does not introduce any new solutions with respect to $\Gamma_3$ exploits that the rules $\mathcal{S}_\ast$, $\mathcal{N}_4$, and $\mathcal{D}_g$ are not applicable. Its key element is the observation that a $\text{\textasciitilde}_{P,ND,R,AX}$-irreducible cannot contain a deconstruction chain ending in a message variable $x$. Because of condition $\text{MSR3}$, every message variable occurring in a conclusion of a multiset rewriting rule $ru$ is covered by a variable in one of $ru$’s premises. Thus, we can show by induction over the order $\leq_{\Gamma'}$ that the existence of a deconstruction chain ending in a message variable $x$ implies the existence of an earlier $K'(x)$-premise. This contradicts the fact that the rules $\mathcal{N}_4$ and $\mathcal{D}_g$ are not applicable to $\Gamma'$.

Thus, we obtain a constraint system $\Gamma'$ whose normal form solutions are also normal form solutions of $\Gamma$. As $\Gamma'$ is wellformed and $\text{\textasciitilde}_{P,ND,R,AX}$-irreducible, we can construct a solution according to the proof of Theorem 8 on page 185. It is easy to show that the constructed solution is a normal form solution, as the rules $\mathcal{N}_1$, $\mathcal{N}_2$, $\mathcal{N}_3$, $\mathcal{N}_4$, and $\mathcal{N}_4$ are not applicable to $\Gamma'$.
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Index

This index contains notions and definitions relevant to Part II. Its objective is to facilitate understanding and extending the work presented in Part II.

\( \Rightarrow \), edge, 93, 94
\( \rightarrow \), deconstruction chain, 116, 120
\( \models_E \), constraint satisfaction, 95
\( \models E \), trace formula satisfaction, 81
\( \models^Y_E \), validity claim, 81
\( \models E, \) satisfiability claim, 81
\( <, \) timepoint ordering, 81
\( \simeq \), temporal order, 98
\( \approx \), term equality, 81
\( \equiv \), timepoint equality, 81
\( =_E \), equality modulo \( E \), 13
\( \triangleright \), premise constraint, 94
\( \emptyset \), action atom, 81
\( \emptyset^k \), empty multiset, 11
\( \bot \), false, 81
\( \not\vDash_{R,E} \), 98
\( \not\vDash^{\text{impl}} \), 140
\( \not\vDash_{R,E}^{\text{reg}} \), 108
\( \not\vDash_{P,ND,R,AX} \), 121
A1-8, assumptions, 120
action atom, 81
actions
\( \text{acts}(r_i) \), 77
A\text{KE}, authenticated key exchange, 82
\( \text{as}(
\Gamma) \), 98
\( \text{AX}^{\text{coherent}} \), 14
\( \text{AX}^{\text{convergent}} \), 14
axiom of a security protocol theory, 137
basic constraint-reduction relation, 98
\( \text{BC}(\varphi) \), 106
\( \mathcal{C} \), constants, 12
\( \mathcal{C}_s \), constants of sort \( s \), 12
case distinction rule, 141
\( \text{COERCE} \) (multiset-rewriting) rule, 116
communication rules, 116
complete
\( \text{constraint-reduction relation}, 98 \)
unification algorithm, 13
conclusions
\( \text{of a constraint system}, 98 \)
of a dependency graph, 93
\( \text{of a multiset rewriting rule}, 77 \)
\( \text{concs}(r_i) \), 77
constraint, 94
constraint solving algorithm, 136
constraint solving problem, 137
constraint system, 94
constraint-reduction relation, 98
constraint-reduction strategy, 135
construction rules, 116
contradiction rule, 141
correct constraint-reduction relation, 98
\( \text{cs}(\Gamma) \), 98
deconstruction rules, 116
deconstruction-chain constraint, 120
deconstruction-chain property, 117
deconstruction-chain relation, 116
dependency graph, 93
dg_{\text{ax}} \), constraint-reduction rule, 98
dg_{\text{gn}}, constraint-reduction rule, 97
dg_{\text{n}}, property, 93
dgraphs_{E}(R), 93
\( \text{dom}(f) \), 11
\( \text{dom}(\sigma) \), 13
\( E_{DH} \), equational theory, 84
\(E_{PHS}\), example equational theory, 76
\(E\)-matcher, 13
\(E\)-unifier, 13
eCK security model, 83
dependency graph constraint, 94
dependencies of a dependency graph, 93
equation, 13
equational presentation, 13
equational theory, 13

\(\mathcal{F}\), facts, 77
fact-flow graph, 143
\(\text{factFlow}_E(R)\), 143
feedback-vertex set, 143
finitary unification algorithm, 13
finite variant property, 113
\(FN\), fresh names, 75
\(Fr(n)\) fact, 77
fresh name, 75
FRESH multiset-rewriting rule, 77
fresh sort, 75

\(G\), ground facts, 77
ginsts\((R)\), 77
goal, 144
\(GP(\varphi)\), 139
graph constraint, 94
ground term, 12
guarded trace formula, 94
guarded trace property, 94

\(idx(tr)\), 11
\(IH(\varphi)\), 106
\(ln(m)\) fact, 78
\(insts(m)\), 77
\(\text{IRECV}\) (multiset-rewriting) rule, 116
\(\text{ISEND}\) (multiset-rewriting) rule, 116

\(K^1(m)\) fact, 115
\(K^1(m)\) fact, 115
\(K(m)\) fact, 78
KCI, key compromise impersonation, 83
KI, key independence, 83

last\((t)\), trace atom, 106
last-free, 106
lemma of a security protocol theory, 139
linear conclusion, 93
linear fact, 77
linear premise, 93
loop breaker, 143

\(\mathcal{M}_\Sigma\), messages over \(\Sigma\), 75
\(MD_{\Sigma}\), message deduction rules, 78
message, 75
message deduction rules, 78
msg\(s\), 11
msg sort, 75
MSR1-3, properties, 77
multiset rewriting rule, 77
multiset rewriting system, 77

\(N_x\), constraint-reduction rule, 122
\(N1-4\), properties, 117
\(ND\) (for \(E_{PHS}\)), 115
\(ND\) (general setting), 119
\(\text{ndgraphs}_{ND,PHS}(P)\), 117
\(\text{ndgraphs}_{ND,R,\text{AX}}(P)\), 119
negation normal form, 94
node constraint, 94
nodes of a dependency graph, 93
normal form dependency graph
for \(E_{PHS}\), 117
general setting, 119
normal form message deduction
for \(E_{PHS}\), 115
general setting, 119
normal form model, 121
normal form solution, 121
normal form term, 13
\(\text{nsols}_{P,ND,R,\text{AX}}(\Gamma)\), 121
\(\text{ntraces}_{ND,P,PHS}(P)\), 117
\(\text{ntraces}_{ND,R,\text{AX}}(P)\), 120
open goal, 144
\(\text{Out}(m)\) fact, 78

\(P1-2\), properties, 79
pair construction rule, 116
persistent fact, 77
\(P_{Ex}\), 79
PFS, perfect forward secrecy, 83
PHS, example rewriting system, 113
\(PN\), public names, 75
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position, 12
prefix closed, 12
premise constraint, 94
premises
  of a constraint system, 98
  of a dependency graph, 93
  of a multiset rewriting rule, 77
prems(ri), 77
protocol, 79
protocol rule, 79
ps(Γ), 98
pub sort, 75
public channel, 78
public names, 75
R, AX-normal form, 14
R, AX-rewriting, 14
R, AX-variants, 113
R, E-complete, 98
R, E-correct, 98
R, E-dependency graph, 93
R, E-model, 95
R, E-satisfiable, 81
R, E-solution, 95
R, E-traces, 78
R, E-valid, 81
R, E-wellformed, 99
Rn, equations of R, 14
ran(f), 11
range(σ), 13
renamed away, 177
rewrite rule, 13
rewrite system, 13
Rloop, 104
ΣDH, example signature, 83
ΣFact, fact signature, 77
Σk, k-ary function symbols, 12
ΣPHS, example signature, 75
Sγ, constraint-reduction rule, 97, 98, 108, 122
satisfiability claim, 81
  security protocol theory, 137
search tree, 135
searchTreeΓ, 135
set(s), 11
signature, 12
simplification rule, 141
solsRE(Γ), 95
solved, 100
sort, 12
sound security protocol theory, 137
St(t), 12
stream authentication, 87
stream authentication protocol, 86
structure, 95
substitution, 13
subterm, 12
subterm-convergent, 13
TΣ(A), terms over Σ and A, 12
temp sort, 81
temporal order, 98
temporal variable, 81
trace, 78
trace atom, 81
trace formula, 81
trace induction, 107
trace of a dependency graph, 93
trace(dg), 93
tracesRE(R), 78
type assertion, 132
typed case distinctions, 143
UKS, unknown-key share attack, 83
unifyWE(s,t), 13
unsorted, 12
untyped case distinctions, 143
ν, variables, 12
νs, variables of sort s, 12
validity claim, 81
  security protocol theory, 137
valuation, 81
vars(t), 12
vrange(σ), 13
wellformed, 99, 120
WF1-4, properties, 99
WF5, property, 120
wPFS, weak perfect forward secrecy, 83
xs, variable x of sort s, 12