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A B S T R A C T

Friction significantly influences chip formation, thereby highlighting its modeling critical in numerical cutting
simulations. Notably, issues like the underestimation of feed force in simulations are often attributed to
inadequate friction models. Nevertheless, diverse conclusions in the literature regarding friction’s behavior
complicate the accurate implementation of this input. Additionally, the enormous number of the available
friction models and their varied calibration methods introduce further debates over which aspects of
friction modeling should receive more focus. These controversies and deficiencies hinder progress in further
understanding friction’s role in chip formation through numerical studies. Instead of proposing or calibrating
new friction models, the current study, based on Ti6Al4V machining simulations, attempts to readdress the
aforementioned controversies in a neutral stance by conducting sensitivity studies using a hybrid Smoothed
Particle Hydrodynamics (SPH) - Finite Element Method (FEM) solver with Graphics Processing Units (GPU)
acceleration, which is capable of efficiently executing high-resolution computations. The significant impact
of friction particularly at the end of the tool-chip contact on the chip formation, physical contact states and
process forces are highlighted. The behaviors of physical parameters including normal contact pressure, sliding
velocity, and temperature-dependent friction models in the literature are also evaluated. Several aspects such
as the shear flow stress limit, the relationship between friction and process forces, and the selection of different
models are discussed. In conclusion, pragmatic recommendations for friction modeling and cutting simulation
work are provided. On the one hand, the available complex physical parameter dependent friction models
could not prove their necessity and should be approached cautiously. Instead, the constant Coulomb friction
model without the shear stress limit, despite its simplicity, demonstrates effective and sufficient for a single
set of metal cutting simulations. On the other hand, reliable on-site measurement techniques of the coefficient
of friction (COF) at the tool-chip sliding contact area should be developed, with consideration of the contact
length and the state of material flow. Combined with careful cutting edge preparation and suitable constitutive
models, the overall accuracy of numerical cutting simulations including the feed force prediction is expected
to be improved.
1. Introduction

Numerical simulation is extensively employed for investigating the
machining process, aiming to enhance the understanding, predict phys-
ical quantities including temperature and forces, and optimize the
design of cutting tools and process parameters. The advancement of
modeling work is driven by these objectives. In this context, Arrazola
et al. [1] provided a comprehensive review of machining process simu-
lation studies. Since the quality of simulated results is highly dependent
on model inputs such as material properties, constitutive equations,
and friction models, many efforts have been devoted to this area, and
recent advances in material and friction modeling have been reviewed
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by Melkote et al. [2]. While the constitutive equation dominates the
material yield behavior and thus plays a significant role in determining
the chip form and the cutting force, the friction model largely impacts
the magnitude of the feed force in numerical simulations. More im-
portantly, friction modeling plays a critical role in regulating the chip
sliding, the contact length and thus the thermomechanical load on the
tool surface, which further determines the tool wear progression in the
wear simulation, as highlighted by Lorentzon et al. [3]. Particularly,
the numerically predicted feed force [4] and contact length [5] in
metal cutting often lag behind the values obtained from experimental
measurements, which is intuitively correlated with a lack of accurate
vailable online 1 April 2024
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Nomenclature

𝛩 Artificial stress
𝛼 Clearance angle of cutting tool
𝛽𝑓𝑟𝑖 Frictional heat partition coefficient for the

cutting tool at the contact
𝜒 Taylor–Quinney coefficient
𝜂 Proportion of frictional energy converted

into heat
𝛾 Rake angle of cutting tool
𝜇̄ Mean frictional coefficient
𝜇 Coefficient of friction (COF)
𝜇𝑎𝑝𝑝 Apparent coefficient of friction
𝜇𝑒𝑓𝑓 Effective local coefficient of friction in

simulation
𝜈 Poisson ratio
𝜌 Density
𝜎 Cauchy stress tensor
𝜎𝐽𝐶𝑦 Johnson–Cook flow stress
𝜎𝑛 Normal contact stress
𝜏𝑓 Frictional or tangential contact stress
𝜏 Shear flow stress
𝜀̄𝑝𝑙 Equivalent plastic strain in Johnson–Cook

model
𝜀̇0 Reference strain rate in Johnson–Cook

model
𝜀̇𝑝𝑙 Equivalent plastic strain rate in Johnson–

Cook model
𝐴,𝐵, 𝐶 Material constants in Johnson–Cook model
𝑐 Speed of sound
𝑐𝑝 Specific heat
𝑐1, 𝑐2,… Constants in friction models
𝐸 Young’s modulus
𝑒𝑖𝑗 Unit vector between particle 𝑖 and 𝑗
𝑓
𝑐𝑜𝑛𝑡

Normal contact force
𝑓
𝑓𝑟𝑖

Frictional force
𝐹𝑐 Specific cutting force in orthogonal cutting
𝐹𝑓 Specific feed force in orthogonal cutting
ℎ Uncut chip thickness
ℎ𝑐 Thermal contact conductance coefficient
ℎ𝑐ℎ,𝑚𝑎𝑥 Maximum chip thickness
ℎ𝑐ℎ,𝑚𝑖𝑛 Minimum chip thickness
ℎ𝑠 Smoothing length in SPH method
𝑖, 𝑗 Particle index in SPH
𝐽2 Second variant of deviatoric stress tensor
𝑘̄𝑓 Flow stress
𝑘 Heat conductivity
𝜅 Interface stiffness constant
𝑙𝑐 Contact length
𝑀 Mass
𝑚𝑝 Particle mass
𝑛 Normal vector on the tool-workpiece inter-

face
𝑛, 𝑚 Material constants in Johnson–Cook model
𝑛𝑐 Dimension dependent constant in SPH

friction modeling. To address the challenge of identifying physical
parameters for the friction model, it is crucial to conduct a detailed ex-
amination of both the friction modeling methodology and measurement
2

𝛺 Whole computational domain
𝑃 Momentum vector
𝑝 Particle
𝜕𝛺 Boundaries for computational domain
𝛱𝑖𝑗 Artificial viscosity
𝑞̇ Power source term
𝑞 Normalized distance in SPH method
𝑟𝑛 Cutting edge radius
𝑅𝑡 Thermal conductance resistance
S Deviatoric stress tensor
𝛥𝑡 Time step
𝑇 Temperature
𝑇0 Initial temperature
𝑇𝑚 Melting temperature in Johnson–Cook

model
𝑇𝑟 Reference temperature in Johnson–Cook

model
𝑣 Velocity vector
𝑣𝑠 Relative sliding velocity at the contact
𝑣𝑐 Cutting speed
𝑊 ,𝑊𝑐 Smoothing kernel, cubic smoothing kernel

in SPH method
𝛥𝑥 Particle distance
𝑥 Position vector

techniques. Furthermore, exploring the effects of friction modeling on
numerical cutting simulation results is essential for gaining a better un-
derstanding of the role of friction in chip formation and determining the
most significant factors to consider when developing friction models.

1.1. Available friction models for metal cutting problem

The classic Coulomb or Coulomb-Amonton friction law implies that
the frictional stress 𝜏𝑓 is proportional to the normal stress 𝜎𝑛 at the
contact, and such a proportion is independent of the contact area as
well as the sliding velocity:

𝜏𝑓 = 𝜇𝜎𝑛, (1)

in which a constant coefficient of friction is assumed for the entire
contact area. In light of the observed chip sticking phenomenon near
the cutting edge, Zorev [6] proposed to limit the frictional stress to the
shear flow stress of the material in this region. The author introduced
the concept of dividing the tool-chip contact into two distinct regions:
the sticking zone and the sliding zone. While the determination of the
frictional stress in the sliding zone is in accordance with Eq. (1), a
constant shear flow stress is employed as the frictional stress in the
sticking region:
{

𝜏𝑓 = 𝜏 in sticking zone,
𝜏𝑓 = 𝜇𝜎𝑛 in sliding zone,

(2)

where 𝜏 = 𝑘̄𝑓∕
√

3 is the shear flow stress of the material when the von
Mises yield criterion is considered, and 𝑘̄𝑓 represents the material flow
stress. Although the original concept by Zorev prescribed the stick and
slide zones specifically on the rake face, many contemporary machining
simulation studies implement the limitation of frictional stress by the
shear flow stress across the entire contact region without predefining
two distinct zones. As a result, the formulation of the friction model is
modified accordingly as

𝜏 = min(𝜏, 𝜇𝜎 ). (3)
𝑓 𝑛
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Besides the Coulomb model with a constant COF value, there are
various friction models available in the literature that consider the COF
as a function of physical variables. Depending on the measurement
technique, calibration methods, and numerical software, the COF value
can either be applied uniformly to the entire tool-chip interface for a
particular cutting parameter test, or can vary locally across the contact
region based on the physical contact conditions. A comprehensive
enumeration of available friction models used in numerical cutting sim-
ulations is referred to Liang et al. [7]. Some of the physical parameters
typically considered in friction modeling include:

• Relative sliding velocity 𝑣𝑟𝑒𝑙
A concise friction model that considers 𝑣𝑟𝑒𝑙 was originally given
by Zemzemi et al. [8] as

𝜇 = 𝑐1 ⋅ |𝑣𝑟𝑒𝑙|
𝑐2 . (4)

in which 𝑐1 and 𝑐2 are model constants that need to be identi-
fied. Several researchers, including Rech et al. [9], Smolenicki
et al. [10], and Denkena et al. [11], have utilized this exponential
term to fit experimentally measured COF. In their tests, the rela-
tive sliding velocity 𝑣𝑟𝑒𝑙 varied up to 300 m/min. It is frequently
found in friction measurements that the COF value decreases with
the increase of 𝑣𝑟𝑒𝑙 from tribometer tests, especially in the dry
machining process, 𝑐2 is thus negative in Eq. (4). Lim et al. [12]
proposed an explanation for this phenomenon, suggesting that
the higher flash temperature and the formation of a ‘‘melt lubri-
cation’’ layer could contribute to the observed effect. However,
the reliability of such a trend is still uncertain. Experimental
studies by Ozlu et al. [13] on non-cutting and cutting experiments
indicated that the sliding friction coefficient between AISI 1050
steel or Ti6Al4V and various tool materials is almost unaffected
by 𝑣𝑟𝑒𝑙. Similarly, experimental findings by Schulze et al. [14]
did not reveal a clear trend in the change of the COF with
increasing 𝑣𝑟𝑒𝑙. Moreover, the results from Meier et al. [15] even
demonstrated an opposite trend, where the COF value increased
with an increase in 𝑣𝑟𝑒𝑙 between Ti6Al4V and tungsten carbide
materials in the range of 20 to 100 m/min.

• Normal contact pressure 𝜎𝑛
Amonton’s law, which assumes that the coefficient of friction is
independent of the normal contact pressure, is generally valid
when the real contact area is much smaller than the appar-
ent contact area. However, in machining processes, particularly
around the cutting edge region, the chip material comes into
close contact with the cutting tool, challenging the assumption of
contact pressure independence. Bonnet et al. [16] reported that
in the presence of lubricants, the measured COF decreases as the
contact pressure increases in the range of 330 to 1000 MPa at the
Ti6Al4V-carbide interface. Egana et al. [17] and Meier et al. [15]
also observed a similar trend for the same contact pair under dry
sliding conditions. However, certain materials like AISI 4142 [8]
do not exhibit a significant dependency of friction on contact
pressure. The reason for this heterogeneity in the friction behavior
of different materials is still unknown. Concerning the modeling
aspect, 𝜎𝑛 is commonly incorporated into friction models along
with other physical parameters such as 𝑣𝑟𝑒𝑙 and 𝑇 for metal
cutting simulations. One of the available models is proposed by
Brocail et al. [18] as

𝜇 = 𝜇0 ⋅ 𝜎𝑛
𝑐1 ⋅ |𝑣𝑟𝑒𝑙|

𝑐2 ⋅ 𝑇 𝑐3 , (5)

where 𝜇0, 𝑐1, 𝑐2 and 𝑐3 are model constants to be calibrated for
the respective tool-workpiece pair. In fact, this model later has
been modified and is more frequently used in the metal forming
field [19]. A recent study from Schulze et al. [14] presented a
revised form

𝜇 = 𝜇0 ⋅ (
𝜎𝑛 )𝑐1 ⋅ (

|𝑣𝑟𝑒𝑙| )𝑐2 ⋅ (
𝑇 − 𝑇𝑚 )𝑐3 , (6)
3

𝜎𝑛0 𝑣𝑟𝑒𝑙0 𝑇0 − 𝑇𝑚 i
in which reference values 𝜎𝑛0, 𝑣𝑟𝑒𝑙0 and 𝑇0 are introduced so that
the transcendental function becomes dimensionless. The authors
conducted the tribometer test between AISI 1045 and cemented
carbide materials and subsequently calibrated model constants in
Eq. (6).

• Temperature 𝑇
The measured COF generally decreases with the increase in the
testing temperature. Moufki and colleagues [20] were the first to
introduce a friction law that varies with temperature employed
it in their analytical modeling of machining operations. In their
studies, the average temperature 𝑇̄ on the rake face was calcu-
lated and used to fit a piecewise function for the COF value. Later
on, the same authors [21] formulated the temperature depen-
dency into a single exponential function, and the mean friction
coefficient is given as

𝜇̄(𝑇 ) = 𝜇0 ⋅ [1 − ( 𝑇̄
𝑇𝑚

)𝑞], (7)

where 𝑇𝑚 denotes the melting temperature of the workpiece
material and 𝑞 is a model constant. Puls et al. [22] revised the
model by introducing a reference temperature 𝑇𝑟 in Eq. (7):

𝜇(𝑇 ) = 𝜇0 ⋅ [1 − (
𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)𝑞]. (8)

Rather than an averaged value, this updated model represents the
COF locally at the tool-chip contact and thus is more applicable
for the numerical cutting simulation. This model shares the same
form as the thermal softening term in the Johnson–Cook (JC)
constitutive model [23]. Unlike 𝑣𝑟𝑒𝑙 and 𝜎𝑛, which can be di-
rectly controlled during the tribological test, the regulation of the
temperature on the contact is rather challenging. Consequently,
directly identifying a temperature-dependent friction law is not
feasible. Instead, an inverse approach using numerical simulations
is often adopted for the model calibration. Examples can be
referred to Peng et al. [24] and Afrasiabi et al. [25].

It is essential to define the effective range of friction models to
nsure that the physical conditions in the application scenario remain
ithin the limits achieved during experimental measurements.

.2. Measurements of friction between tool and workpiece materials

There are numerous studies in the literature that focus on measuring
he friction between the workpiece and tool materials. Reviews of
ecent advances in experimental friction measurements for the ma-
hining process can be referred to Segebade et al. [26] and Storchak
t al. [27]. It is important to carefully evaluate the applicability of
xperimentally calibrated COF values and models. This requires a
horough investigation of the tribosystem that is replicated in the
easurement techniques. These techniques can be categorized based

n whether they measure the friction directly from the cutting process
r not.

.2.1. COF measurement from cutting process
The friction on the rake face of the cutting tool can be estimated

irectly from the machining forces using the Merchant’s law [28]. In
rthogonal cutting, the so-called apparent coefficient of friction on the
ool-chip contact can be determined by

𝑎𝑝𝑝 =
𝐹𝑐 sin(𝛾) + 𝐹𝑓 cos(𝛾)
𝐹𝑐 cos(𝛾) − 𝐹𝑓 sin(𝛾)

, (9)

in which 𝐹𝑐 and 𝐹𝑓 are the cutting and feed forces, 𝛾 is the rake angle
f the tool. Nevertheless, the ploughing around the cutting edge and
he friction on the clearance face are not excluded. Another approach
s using the Abracht law [29] to derive the apparent COF. By excluding
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the ploughing force 𝐹𝑝𝑙 in the force terms of Eq. (9), the apparent COF
is obtained by

𝜇𝑎𝑝𝑝 =
(𝐹𝑐 − 𝐹𝑝𝑙,𝑐 ) sin(𝛾) + (𝐹𝑓 − 𝐹𝑝𝑙,𝑓 ) cos(𝛾)
(𝐹𝑐 − 𝐹𝑝𝑙,𝑐 ) cos(𝛾) − (𝐹𝑓 − 𝐹𝑝𝑙,𝑓 ) sin(𝛾)

. (10)

Wyen and Wegener [30] applied this method to calculate the apparent
COF between the Ti6Al4V workpiece and uncoated cemented carbide
tool. Based on the same principle, 𝜇𝑎𝑝𝑝 can alternatively be obtained by
the force variation upon the change of the uncut chip thickness ℎ as

𝜇𝑎𝑝𝑝 =
𝛥𝐹𝑓 (𝛥ℎ)
𝛥𝐹𝑐 (𝛥ℎ)

. (11)

n example is referred to Arrazola et al. [31], in which the friction
etween the AISI 4140 steel and the rake face of the uncoated carbide
ool was identified for cutting simulations using the Finite Element
ethod (FEM). The authors further stated the inadequacy of using a

onstant Coulomb’s COF in the machining simulation. Based on the
rinciple in Eq. (11), Denkena et al. [11] recently used the digital
article image velocimetry method to identify the sliding velocity of the
hip and managed to determine velocity dependent apparent friction
odels for AISI 4140 workpieces in contact with various coated carbide

nserts.
In addition to deriving friction coefficients from orthogonal cutting

onditions, there are methods that involve specially designed cutting
ools to locally measure the normal and tangential stresses on the
ake face. This allows for the determination of the COF value at
ifferent locations within the contact area. One popular choice is the
plit tool method, which was originally proposed by Kato et al. [32].
hilds [33] summarized the results obtained using the split tool method
nd confirmed that in the contact region where the normal contact
ressure is relatively low, the measured frictional stress shows a linear
elationship with the normal contact stress. This suggests that the
oulomb friction law appears to be applicable in such cases. As the
ontact region approaches the cutting edge, the distributions of normal
nd frictional stresses exhibit different behaviors depending on the
orkpiece material. In the case of copper and aluminum alloys, the
ormal and frictional stresses show a stable level around the cutting
dge [32]. However, for certain types of ferrous materials as described
n [34], the normal stress increases as it gets closer to the cutting edge,
hile the frictional stress remains relatively constant. This discrepancy

n stress variations indicates that the Coulomb friction law is no longer
pplicable in such situations. Interestingly, both studies [32,34] have
eported that the local frictional stress can exceed the normal contact
tress, resulting in a COF value greater than 1. Another recently de-
eloped method is the partially restricted contact length tool method,
ntroduced by Ortiz-de-Zarate et al. [35]. In this method, the contact
rea between the tool and the chip is reduced by removing material on
he tool’s rake face so that the contact length is smaller than the natural
ne. The measured normal and frictional contact stresses between the
ake face of various carbide inserts and the AISI 1045 alloy also indicate
hat the COF can be larger than 1 in the sliding region. Storchak
t al. [27] performed a similar experiment by varying the length of
he rake face of the cutting tool. The authors introduced a novel ap-
roach where they combined experimental, analytical, and numerical
echniques to estimate the forces acting on the primary, secondary,
nd tertiary deformation zones separately. This approach enabled the
etermination of the COF values for the rake and clearance faces of
he tool individually. Nevertheless, for the modification of the rake
ace, additional research is necessary to comprehend how variations
n the contact area affect the stress distribution on the rake face. It
hould be emphasized that the COF values obtained from cutting tests
ay not be universally applicable, and constructing physical parameter
ependent friction models based on these measurements is challenging
ue to difficulties in accurately identifying local contact parameters.
4

.2.2. COF measurement from tribometer tests
Tribometer tests generally involve applying pressure and rubbing

n object with certain surface curvatures, e.g., a ball or pin made of
he same material as the cutting tool, against a flat work material
urface. These tests, such as the pin-on-disk tribometer test, focus on
he interaction between two target surfaces. For modeling the friction
f the machining process, most tribometer tests aim to create an open
ribosystem where the pin scratches over areas that have not been
reviously affected, as the cutting tool interacts with the newly gener-
ted chip and work material surface during the machining. While the
bjective of tribometer tests is to reproduce the tool-workpiece contact
onditions in real machining, achieving a complete replication within
n external tribosystem is complicated due to the following reasons:

• Physical contact conditions
Physically, the contact conditions relevant to the tribometer tests
mainly include the contact pressure, sliding velocity, and temper-
ature. To accurately replicate the contact conditions experienced
during machining, the load applied on the pin should be suf-
ficient to achieve high contact pressures, reaching several GPa.
Additionally, the relative sliding speed should be compatible
with the cutting speed observed in the machining process. While
commercial tribometers may face challenges in reaching extreme
contact conditions typical for machining, specially designed test
rigs using machine tools can overcome these limitations. Several
examples of such test rigs can be found in the literature [36–38].
More detailed discussions on these experimental techniques can
be found in the review works by Melkote et al. [2] and Segebade
et al. [26]. When it comes to controlling the temperature during
tribometer tests, there are relatively few examples available in
the literature. Leveille et al. [39] developed a laser-preheated
tribometer and used numerical tools to estimate the temperature
at the moment immediately prior to the establishment of contact.
However, maintaining precise temperature control throughout
the test duration is not feasible, as the temperature continues to
rise during sliding due to local plastic deformation and frictional
heat.
When considering the contact geometry, the pin-on-disk tribome-
ter test, designed to resemble a Hertzian point contact, exhibits
different behavior compared to the Hertzian line contact, which is
more akin to the tool-workpiece interaction at the clearance face.
Moreover, the contact between the tool’s rake face and the gener-
ated chip presents yet another situation. The significance of these
variations and their potential impacts should be acknowledged for
friction measurements.

• Oxidation of material
The pin-on-disk tribometer test deviates from the tool-chip con-
tact in the cutting process due to the presence of an oxidation
layer on the work material surface. Olsson et al. [40] firstly modi-
fied the test setup and placed the test pin behind the cutting insert
on the freshly machined surface to measure the friction during
the turning process. However, the achieved contact pressure in
their test was only around 15 MPa, which is significantly lower
than the value in the cutting process. Later on, Zemzemi et al. [8],
Smolenicki et al. [10] and Meier et al. [15] optimized the design
of the cutting tribometer such that the applied contact pressure on
the pin can reach to several GPa. However, the limitation of the
cutting tribometer is that it can only provide information about
the friction condition between the machined material and the
clearance face of the tool. Concerning the friction at the tool-chip
interface, the hardening condition of the material which will be
addressed in the subsequent section might potentially restrict the
applicability of results obtained from cutting tribometers.

• Hardening state of material
At the contact side of the chip where the secondary deformation
zone is located, the material undergoes significant deformation
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and hardening, which can lead to different frictional behavior
on the rake surface compared to the clearance surface. Schulze
et al. [14] demonstrated that the microhardness value at the
chip’s contact side shows a significant increase compared to the
original material in the AISI 1045 machining process. They ar-
gued that the alteration of surface integrity can cause a change
in tribological conditions, and therefore the friction measured at
the surface of the base material may not accurately reflect the
friction at the tool-chip interface during the cutting. A similar
argument has been proposed in the study of Leveille et al. [39]
as well. Consequently, a classical pin-on-disk tribometer or even
the cutting tribometer cannot accurately represent the friction
conditions at the tool-chip contact. While it may seem reasonable
to develop a friction model that incorporates material hardness,
the difficulty lies in accurately assessing the hardness of the
chip’s contact side during the sliding, as this value may undergo
variations during the rapid cooling phase.

• Interface medium
The interface media in the tool-chip contact primarily consists
of wear particles and metalworking fluid. The friction behav-
ior at the tool-chip interface can be influenced by the quantity
of particles generated due to abrasion or attrition of the tool
material, which varies based on the contact pair and process
parameters. The difference in wear behaviors between the pin
in the tribometer test and the tool in the cutting process thus
contributes to the complexities of friction modeling. Instances
can be drawn from tribometer tests involving closed tribosystems,
which have the capacity to introduce a higher quantity of debris
into the contact region. The results from Meier et al. [15] showed
a decreasing trend of the COF value as the AlTiN-coated carbide
pin repeatedly slid on the same track of Ti6Al4V work material in
a dry condition. However, Bonnet et al. [16] found that the COF
value slightly increased as the uncoated carbide pin continued
sliding on the Ti6Al4V work material in a closed tribosystem
with the involvement of emulsion. Although the test conditions
were not directly comparable, the contrasting results highlight
the intricacies arising from different interface media. Regarding
metalworking fluids, their utilization during cutting tests intro-
duces distinct effects compared to those in tribometer tests. This
divergence arises because these substances may not efficiently
reach the region near the cutting edge during machining.

In summary, no single measurement technique exists that can fully
apture all the factors discussed above. This lack of dependable mea-
uring methods further compounds the challenge of selecting an appro-
riate friction model for numerical cutting simulations.

.3. Friction modeling in numerical metal cutting simulations

The behavior of friction models in the metal cutting simulation
as been investigated since the beginning of this century. Özel [41]
valuated various friction models in simulating the orthogonal cutting
f low-carbon-free-cutting steel. Among the evaluated models, the one
hat incorporated the normal contact pressure calibrated from the split
ool method demonstrated superior performance in predicting forces
nd chip geometry. Filice et al. [42] conducted a study in which they
ompared simulated cutting results of AISI 1045 using different friction
odels, with and without the shear flow stress limit. The authors found

hat the thermal field was more sensitive to the choice of friction mod-
ls compared to the force results. Iqbal et al. [43] demonstrated a strong
orrelation between the implemented friction model and the simulated
ontact length in AISI 1045 cutting modeling. It is noteworthy that
ll the studies mentioned above highlighted the necessity of jointly
onsidering the constitutive and friction models to enhance the cutting
imulation. Arrazola and Özel [44] conducted a comprehensive study
o examine the performance of the constant Coulomb friction model
5

and the impact of the shear flow stress limitation in simulating the
machining of AISI 4340 steel. The authors obtained slightly different
conclusions compared to the results from Filici et al. [42] and argued
that friction modeling, especially the limitation of the shear flow stress,
has a significant impact on the simulated process forces, and that
the influence on the feed force is even greater. They questioned the
naturalness of using the shear flow stress limitation and emphasized the
importance of carefully determining the threshold value for the friction
model. However, the authors reported some cases where the simulated
feed force values with the shear flow stress limit were larger than those
obtained with the constant Coulomb model, which is counterintuitive.
Atlati et al. [45] conducted numerical simulations of aluminum alloy
AA2024 machining using different COF values with a shear flow stress
limited Coulomb friction model. The study showed that the formation
of the build-up edge (BUE), as well as the simulated contact length,
were closely linked to the applied COF value.

In the context of the friction model identification using the inverse
method through numerical simulations, the typical approach involves
determining parameters within the friction model while keeping a
given constitutive model constant. This approach is exemplified in the
work of Franchi et al. [46], where a constant Coulomb COF value was
determined, and in the research by Afrasiabi et al. [25], which involved
calibrating constants within a temperature-dependent friction model
Eq. (8). However, it is worth noting that the friction model identified
could also be compensating for shortcomings in the constitutive model,
as indicated by the authors themselves. Alternatively, Klippel [47]
performed calibration on both the unknowns within the constitutive
model and the COF value in the constant Coulomb friction model
simultaneously. Nevertheless, while the previously mentioned issue
remains unsolved, the influence of friction on the simulated results
becomes unclear. Particularly, when the friction model incorporates
multiple physical factors outlined in Section 1.1, including temperature
and sliding velocity, disentangling the influences of these separate
variables becomes challenging.

Although not directly linked to the knowledge of friction modeling,
it is still worth mentioning the numerical method and software used
in analyzing friction modeling behaviors in metal cutting simulations.
Nearly all of the studies discussed above utilized the Finite Element
Method (FEM) as their numerical simulation tool. The reason behind
this choice is the well-established application of FEM in thermomechan-
ical problems and the availability of commercial software. Malakizadi
et al. [48] conducted a comparison of friction models in simulating
the machining of two steel materials using various commercial FEM
software. Interestingly, the study found that given the same friction
model, the average errors in simulated chip thickness, forces, and
contact length were similar across all the tested software.

An increasing number of different approaches, especially meshless
methods, are being attempted as substitutes for the FEM in modeling
the chip formation process. These methods include the SPH [49–52],
Discrete Element Method [53], Finite Pointset Method (FPM) [54],
Particle Finite Element Method (PFEM) [55], Element-Free Galerkin
Method (EFG) [56], Material Point Method (MPM) [57,58], Constrained
Natural Element Method (CNEM) [59] and so on. A review of the cut-
ting simulation using meshless methods can be referred to Markopoulos
et al. [60]. In fact, one of the major advantages compared to using the
FEM is to avoid the mesh related problem and improve computational
efficiency. When applying meshless methods in metal cutting modeling,
particles can move and interact freely without being constrained by a
fixed connectivity like the material based mesh in FEM. As a result,
the creation of new surfaces occurs naturally as particles separate and
form distinct boundaries, which eliminates the need to predetermine
the removal of material through the deletion of elements or layers
in FEM modeling [61]. Despite the widespread attempts of using
meshless methods in cutting simulation, the majority of these meshless
modeling studies has only conceptually demonstrated their potential for
simulating the metal cutting process, with comprehensive validations
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still lacking. Consequently, many of these conceptual studies do not
progress to further research or development, leaving a gap in the
succession of practical applications. There are very few instances where
other numerical techniques have been used for studying friction mod-
eling in metal cutting. Afrasiabi et al. [25] used an in-house developed
SPH software named iwf_mfree to simulate the Ti6Al4V orthogonal
cutting process, in which the workpiece and cutting tool were both
discretized into particles spatially. The authors took advantage of GPU
acceleration for conducting simulations with high resolution efficiently
and inversely calibrated the constants of Eq. (8).

1.4. Research gaps and present work

Friction modeling has a significant impact on multiple aspects of
the cutting simulation, and selecting an appropriate friction model
and precisely determining its parameters is challenging but crucial
for acquiring reliable insights into the chip formation process. The
enormous number of available friction models and calibration methods
exists, with various researchers advocating for their approaches but
without proving the necessity. This suggests research gaps in under-
standing the role of friction in simulations with the following items
being summarized:

• The effects of restricting frictional stress by shear flow stress on
simulated chip formation and process forces are not completely
comprehended.

• The validity of the numerous friction models in chip formation
simulations remains questionable.

• The reasons for the underestimated feed force are not well em-
phasized.

n fact, one of the most critical reasons is the lack of studies on
riction modeling that use simulations with high spatial resolution,
articularly in the secondary deformation zone. Such simulations could
ffer more precise depictions of the deformation gradient, thereby
roviding in-depth insights into the behavior of friction models in
utting simulations.

This study utilizes the SPH solver iwf_mfree, a tool previously
eveloped and extensively used in machining simulations for its ability
o perform rapid computations on GPUs [25,47,62]. Building on this
oundation, the SPH solver incorporates an enhanced hybrid SPH-
EM model [63], which is designed to replace the particle based
ool with finite element mesh and thus can further increase the com-
utational efficiency. The newly developed SPH-FEM cutting model
as also been applied in conducting tool wear progression simula-
ions [64]. Consequently, this hybrid model is used in the current
ork to explore the friction modeling in fine-resolution simulations of

egmented Ti6Al4V chip formation based on the updated Lagrangian
ramework. The workpiece material applied here differs from the ma-
ority of friction modeling studies, which typically focus on materials
hat generate continuous chip forms like low to medium carbon steel
r aluminum alloys. In scenarios involving continuous chip formation,
t is possible to predefine the chip’s geometry, enabling the use of
rbitrary Lagrangian–Eulerian (ALE) or Coupled Eulerian–Lagrangian

CEL) approaches for simulations that offer rapid, though not highly
ccurate for tracking the material history. Another variation due to
he change of the generated chip form lies in the potential effect of
he segmented chip formation on the dynamics and stability of the
utting process, as highlighted in [65]. However, addressing this aspect
ecessitates examining the whole machining system, which is outside
he scope of the present research.

The layout of this manuscript is constructed as follows: Section 2
rovides an overview of the numerical modeling approach used in the
tudy. In Section 3, auxiliary cutting experiments are introduced. In
ection 4, sensitivity analyses are performed to evaluate how different
riction models influence the outcomes of chip formation simulations.
6

he discussions in this section revolve around several key aspects,
including the correlation between friction modeling and the physical
contact states, the issue of underestimating the feed force in simula-
tions, and the implementation of the shear flow stress limit in friction
modeling. Finally, Section 5 presents the conclusions of the study and
suggests possible directions for future research.

2. Governing equations and numerical methods

The objective of this section is to provide essential information re-
lated to the involved governing equations and the related discretization
relevant to the metal cutting problem. Contact modeling as well as
friction models to be investigated in this study are also listed at the
end of this section.

2.1. Modeling of orthogonal cutting simulations

Fig. 1(a) illustrates the cutting simulation model used in the study.
The Ti6Al4V workpiece is discretized into SPH particles, enabling the
thermomechanical analysis to accurately capture large deformations
without introducing mesh-related problems. The uncoated cemented
carbide WC(Co) tool is treated as a rigid but thermally conductive body
and represented by FEM mesh, which allows for an efficient calculation
of the temperature field. The particle distance is set to 1.44 μm for
the workpiece, which is sufficient for representing the deformation
gradient in the shear band [66]. A linear triangular mesh is employed
to discretize the cutting tool. The finite element mesh size varies
from 2 to 120 μm depending on the distance to the tool-chip contact.
The simulation model is designed to be compatible with Graphics
Processing Unit (GPU) acceleration for faster calculations. To quickly
reach the steady thermal state of the modeled tool-workpiece system
and thus reduce the influence of temperature change on the simulated
results, the FEM tool is specified with a warm temperature profile
obtained by conducting the repetitive long-distance cutting simulation
of 15 mm in total with a constant COF as 0.35. The effects due to the
alterations in the COF values, as examined later in the sensitivity study,
can be eliminated within a short cutting distance. The benchmarks of
the thermomechanical solver iwf_mfree can be referred to the previous
studies [63,66].

2.1.1. Conservation equations
The total mass 𝑀 can be written as the integration in the domain

:

= ∫𝛺
𝜌𝑑𝛺, (12)

n which 𝜌 is the density. The mass conservation can be given as

𝐷𝑀
𝐷𝑡

= 𝐷
𝐷𝑡 ∫𝛺

𝜌(𝑥, 𝑡)𝑑𝛺 = 0, (13)

here 𝑥 is the position vector. Applying the Reynolds transport theo-
rem:
𝐷𝑀
𝐷𝑡

= ∫𝛺0

( 𝜕𝜌(𝑋, 𝑡)
𝜕𝑡

+ 𝜌(𝑋, 𝑡)∇ ⋅ 𝑣
)

𝐽𝑑𝛺0

= ∫𝛺

(𝐷𝜌(𝑥, 𝑡)
𝐷𝑡

+ 𝜌(𝑥, 𝑡)∇ ⋅ 𝑣
)

𝑑𝛺 = 0, (14)

in which 𝐽 represents the Jacobian of the deformation gradient, 𝑣 is
he velocity vector, 𝑋 is the position vector in the reference domain
𝛺0. As the differential volume 𝑑𝛺 is arbitrary in the control volume,
the integration can be dropped. As a result, the continuity equation can
be written as:
𝐷𝜌
𝐷𝑡

+ 𝜌(∇ ⋅ 𝑣) = 0. (15)

As for the momentum conservation, it is given as
𝐷𝑃

= 𝐷 𝜌(𝑥, 𝑡)𝑣𝑑𝛺 = 𝐹 = 𝜌(𝑥, 𝑡)𝑏(𝑥, 𝑡)𝑑𝛺 + 𝑡𝑑𝜕𝛺, (16)

𝐷𝑡 𝐷𝑡 ∫𝛺 ∫𝛺 ∫𝜕𝛺
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Fig. 1. (a) Configuration of the hybrid SPH-FEM chip formation simulation model. The represented height of the workpiece here is 0.6 mm, corresponding to the process
parameter when ℎ = 0.2 mm. Generally, this height value of the workpiece is set flexibly and adjusted to be at least three times the uncut chip thickness value. (b) Illustration
of the computational domain around the cutting edge, in which 𝛺𝑡𝑜𝑜𝑙 and 𝛺𝑤𝑝 represent the tool and workpiece domains respectively. Thermal contacts on the workpiece-tool
interface 𝜕𝛺𝑤𝑝−𝑡𝑜𝑜𝑙 are treated as boundary conditions for the numerical methods.
in which 𝑃 is the momentum of the system, 𝑏 denotes the volumetric
body force, 𝑡 is the traction vector acting on the surface, 𝜎 is the Cauchy
stress tensor. With the divergence theorem applied to the right hand
side and the Reynolds transport theorem applied to the left hand side,
the above equation can be written as:

∫𝛺
𝜌(𝑥, 𝑡)

𝐷𝑣
𝑑𝑡

𝑑𝛺 = ∫𝛺
𝜌(𝑥, 𝑡)𝑏(𝑥, 𝑡)𝑑𝛺 + ∫𝛺

∇ ⋅ 𝜎𝑑𝛺. (17)

Thus, the momentum conservation can be expressed as:
𝐷𝑣
𝑑𝑡

= 1
𝜌
∇ ⋅ 𝜎 + 𝑏. (18)

Regarding the thermal energy, the heat conduction equation is
considered:

𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡

= ∇ ⋅ (𝑘∇𝑇 ) + 𝑞̇, (19)

where 𝑇 is the temperature, 𝑐𝑝 is the specific heat, 𝑘 is the heat
conductivity, 𝑞̇ is the power source term. The heat sources consist of
the dissipated energy from plastic deformation 𝑞̇𝑝𝑙𝑎𝑠𝑡, as well as the
friction 𝑞̇𝑓𝑟𝑖 at the sliding interface. The definitions of these two terms
are expressed as follows:
{

𝑞̇𝑝𝑙𝑎𝑠𝑡 = 𝜒𝜎𝐽𝐶𝑦 𝜀̇𝑝𝑙 ,
𝑞̇𝑓𝑟𝑖 = 𝜂𝑓

𝑓𝑟𝑖
⋅ 𝑣𝑟𝑒𝑙 ,

(20)

in which 𝜒 is the Taylor–Quinney coefficient [67] representing the
fraction of plastic work converted into heat. This parameter is assumed
as 0.9, with the remaining of the plastic energy stored in structural
changes. 𝜂 is the proportion of frictional energy converted into heat and
assumed as 1, which indicates that all the frictional energy is converted
into the thermal energy. 𝜏𝑓𝑟𝑖 is the frictional force and 𝑣𝑟𝑒𝑙 is the relative
sliding velocity.

2.1.2. Material modeling regarding plastic deformation
A brief introduction is provided for key terms related to describing

material behavior, specifically focusing on the plastic deformation of
the workpiece material. The terms covered include the yield criterion,
hardening law and flow rule. Other aspects in the material modeling
such as the kinematics, strain and stress measures, energetic conjugates
and elasticity modeling will not be discussed.

Regarding the yield surface, the von Mises yield criterion is applied
in this study:

√

7

𝐹 (𝐽2) = 3𝐽2 − 𝜎𝑦 = 0, (21)
in which 𝐽2 is the second invariant of the deviatoric stress 𝑆, 𝜎𝑦 denotes
the yield stress. In fact, the term

√

3𝐽2 is often referred to as the
equivalent stress or the von Mises stress 𝜎𝑣𝑚 and serves as a criterion
for the yielding of ductile materials under complex stress states.

The Johnson–Cook (JC) hardening law is implemented to define the
isotropic hardening behavior of the workpiece material. The flow stress
is given as:

𝜎𝐽𝐶𝑦
(

𝜀̄𝑝𝑙 , 𝜀̇𝑝𝑙 , 𝑇
)

=
[

𝐴 + 𝐵
(

𝜀̄𝑝𝑙
)𝑛]

[

1 + 𝐶 ln

(

𝜀̇𝑝𝑙
𝜀̇0

)]

[

1 −
(

𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)𝑚]

,

(22)

where 𝐴, 𝐵, 𝐶, 𝑛, 𝑚 are material constants, 𝜀̄𝑝𝑙, 𝜀̇𝑝𝑙 and 𝜀̇0 are the equiv-
alent plastic strain, equivalent plastic strain rate and reference strain
rate respectively. 𝑇 is the temperature, 𝑇𝑟 is the reference temperature
and 𝑇𝑚 is the melting temperature.

The associated flow rule, which assumes that plastic deformation
occurs in the direction normal to the yield surface in the stress space is
used for determining the relationship between the stress states and the
plastic strain increment 𝑑𝜀𝑝𝑙:

𝑑𝜀𝑝𝑙 = 𝑑𝜆𝑝𝑙
𝜕𝐹
𝜕𝜎

, (23)

where 𝑑𝜆𝑝𝑙 is a non-negative scalar known as the plastic multiplier
that scales with the magnitude of plastic deformation. With the von
Mises yield criterion of Eq. (21) and the Johnson–Cook hardening law
of Eq. (22) implemented in Eq. (23):

𝑑𝜀𝑝𝑙 = 𝑑𝜆𝑝𝑙

√

3
2

𝑆

‖𝑆‖
= 𝑑𝜆𝑝𝑙

3
2

𝑆

𝜎𝐽𝐶𝑦
(

𝜀̄𝑝𝑙 , 𝜀̇𝑝𝑙 , 𝑇
) . (24)

As the flow stress represented in the Johnson–Cook hardening law is
not constant, this equation cannot be solved directly. Instead, with
the radial return method proposed by Wilkins [68], for example, the
plastic multiplier 𝑑𝜆𝑝𝑙 can be found, and the plastic strain increment
as well as the deviatoric stress can be calculated. The details of how
to solve this equation however is not the focus of the current study.
The implementation of the radial return algorithm is elaborated in the
dissertation of Röthlin [66].

To effectively correlate changes in physical properties with mechan-
ical states, an additional equation of state is needed. A simple example

particularly relevant for scenarios like metal cutting where density
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Table 1
Mechanical and thermal properties of workpiece and tool materials in simulation [63]

Property Ti6Al4V WC/Co

Density 𝜌 [kg/m3] 4430 15 250
Young’s modulus 𝐸 [GPa] 110 –
Poisson ratio 𝜈 [–] 0.35 –
Specific heat 𝑐𝑝 [J/(kg K)] 526 292
Thermal conductivity 𝑘 [W/(m K)] 6.8 88

Table 2
Johnson–Cook parameters of the workpiece Ti6Al4V provided by Klippel et al. [47].
𝐴 [MPa] 𝐵 [MPa] 𝐶 𝑚 𝑛 𝑇𝑟 [K] 𝑇𝑚 [K]

852.1 338.9 0.02754 0.5961 0.148 300 1836

changes are minimal can be represented as

𝑝 = 𝐾
𝜌
(𝜌 − 𝜌0), (25)

in which 𝑝 is the hydrostatic pressure, 𝐾 represents the bulk modulus.
This equation introduces a method for obtaining the hydrostatic pres-
sure, a factor previously overlooked but essential for calculating the
Cauchy stress tensor in describing the stress states of materials.

The mechanical and thermal properties of the workpiece and tool
are listed in Table 1. For simplicity, this study assumes that the material
properties are independent of temperature. This is primarily because
the variations in these property values, due to temperature changes at
the tool-chip interface, are considered insignificant. Consequently, the
time-consuming task of variable interpolation can be avoided, leading
to enhanced computational efficiency. Moreover, simulations with con-
stant material properties can also simplify the analysis for sensitivity
analysis. The values of the JC model for the same batch of Ti6Al4V
material used in this study are inversely calibrated by Klippel [47]
through orthogonal cutting simulations and listed in Table 2. It is
important to mention that during the inverse calibration process, a
constant Coulomb friction model with a COF of 0.35 was employed.

2.1.3. Physical parameters at the contact
The involved domains and the heat activities at the interface are

represented in Fig. 1(b). The interface between workpiece and tool
is treated as a sliding contact with the exchange of mechanical and
thermal energy. The frictional stress 𝜏𝑓𝑟𝑖 on the contact is given by the
classic Coulomb or Coulomb-Amonton law in this study:

|𝜏𝑓𝑟𝑖| = 𝜇|𝜎𝑐𝑜𝑛𝑡|, (26)

where 𝜇 is the coefficient of friction and 𝜎𝑐𝑜𝑛𝑡 is the normal con-
tact stress between the workpiece and cutting tool determined by the
penalty method [69]. The value of 𝜇 might be various depending on the
implemented friction model. In fact, the calculation of 𝜎𝑐𝑜𝑛𝑡 and 𝜏𝑓𝑟𝑖 is
ather numerical oriented, and the details will be further discussed in
ection 2.3. To distribute the frictional energy 𝑞̇𝑓𝑟𝑖 into the cutting tool
nd workpiece separately, a contact parameter 𝛽𝑓𝑟𝑖 – the frictional heat
artition coefficient for the cutting tool is introduced [70,71]. For the
ake of distinguishing from the global heat partition effect in machining
heory, ‘‘𝑓𝑟𝑖’’ is added in the notation. Thus, the amounts of frictional
eat partitioned to the tool and workpiece are given respectively as
{

𝑞̇𝑓𝑟𝑖→𝑡𝑜𝑜𝑙 = 𝛽𝑓𝑟𝑖𝑞̇𝑓𝑟𝑖,
𝑞̇𝑓𝑟𝑖→𝑤𝑝 = (1 − 𝛽𝑓𝑟𝑖)𝑞̇𝑓𝑟𝑖.

(27)

ith the given heat flow 𝑞̇𝑤𝑝→𝑡𝑜𝑜𝑙, the thermal conductance resistance
𝑡 of the tool-workpiece and tool-chip contacts is expressed as a

unction of the existing temperature difference between two contact
urfaces:

𝑡 =
𝑞̇𝑤𝑝→𝑡𝑜𝑜𝑙 . (28)
8

𝑇𝑤𝑝 − 𝑇𝑡𝑜𝑜𝑙
Table 3
Contact parameters at tool-workpiece/chip interface in simulation [63].

Contact parameter Symbol Value

Heat conduction coefficient on interface [W/(m2 K)] ℎ𝑐 5⋅106
Frictional heat partition coefficient to tool [–] 𝛽𝑓𝑟𝑖 0.5
Frictional energy converted to heat [–] 𝜂 1.0

The associated conductivity on the interface is thus treated as the
reciprocal of aforementioned thermal impedance [70]. Typically, a
parameter called heat conduction coefficient on interface ℎ𝑐 is used
in the literature, and the local heat flow on the interface is calculated
through

𝑞̇𝑤𝑝→𝑡𝑜𝑜𝑙 = ℎ𝑐 (𝑇𝑤𝑝 − 𝑇𝑡𝑜𝑜𝑙). (29)

It should be noted that the modeling of 𝛽𝑓𝑟𝑖 and ℎ𝑐 can be compli-
cated. Similar to the COF, thermal contact parameters usually depend
on local conditions such as material hardening state, sliding velocities,
surface roughness, temperature, contact pressure, material thermal
properties and so on [70,72]. For example, sliding velocity dependent
phenomenological models for 𝛽𝑓𝑟𝑖 and ℎ𝑐 have been proposed and
identified by various researchers in literature [9,72]. In this work, the
𝛽𝑓𝑟𝑖 and ℎ𝑐 parameters will be assumed as constants for simplification.
The setups of these contact parameters can be found in Table 3.

2.1.4. Summary
The governing equations in strong formulations and corresponding

initial and boundary conditions are summarized. For the mechanical
problem:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝐷𝜌
𝐷𝑡

= −𝜌∇ ⋅ 𝑣 in 𝛺𝑤𝑝×]0, 𝑡[,
𝐷𝑣
𝐷𝑡

= 1
𝜌
∇ ⋅ 𝜎 + 𝑏 in𝛺𝑤𝑝×]0, 𝑡[,

𝜕𝑥
𝜕𝑡

= 𝑣 in 𝛺𝑤𝑝×]0, 𝑡[.

(30)

Here, the essential kinematic connection between position and veloc-
ity is added, as this equation will be further emphasized during the
subsequent numerical discretization process. For the thermal problem:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜌𝑐𝑝
𝜕𝑇
𝜕𝑡

= 𝑑𝑖𝑣(𝑘∇𝑇 ) + 𝑞̇ in 𝛺×]0, 𝑡[,

𝑇 = 𝑇0 in 𝛺 × {0},
𝑇 = 𝑇0 on 𝜕𝛺𝑓𝑖𝑥𝑒𝑑×]0, 𝑡[,
𝑞̇ = 𝑞̇𝑝𝑙𝑎𝑠𝑡 in 𝛺𝑤𝑝×]0, 𝑡[,
ℎ𝑐∇𝑇 ⋅ 𝑛 = 𝑞̇𝑤𝑝−𝑡𝑜𝑜𝑙 on 𝜕𝛺𝑤𝑝−𝑡𝑜𝑜𝑙×]0, 𝑡[,
𝑞̇ = 𝑞̇𝑓𝑟𝑖 on 𝜕𝛺𝑤𝑝−𝑡𝑜𝑜𝑙×]0, 𝑡[,

(31)

in which 𝑛 is the normal vector on the tool-workpiece interface, and 𝑇0
is the initial temperature.

2.2. Numerical formulations in SPH domain

The presented formulation here only provides essential results for
modeling purposes. In-depth mathematical and physical discussions
of the SPH method, along with the associated continuity theory of
SPH derivatives, can be found in the works of Price [73] and Mon-
aghan [74]. Furthermore, the numerical discretization in the FEM
domain for the transient thermal analysis will not be further elaborated.
Details can be referred to the previous work [63].

In the SPH method, the material is discretized into particles that do
not have strong spatial connections to their neighbors. The calculation
of the physical domains depends only on the local particle clouds. A
brief description of the SPH approximation theory is given in this sec-
tion. The SPH method is based on the integral interpolant of functions:

𝑓 (𝑥) = 𝑓 (𝑥′)𝑊 (𝑥′ − 𝑥, ℎ𝑠)𝑑𝑥′, (32)
∫𝛺
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in which 𝑊 (𝑥′−𝑥, ℎ𝑠) is the smoothing kernel, and ℎ𝑠 is the smoothing
ength that controls the supporting domain of each particle. A popular
hoice for the smoothing kernel is the cubic spline kernel:

𝑐 (𝑥′ − 𝑥, ℎ𝑠) =
𝑛𝑐
ℎ𝑛𝑠

⎧

⎪

⎪

⎨

⎪

⎪

⎩

1 − 3
2
𝑞2 + 3

4
𝑞3 0 ≤ 𝑞 < 1,

1
4
(2 − 𝑞)3 1 ≤ 𝑞 ≤ 2,

0 otherwise.

(33)

ith 𝑞 = |𝑥′ − 𝑥|∕ℎ𝑠, n is the spatial dimension and 𝑛𝑐 is a dimension
ependent constant given 10/(7𝜋) for two-dimensional problems. In
he current study, the smooth length ℎ𝑠 is set as 1.5 times of the initial
article spacing. With a given spatially discretized domain, the integral
orm in Eq. (32) is replaced by summing up the contributions of each
iscrete neighboring particle 𝑗, and thus the function value at particle
is approximated:

𝑓 (𝑥𝑖)⟩ =
∑

𝑗
𝑓 (𝑥𝑗 )𝑊 (𝑥𝑖 − 𝑥𝑗 , ℎ𝑠)𝛥𝑥𝑗 , (34)

in which ⟨⋅⟩ denotes an approximated quantity in the SPH method. For
simplicity, the term 𝑊 (𝑥𝑖−𝑥𝑗 , ℎ𝑠) will be shortened to 𝑊𝑖𝑗 in this paper.

For the first derivative of a scalar variable, the direct approximating
approach is given by simply deriving both sides of Eq. (34):

⟨∇𝑓 (𝑥𝑖)⟩ =
∑

𝑗
𝑓 (𝑥𝑗 )∇𝑊𝑖𝑗𝛥𝑥𝑗 . (35)

evertheless, this direct approach leads to poor estimation of the
erivatives. Two other formulations are generally preferred in terms
f the conservation property in many research work [74]:

∇𝑓 (𝑥𝑖)⟩ =
∑

𝑗

𝜙𝑗

𝜙𝑖
[𝑓 (𝑥𝑗 ) − 𝑓 (𝑥𝑖)]∇𝑊𝑖𝑗𝛥𝑥𝑗 , (36a)

∇𝑓 (𝑥𝑖)⟩ =
∑

𝑗
[
𝜙𝑗

𝜙𝑖
𝑓 (𝑥𝑖) +

𝜙𝑖
𝜙𝑗

𝑓 (𝑥𝑗 )]∇𝑊𝑖𝑗𝛥𝑥𝑗 , (36b)

here 𝜙 is any arbitrary differentiable scalar field variable attributed to
he particle. In fact, the properties of these first derivative formulations
hould be highlighted. Cummins and Rudman [75] and Price [73]
oth hold opinions that these two forms of the first derivative actually
ompose a conjugate pair, and choosing one naturally tends to lead to
he use of the other.

For the Laplacian operator in Eq. (31), a widely accepted discretiza-
ion is given by Brookshaw [76]:

∇2𝑓 (𝑥𝑖)⟩ = 2
∑

𝑗
[𝑓 (𝑥𝑖) − 𝑓 (𝑥𝑗 )]

𝑒𝑖𝑗
|𝑥𝑖 − 𝑥𝑗 |

⋅ ∇𝑊𝑖𝑗𝛥𝑥𝑗 , (37)

where a unit vector 𝑒𝑖𝑗 between two particles is introduced in the
approximation. The benefit of employing this method is that it elim-
inates the need for a higher order derivative of the kernel function
in Eq. (37). Alternative discretization techniques for the Laplacian
operator such as the Particle Strength Exchange method that can is
detailed in Eldredge et al. [77] are also available. However, it is worth
noting that these methods demand higher computational cost, which
will not be considered in this study.

As a result, the discretized governing equations for the workpiece
domain are presented:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

⟨𝜌̇
𝑖
⟩ = −𝜌𝑖

∑

𝑗
(𝑣𝑗 − 𝑣𝑖) ⋅ ∇𝑊𝑖𝑗

𝑚𝑗

𝜌𝑗
,

⟨𝑣̇𝑖⟩ =
∑

𝑗

(

𝜎
𝑖

𝜌2𝑖
+

𝜎
𝑗

𝜌2𝑗

)

⋅ ∇𝑊𝑖𝑗𝑚𝑗 +
𝑏𝑖
𝑚𝑖

,

⟨𝑥̇𝑖⟩ = 𝑣𝑖,

⟨𝑇̇𝑖⟩ = 2 𝑘
𝜌𝑖𝑐𝑝

∑

𝑗
(𝑇𝑖 − 𝑇𝑗 )

𝑒𝑖𝑗
|𝑥𝑖 − 𝑥𝑗 |

⋅ ∇𝑊𝑖𝑗
𝑚𝑗

𝜌𝑗
+

𝑞̇
𝜌𝑖𝑐𝑝

.

(38)

Here, 𝜌 is the scalar variable selected in the first derivative estimation
in Eq. (36). The estimation of the continuity equation adopts the first
form, whereas the momentum conservation equation is discretized
9

using the second form. Importantly, these derivations can also be
obtained through the Hamiltonian system, which inherently ensures the
preservation of conservation laws. Thus, the selection of the first deriva-
tive estimation in governing equations is not arbitrary but contains
fundamental physical principles. Details can be referred to Price [73].
However, the author reveals a paradoxical observation: preserving
the momentum conservation property in its mathematical formulation
results in larger linear errors compared to employing direct deriva-
tives, as indicated in Eq. (35), despite the latter’s lack of momentum
conservation. This counterintuitive outcome may be attributed to the
principle of least action inherent to Hamiltonian systems. This principle
suggests that particles possess an ‘‘intrinsic’’ tendency towards more
optimal arrangements, thereby minimizing system errors. In contrast,
the approach using direct derivatives exhibits greater sensitivity to
particle distribution, potentially leading to even larger inaccuracies at
the end. Stabilizers such as the artificial viscosity (a.v.) [78], the arti-
ficial stress (a.s.) [79] and the XSPH correction [80] are implemented
in the mechanical domain in order to mitigate the tensile instability,
which is characterized by the occurrence of particle clustering and
dispersal [81]. The brief formulations and the setup of the related
parameters are provided in Appendix.

The leapfrog integration is employed for both the SPH and FEM
domains in the cutting simulation, consistent with prior SPH simulation
work in the iwf_mfree. The implementation details can be referred
to the original work by Röthlin [62]. Note that this study does not
incorporate crack modeling as described in [82], given that shearing
is the primary mechanism in the chip formation process for ductile
machining.

2.3. Numerical contact modeling in SPH-FEM cutting simulation

To understand the behavior of friction models in simulations, it is
important to revisit the contact modeling approach. In this study, the
normal contact force is modeled using a penalty method, which was
originally proposed by Nianfei et al. [83]:

𝑓 𝑐𝑜𝑛𝑡
𝑝

= 𝜅
𝑚𝑝 ⋅ 𝑔𝑁
𝛥𝑡2

𝑛, (39)

in which 𝜅 is a numerical parameter named as interface stiffness
constant and set to 0.01, 𝑚𝑝 is the particle mass, 𝑔𝑁 is the penetration
depth of the particle, 𝛥𝑡 is the time increment and 𝑛 is the normal vector
of the surface. The illustration of calculating the normal contact force is
referred to Fig. 2. Once the normal contact force has been determined,
the friction force acting on each particle can be calculated using a
straightforward approach:

|𝑓𝑓𝑟𝑖
𝑝

| = 𝜇|𝑓 𝑐𝑜𝑛𝑡
𝑝

|. (40)

The calculated frictional force will be given the negative direction of
the relative sliding speed. However, this implementation might lead
to a highly oscillatory behavior in particles, particularly when the cal-
culated frictional stress becomes unrealistically large so that a change
in the sliding direction is induced. To overcome this instability issue,
specific measures need to be implemented. One approach suggested in
the LS-DYNA manual [84] involves calculating a trial force vector prior
to applying the frictional force:

𝑓 ∗
𝑝
= 𝑓𝑓𝑟𝑖,𝑜𝑙𝑑

𝑝
− 𝑣𝑟𝑒𝑙𝑝 ⋅ 𝑚𝑝∕𝛥𝑡, (41)

where 𝑓𝑓𝑟𝑖,𝑜𝑙𝑑
𝑝

is the frictional force vector computed from the previous
time increment. This trial force vector is an estimation of the force
required to bring the particle’s relative sliding to a halt at the contact.
The local frictional force is then determined by comparing the trial
force calculated in Eq. (41) to the nominal value calculated in Eq. (40):

𝑓𝑓𝑟𝑖
𝑝

=

⎧

⎪

⎨

⎪

𝜇|𝑓 𝑐𝑜𝑛𝑡
𝑝

| ⋅ 𝑓 ∗
𝑝
∕|𝑓 ∗

𝑝
| if |𝑓 ∗

𝑝
| > 𝜇|𝑓 𝑐𝑜𝑛𝑡

𝑝
|,

𝑓 ∗
𝑝

if |𝑓 ∗
𝑝
| ≤ 𝜇|𝑓 𝑐𝑜𝑛𝑡

𝑝
|.

(42)
⎩
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Fig. 2. Illustration of the penalty contact method. When the SPH particle is detected
nside the tool domain, the penetration depth 𝑔𝑁 is calculated, and a ‘‘repulsive’’ contact

force is calculated with the consideration of the surface normal vector 𝑛.

Table 4
Tested physical parameter dependent friction models, units of 𝑇 , 𝑣𝑟𝑒𝑙 and 𝜎𝑛 are K, m/s
and GPa respectively.

No. Model Notes

1 𝜇(𝑇 ) = 0.51 ⋅ [1 − (
𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)5.76] Calibration from [85]

2 𝜇(𝑇 ) = 0.51 ⋅ [1 − (
𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)0.5961] Thermal softening term from JC model

3 𝜇(𝑇 ) = 0.51 ⋅ [1 − (
𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)2] Dummy model

4 𝜇(𝑇 ) = 0.3 ⋅ [1 + (
𝑇 − 𝑇𝑟
𝑇𝑚 − 𝑇𝑟

)2] Inverse trend of Model 3

5 𝜇 = 0.334 ⋅ |𝑣𝑟𝑒𝑙|
−0.154 Calibration from [85]

6 𝜇 = 0.334 ⋅ |𝑣𝑟𝑒𝑙|
0.154 Inverse trend of Model 5

7 𝜇 = 0.2 ⋅ 𝜎−0.5
𝑛 Dummy model

8 𝜇 = 0.25 ⋅ 𝜎0.5
𝑛 Inverse trend of Model 7

The above-presented friction modeling only considers the natural con-
straints such that the friction cannot change the sliding direction of the
target on the interface and operates on the force level of each particle.
With the obtained forces in Eqs. (39) and (42), the normal contact stress
𝜎𝑛 and the frictional stress 𝜏𝑓 can be calculated through

⎧

⎪

⎨

⎪

⎩

𝜎𝑛 =
𝑓 𝑐𝑜𝑛𝑡
𝑝
𝛥𝑥 ,

𝜏𝑓 =
𝑓𝑓𝑟𝑖
𝑝
𝛥𝑥 ,

(43)

n which 𝛥𝑥 represents the distance between particles. To simplify the
otation, the vector notation is dropped, and the magnitudes 𝜎𝑛 and
𝑓 are used in the subsequent discussions. When the frictional stress is
dditionally limited by the shear flow stress, a comparison similar to
q. (3) is introduced as

𝑓 = min(𝜏𝑝,
|𝑓𝑓𝑟𝑖

𝑝
|

𝛥𝑥
). (44)

in which 𝜏𝑝 is the local shear flow stress of the particle.

2.4. Friction models implemented in cutting simulations

To study the influence of friction modeling on the simulated chip
formation process, a sensitivity analysis is conducted using a constant
COF value based on the Coulomb friction model. The COF value is
varied from 0 to 1 to examine the effect of friction on the simulated
chip formation process. The effects of the shear flow stress limit are
also examined.

Subsequently, friction models that consider physical parameters
such as the relative sliding velocity 𝑣𝑟𝑒𝑙, temperature 𝑇 , and normal
stress 𝜎𝑛 are implemented. The impact of these models on the results
of the cutting simulations is then examined to assess their effects and
effectiveness in metal cutting simulations. Table 4 provides a detailed
list of these dummy friction models. To elaborate further, Model 1 and
Model 5 are taken from the experiment-simulation calibration work
10

a

by Afrasiabi et al. [85] and presented respectively in the forms of
Eqs. (4) and (8). Model 2 represents the softening term of the Johnson–
Cook model presented in Table 2. The remaining models and their
constants have been artificially adjusted irrespective of the physical
interpretations. Models 3 and 4 demonstrate opposite trends in their
response to temperature variations within the range of 1000 to 1200
K. Model 6 incorporates the relative sliding velocity 𝑣𝑟𝑒𝑙 as a parameter
and exhibits a distinct trend that differs from Model 5. To account
for the absence of a pressure-dependent friction model for Ti6Al4V
machining, two exponential functions with contrasting trends referred
to as Model 7 and Model 8 have been proposed. These models utilize
the term in Eq. (5) to incorporate the pressure dependence of the
frictional behavior. Fig. 3 provides graphical representations of these
models to better highlight their dependencies on physical parameters.
Furthermore, an upper limit of 0.8 has been imposed on Models 5 and
7 to prevent excessively large COF values.

3. Auxiliary cutting experiments

Quasi-orthogonal cutting tests are performed in this study. The
Ti6Al4V workpiece is prepared as a hollow cylinder with a thickness
of 2 mm and is clamped on the spindle of a Schaublin 42L CNC lathe.
The hardness of the workpiece is approximately 310 HV10. Uncoated
turning inserts CCMW 09 T3 04 H13 A from Sandvik Coromant are used
as cutting tools in the experiment. No coolant or lubricant is used dur-
ing the tests. The graphical illustration of the experimental setup can be
referred to Fig. 4. The cutting force 𝐹𝑐 and feed force 𝐹𝑓 are measured
sing a Kistler dynamometer type 9121A5 in combination with a Kistler
019 A charge amplifier and a NI USB-6211 data acquisition system,
nd later normalized to specific values with units of N/mm. To mitigate
he influence of tool wear on the process forces, the force analysis
onsiders only the dynamometer signals recorded during the second
r up to the third rotation of the workpiece. The detailed information
n workpiece preparation and the cutting insert, as well as the signal
rocessing is available in Klippel et al. [86]. The process parameters for
he cutting experiment are summarized in Table 5, and the force results
re summarized in Table 6. Specifically, segmented chips are obtained
n all tests except under the condition when ℎ = 0.01 mm. The authors
cknowledge that the chosen cutting parameters, particularly the high
utting speed, exceed current industrial used ones for titanium machin-
ng. The rationale for choosing these parameters is to facilitate rapid
omputations, thereby enabling a more generalized understanding of
he effects of friction modeling in metal cutting simulations.

Examples of the insert after the cutting test are depicted in Fig. 5,
nd the high-speed camera videos of the cutting tests can be viewed
n the provided link [86]. A significant area of Ti alloy is observed
o adhere to the insert’s rake face under a Sensofar® S neox 5 axis
ptical microscope. It is improbable that this Ti material was spattered
nto the insert from the contact side of the chip during the cutting
xperiment, as the surface of the rake face shows distinct signs of
brasion. After etching the inserts with oxalic acid, the rake faces are in-
pected using a Hitachi® SU5000 scanning electron microscope (SEM),
evealing a narrower contact band or wear marks when compared to
he Ti-covered area before etching, as shown in Fig. 5. According to
he video recording, it is likely that the waving motion of the long
ontinuous chip contributes to the elongation of the contact length. The
istinction between these two contact areas will be further discussed in
he subsequent sections.

Fig. 6 presents a illustration of an experimental result of a seg-
ented chip generated at a cutting speed of 318 m/min and an uncut

hip thickness of 0.1 mm, against an exemplary simulation result
mploying a constant Coulomb friction model with a COF of 0.35. Shear
low stress limit is not applied in the friction modeling. The compara-
ive analysis reveals average maximum chip thicknesses of 134.92 μm
or the experimental setup and 145.77 μm for the simulation, alongside
verage minimum thicknesses of 72.23 μm and 89.92 μm, respectively.
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Fig. 3. Graphical representation of tested friction models in Table 4 that are dependent on 𝑇 , 𝑣𝑟𝑒𝑙 and 𝜎𝑛. Note that in Model 5 and 7, the 𝜇 values tend to approach infinity.
Therefore, an upper limit of 0.8 is applied in the simulation.
Fig. 4. Setup of the quasi-orthogonal cutting test [86]. The reference plane intersects the central axis of the cylindrical workpiece, allowing the turning process to be approximated
as the orthogonal cutting. In addition to the cutting force 𝐹𝑐 and the feed force 𝐹𝑓 , the force component 𝐹𝑝 oriented along the radial direction of the workpiece is generally
considered negligible in this quasi-orthogonal cutting test.
Table 5
Process parameters of Ti6Al4V orthogonal cutting experiments.

Rake angle 𝛾 [◦] Clearance angle 𝛼 [◦] Cutting edge radius 𝑟𝑛 [μm]

0 7 35

Cutting speed 𝑣𝑐 [m/min] Uncut chip thickness ℎ [mm]

190, 254, 318 0.01, 0.1, 0.2, 0.4
Table 6
Experimental results of specific cutting forces reprocessed according to
[86].
𝑣𝑐 [m/min] ℎ [mm] 𝐹𝑐 [N/mm] 𝐹𝑓 [N/mm]

190 0.01 40.00 78.24
190 0.1 162.87 115.56
190 0.2 272.57 150.33
190 0.4 465.14 214.72
254 0.01 38.73 72.77
254 0.1 155.87 114.90
254 0.2 264.16 139.00
254 0.4 439.08 199.26
318 0.01 34.68 67.86
318 0.1 149.46 99.22
318 0.2 256.06 143.14
318 0.4 436.51 216.88

While the simulation decently mirrors the chip geometries, it is neces-
sary to clarify that the direct comparison of simulated and experimental
results is not the major focus of this research. Instead, the study aims
to examine the effects and behaviors of established friction models
and does not endeavor to conduct an in-depth validation of simulation
results against experimental data.
11
4. Simulation results

This section firstly presents a sensitivity analysis based on vary-
ing the COF when employing a constant Coulomb friction model in
simulations. The effects of limiting the frictional stress by shear flow
stress are also examined. Additionally, friction models that depend
on physical parameters are applied, with their simulation outcomes
compared. Finally, the discussion revisits topics from the literature
review, including the impact of friction modeling on contact conditions,
the application of the shear flow stress friction model and possible
causes for inaccurately predicted feed forces.

4.1. Cutting simulations with constant Coulomb friction model

The sensitivity study is conducted under the conditions of 𝑣𝑐 = 318
m/min and ℎ = 0.2 mm with the aim of achieving a quick computation.
The simulated cutting distance is up to 0.6 mm, a length sufficient to
generate multiple chip segments and modify temperature distribution
on the tool surface acquired from the previous long-distance chip
formation simulation to the new stable state. Given different 𝜇 values,
Fig. 7 shows the simulated physical contact variables including 𝜎𝑛, 𝜏𝑓 ,
𝑣𝑟𝑒𝑙, 𝑇 , the power density term 𝜏𝑓 𝑣𝑟𝑒𝑙 and the effective COF value 𝜇𝑒𝑓𝑓
calculated by 𝜏 ∕𝜎 . As the overall contact area varies dynamically
𝑓 𝑛
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Fig. 5. Images of the insert’s rake faces after cutting experiments under two different cutting conditions: (a) 𝑣𝑐 = 318 m/min, ℎ = 0.1 mm, and (b) 𝑣𝑐 = 318 m/min, ℎ = 0.2 mm.
The high speed video recordings corresponding to each set of process parameters available for reference through hyperlinks video1 and video2. Prior to etching, the bright color
on the insert’s surface indicates the presence of an adhered layer. After the etching process, the ‘‘major’’ contact area becomes discernible due to the color contrast or visible crater
wear mark in SEM images.
Fig. 6. Exemplary images of the segmented Ti6Al4V chip from (a) cutting test and
(b) exemplary simulation results. The cutting speed is 318 m/min and the uncut chip
thickness is 0.1 mm. Note that a constant Coulomb friction model with the COF as
0.35 is used in the exemplary simulation, and the frictional stress is not limited by
local shear flow stress.

during the segmented chip formation, these contact variables are av-
eraged during the chip formation process and shown locally on the
tool surface. Fig. 8 exhibits the simulated average contact length 𝑙𝑐 on
the rake face given different 𝜇 values. Fig. 9 and Fig. 11 depict the
distribution of equivalent plastic strain 𝜀𝑝 and the velocity field of the
workpiece material in the 𝑦 direction (perpendicular to the machined
surface) at four different stages of chip segment formation, without
and with the shear flow stress limit, respectively. To provide a clearer
explanation, it is necessary to define several contact states in advance.
The interface between the tool and the chip or work material can
be physically divided into elastic and plastic regions according to the
material states of the chip’s contact side. In the elastic contact region,
there is no velocity gradient in the direction perpendicular to the chip’s
contact surface, and the material is not hardened due to friction. On the
contrary, for the plastic contact, there exists local plastic deformation
12
on the chip’s contact surface. From a kinematic perspective, the contact
region can be further divided into two distinct parts: the sliding part
and the sticking part. In the sliding part, the chip material is capable
of moving relative to the tool. In the sticking region, the relative
motion between the chip and the tool surface is minimal, leading to
a scenario where the chip material appears to adhere to the tool and
shears internally. It is important to note that whenever the 𝑣𝑟𝑒𝑙 value
is near zero, the local chip material is considered to be adhering to the
tool surface. In reality, 𝑣𝑟𝑒𝑙 = 0, i.e. the constant adhesion of material
to the tool occurs only when a stable build-up edge is established.
Especially, there is a specific area known as the permanent sticking
zone where the magnitude of the relative sliding speed between the
chip and the tool remains consistently zero or close to zero throughout
the chip formation process. It should be noted that in Fig. 7, there
are some contact regions where the sliding velocity is nearly uniformly
distributed. In such cases, it is possible that these regions can consist
of elastic contact, or a combination of both elastic and plastic contacts,
as illustrated in Fig. 7. Solely relying on the sliding speed profile thus
is not sufficient to accurately determine the physical contact state in
these regions.

4.1.1. Chip formation behaviors when frictional stress is not limited by
shear flow stress

When 𝜇 is assigned a small value of 0.05, the normal contact stress
𝜎𝑛 increases gradually from the end of the tool-chip contact area to
the cutting edge and reaches the maximum value of approximately
1.6 GPa at the cutting edge. Conversely, the relative sliding velocity
𝑣𝑟𝑒𝑙 exhibits an opposite trend and decreases to a minimum value at
the cutting edge. In the majority of the tool-chip contact area on the
rake face, the relative sliding velocity 𝑣𝑟𝑒𝑙 remains nearly constant,
and the effective coefficient of friction 𝜇𝑒𝑓𝑓 remains constant at 0.05
throughout the contact area. This indicates that the chip slides with
little resistance, and the elastic contact region occupies a large part
of the contact area. The decrease in the relative sliding velocity 𝑣𝑟𝑒𝑙
does not necessarily indicate the presence of plastic contact due to the
serrated chip formation. Nonetheless, the equivalent plastic strain 𝜀𝑝
at the contact side of the chip in Fig. 9 suggests the occurrence of
plastic contact. Note that the minimum 𝑣𝑟𝑒𝑙 around the cutting edge
is close to 1 m/s, which indicates that there is no sticking zone formed
in this scenario. This observation is further supported by the velocity
field shown in Fig. 9.

https://www.youtube.com/watch?v=2sMxUNmDFI8&ab_channel=HagenKlippel
https://www.youtube.com/watch?v=jFiMcR5tCG0&ab_channel=HagenKlippel
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e

Fig. 7. Distribution of variables including 𝜎𝑛, 𝜏𝑓 , 𝑣𝑟𝑒𝑙 , 𝜏𝑓 𝑣𝑟𝑒𝑙 , 𝑇 and 𝜇𝑒𝑓𝑓 at the contact region when different 𝜇 of Coulomb friction model are implemented in the simulation.
𝑣𝑐 = 318 m/min, ℎ = 0.2 mm. While the tool surface indicates zeros for 𝜎𝑛, 𝜏𝑓 , 𝑣𝑟𝑒𝑙 , 𝜏𝑓 𝑣𝑟𝑒𝑙 and 𝜇𝑒𝑓𝑓 , and 900 K for 𝑇 . The outer solid gray line represents the maximum scale of
ach variable: 𝜎𝑛, 𝜏𝑓 = 4 GPa, 𝑣𝑟𝑒𝑙 = 6 m/s, 𝜏𝑓 𝑣𝑟𝑒𝑙 = 2.0 GW/m2, 𝑇 = 1500 K and 𝜇𝑒𝑓𝑓 = 1. The temperature curve inside the tool surface indicates values below 900 K. When the

frictional stress is not limited by shear flow stress, the elastic and plastic contacts are roughly identified by comparing the 𝜇𝑒𝑓𝑓 values with scenarios where the shear flow stress
limit is applied. For 𝜇 exceeding 0.65, despite 𝜇𝑒𝑓𝑓 potentially matching the specified 𝜇, this scenario is typically confined to the last contacted mesh edge where normal contact
stress is very small. Consequently, this specific region is classified as plastic contact along with the majority of the contact zone. Without the shear flow stress limit, the highest
𝜎𝑛 values are identified near the cutting edge, showing approximate smoothing values of 1.6, 2.4, 3.3, and 3.2 GPa for 𝜇 = 0.05, 0.35, 0.65, and 1.0 respectively. Nevertheless,
caution should be exercised when interpreting these maximum 𝜎𝑛 values, as noise due to extreme contact forces may introduce instability. Therefore, focusing on the relative trend
is advised for comparisons.
r

F
F

As 𝜇 is increased to 0.35, there is an increase in the contact length
on the rake face. A minor decrease in the maximum value of the relative
sliding velocity 𝑣𝑟𝑒𝑙 is also detected. As 𝑣𝑟𝑒𝑙 descends to zero at the
cutting edge, a sticking region starts to appear. Due to the occurrence
of local stagnation, the normal contact pressure 𝜎𝑛 in that particular
area undergoes a significant increase and exceeds 2 GPa. The frictional
stress 𝜏𝑓 reaches a plateau after surpassing a certain level regardless of
the magnitude of 𝜎𝑛, even though it is not limited by the local shear
flow stress. This behavior is attributed to the regulation in Eq. (42),
which prevents the local material from sliding backward. As a result,
𝜇𝑒𝑓𝑓 deviates from the assigned value. This also indicates the presence
of plastic contact regions. Fig. 9 illustrates the formation of a shear
layer at the contact side of the chip, where the equivalent plastic strain
𝜀𝑝 reaches a magnitude comparable to that observed in the primary
deformation zone. Additionally, the velocity field depicted in Fig. 9
provides evidence that the sticking region undergoes dynamic changes
during the chip formation process, as well as confirms the existence of
a permanent sticking region around the cutting edge.

As the value of 𝜇 is increased to 0.65, the contact region on the
rake face expands upwards, and the averaged value in Fig. 8 which
is 296 μm becomes more closely aligned with the length shown in
Fig. 5 (b) from the cutting test. From the 𝑣𝑟𝑒𝑙 value in Fig. 7, a new
situation appears that there is no permanent elastic contact region, and
13
instead, plastic contact occurs across most of the contact area. As more
materials stagnate, the normal pressure continues to increase, with the
obtained maximum value reaching 3.2 GPa. According to the velocity
field in Fig. 9, the permanent sticking zone further enlarges on the
rake face, and a thin layer of chip material appears to adhere to that
area. Additionally, the thickness of the second deformation zone at
the contact side of the chip increases significantly. In contrast to the
results obtained with smaller 𝜇 values, the shear plane starting from
the clearance face side of the cutting edge exhibits notable upward
bending during chip segmentation. This is attributed to the deformation
gradient across the chip’s cross-section. Furthermore, the increased fric-
tion also results in a larger chip thickness, which can be qualitatively
observed in Fig. 9.

When setting 𝜇 to 1.0, the contact length further increases. The
distributions of physical variables shown in Fig. 7 and the chip flow
behavior in Fig. 9 are similar to those obtained when 𝜇 is set to 0.65.
It is suggested that once the 𝜇 value reaches a sufficiently high level,
plastic contact occurs across the entire tool-chip contact region, and
𝜇𝑒𝑓𝑓 deviates significantly from the designated value throughout the
egion.

Moreover, several complementary points need to be emphasized.
irstly, the temperature field in Fig. 7 requires additional explanation.
or a better comparison, Fig. 10 (a) further illustrates the simulated



International Journal of Mechanical Sciences 274 (2024) 109231N. Zhang et al.

i
o

t
W
t
A
h
t
i
m
t
𝜇
i
o
f
o

t
a
c
s
c
c
r
p
t
c
i
d
f
a
s
o
m
i
r
r
h
c

i
t
s

s
F
w
o
w
f
p

t
t
t
r
c
s
a
t

Fig. 8. The simulated average contact length 𝑙𝑐 when different values of 𝜇 are
mplemented in the Coulomb friction model. The shaded areas represent the range
f 𝑙𝑐 derived from generated simulation data in each respective case.

emperature distribution on the tool’s rake face with different 𝜇 values.
hen 𝜇 = 0.05, the frictional stress is sufficiently low, resulting in

he maximum temperature being concentrated around the cutting edge.
s 𝜇 increases to 0.25, the temperature rises significantly, and the
ottest region shifts away from the cutting edge to the rake face. This
emperature trend follows the variation in the power density term 𝜏𝑓 𝑣𝑟𝑒𝑙
n Fig. 7 as well. As 𝜇 increases from 0.25 to 0.45, the position of the
aximum temperature continues to shift along the rake face, while the

emperature magnitude remains relatively consistent. However, when
is raised beyond 0.45, the position of the maximum temperature

s no longer changed, and the temperature magnitude remains stable
r even slightly decreases. The reason is that due to the increase of
riction, the relative sliding term 𝑣𝑟𝑒𝑙 decreases, and thus the location
f the maximum power density term 𝜏𝑓 𝑣𝑟𝑒𝑙 shifts upwards to the end

of the tool-chip contact region. Consequently, the influence of heat
conduction from the chip to the tool becomes more pronounced in this
case, and the distribution of the tool surface temperature deviates from
the pattern of 𝜏𝑓 𝑣𝑟𝑒𝑙 at the contact. Secondly, as the 𝜇 value increases,
he average contact length 𝑙𝑐 tends to increase. However, once the
pplied friction reaches a certain threshold, the rate of increase in the
ontact length becomes smaller. When the level of friction becomes
ufficiently high, plastic contact starts reaching the end of the tool-chip
ontact area, leading to greater resistance in chip flow. As this plastic
ontact approaches covering the entire contact area, any additional
ise in frictional stress results in more pronounced internal shearing,
articularly in the material at the end of the tool-chip contact zone,
o allow the chip to ‘‘escape’’ from the tool surface. The difficulties in
ounteracting the rise in friction becomes larger, leading to a slowdown
n the expansion of the contact length. It is important to note that
ue to the constrained simulated cutting distances, the segmented chip
ormation, as well as the dynamic process behavior, the maximum
nd minimum contact lengths obtained from simulations can vary
tochastically. Therefore, the boundary values shown in Fig. 8 should
nly be considered as trend references. Thirdly, the impact of friction
odeling on the segment generation should be further elaborated. The

nitiation of a new segment, which is represented in the first clip of each
ow in Fig. 9, demonstrates a combined effect of friction-induced sliding
estriction and thermal softening of the workpiece material. This effect
as been reported in [62,87]. Similar to the formation of a continuous
14

hip, larger friction restricts the chip flow, thus accumulating more i
material to form a thicker chip during the initiation stage. By quali-
tatively assessing the chip segments depicted in Fig. 9, it is revealed
that both maximum and minimum thicknesses exhibit a very close
increasing magnitude of approximately 7 μm as 𝜇 increases from 0.05 to
0.65. Simultaneously, a slight reduction in the shear angle is observed,
leading to a decrease in the frequency of chip segmentation under
conditions of increased friction. Therefore, considering the potential
impacts of changing friction conditions on machining stability is also
important during the cutting process.

Some artifacts such as local ‘‘ripples’’ exist in the SPH workpiece
in Fig. 9 when the frictional stress becomes too large on the tool-chip
contact, as seen in the velocity field result when 𝜇 = 1. This can be
attributed to the tensile instability issue [81] intrinsically existing in
the SPH method that particles exhibit some clustering and dispersing
behaviors. Although stabilizers were employed in the SPH domain
as described in [62], they may not be sufficient to fully ‘‘smooth’’
the velocity field when the particles are subjected to extremely high
external forces.

4.1.2. Chip formation behaviors when frictional stress is limited by shear
flow stress

When 𝜇 = 0.05, the limitation of friction by the local shear flow
stress has nearly no impact on the chip formation according to the
comparison between Figs. 9 and 11. This suggests that the frictional
stress over the contact has not yet reached the shear flow stress of
the local material. With an increase in 𝜇 to 0.35 and beyond, the
mpact of the shear flow stress limit becomes evident. This is observed
hrough the deviation of 𝜇𝑒𝑓𝑓 from its prescribed value. Therefore, the
ubsequent analysis is only based on the results obtained when 𝜇 is

equal to or greater than 0.35.
Similar to the case when the frictional stress is not limited by the

shear flow stress, increasing the friction coefficient 𝜇 still results in a
marginal rise of the simulated contact length and a decrease in the
maximum value of the relative sliding velocity 𝑣𝑟𝑒𝑙. However, there
are significant differences worth emphasizing. Firstly, regardless of the
assigned value of 𝜇, there is an evident expansion of the elastic contact
region. The sticking zone around the cutting edge that is attributed
to geometric constraints does not expand further with increasing 𝜇 as
shown in Fig. 11. Secondly, the distribution pattern and magnitude of
the normal stress 𝜎𝑛 exhibit very little differences with changes in 𝜇,
and the magnitude of 𝜎𝑛 at the cutting edge is considerably lower com-
pared to the results without the shear flow stress limit. The distribution
of the frictional stress 𝜏𝑓 is predominantly influenced by the material
local shear flow stress and demonstrates a relatively uniform pattern
across the majority of the contact region. As a result, when 𝜇 values
urpassing 0.35 are applied, the temperature distribution displayed in
ig. 10 (b) exhibits strong similarity, and the 𝑇 value closely aligns
ith the trend of 𝜏𝑓 𝑣𝑟𝑒𝑙 in Fig. 7. Most importantly, the sheared layer
bserved at the chip’s contact side in Fig. 11 is significantly thinner
hen compared to cases where the friction is not limited by the shear

low stress in Fig. 9. Additionally, the magnitude of the equivalent
lastic strain 𝜀𝑝 in this region is noticeably smaller.

Indeed, with the shear stress limit, the change in the 𝜇 value on
he simulated physical contact states in Fig. 7 is more pronounced at
he end part of the contact region on the rake face. In the rest of the
ool-chip contact area, the simulated physical contact states tend to
emain similar, regardless of the alteration of the applied 𝜇, which is
onfirmed by the comparable magnitude of the 𝜇𝑒𝑓𝑓 . Therefore, the
light variations in frictional stress at the end of the tool-chip contact
rea lead to differences in both the thickness of the sheared layer and
he extent of material hardening on the chip’s contact side, as shown

n Fig. 11.
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Fig. 9. Simulated equivalent plastic strain 𝜀𝑝 and velocity field in 𝑦 direction when different 𝜇 in the Coulomb friction model is used. 𝑣𝑐 = 318 m/min, ℎ = 0.2 mm. The frictional
stress is not limited by the shear flow stress. The four clips illustrate the sequential stages of a segment formation, starting with the initiation of the shear band, followed by the
material slipping along the shear band, and the upward flow of the segment. Besides, a sticking zone is indicated in the figure for illustrative purpose.

Fig. 10. The temperature profile on the tool rake face (exclude the cutting edge region) along the direction indicated by the black arrow given different 𝜇 values in the simulation.
The results are compared between the conditions when the frictional stress is not and is limited by the local shear flow stress. An illustrative thermal profile is presented with a
coefficient of friction 𝜇 of 0.35 without the shear flow stress limit.



International Journal of Mechanical Sciences 274 (2024) 109231N. Zhang et al.
Fig. 11. Simulated equivalent plastic strain 𝜀𝑝 and velocity field in 𝑦 direction when different 𝜇 in the Coulomb friction model is used. 𝑣𝑐 = 318 m/min, ℎ = 0.2 mm. The frictional
stress is limited by the shear flow stress. The four clips demonstrate the sequential stages of a segment formation.
Fig. 12. Simulated cutting forces for 𝑣𝑐 = 318 m/min and ℎ = 0.2 mm. Different 𝜇
values are implemented in the friction modeling, and the results with/without the
limitation of local shear flow stress are compared. The straight solid line indicates the
experimental cutting force level, while the dashed line corresponds to the feed force
result from the experiment.

4.1.3. Simulated process forces
The simulated cutting force 𝐹𝑐 and feed force 𝐹𝑓 demonstrate

similar patterns of variation as the friction coefficient 𝜇 changes. In
16
general, there appears to be a synchronous relationship between the
contact length and the feed force as well, as both variables show similar
variations with changes in 𝜇 in Figs. 8 and 12. However, the trend that
the numerical model underestimates the feed force 𝐹𝑓 without largely
overestimating the cutting force 𝐹𝑐 is observed in Fig. 12 in all cases.
The similar relative errors in averaged cutting and feed forces across
different friction conditions in Fig. 13 further support this finding.
When the frictional stress is not limited by the shear flow stress, both
the cutting and feed forces initially increase with higher values of 𝜇.
As 𝜇 surpasses 0.35, the cutting force levels off, whereas the feed force
keeps growing until 𝜇 reaches 0.55, after which it stagnates. This value
of 0.55 for 𝜇 marks a turning point for the growth rate of contact length
as well, as shown in Fig. 8. On the other hand, when the frictional
stress is limited by the shear flow stress, the simulated forces tend to
be smaller compared to the results without this limitation, as the flow
rule exerts a certain degree of control over the chip’s sliding at the tool
surface.

The force results for the specified process parameters listed in
Table 6 are further depicted in Fig. 13. The simulation is able to capture
the overall trend when the changing process parameters, i.e. the cutting
speed and feed, are varied. As anticipated, accurately predicting the
feed force 𝐹𝑓 comes at the expense of compromising the accuracy of
the cutting force 𝐹𝑐 prediction. The force results given 𝜇 = 0 roughly
demonstrate how much extra energy during the machining is required
due to friction. To evaluate the suitability of using an apparent COF
obtained from experiments in numerical simulations, the values of 𝜇𝑎𝑝𝑝
are calculated using Eq. (11) and presented in Table 7. It is observed
that the shear flow stress limit does not affect the outcome when
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Fig. 13. Comparison between simulated and experimental cutting forces with different 𝑣𝑐 and ℎ. Different 𝜇 values are implemented in the Coulomb friction model. The formula
for calculating the relative error is provided, and the error values listed are the averaged results across all the tested cutting parameters.
Table 7
Comparison of 𝜇𝑎𝑝𝑝 between experimental and simulated results.

𝑣𝑐 [m/min] Experiment 𝜇𝑎𝑝𝑝 Simulation 𝜇𝑎𝑝𝑝

𝜇 = 0 𝜇 = 0.35 𝜇 = 0.65

No shear
stress limit

Shear stress
limit

No shear
stress limit

Shear stress
limit

190 0.33 0.00 0.25 0.25 0.34 0.34
254 0.31 0.01 0.26 0.26 0.29 0.29
318 0.42 0.01 0.24 0.24 0.27 0.27
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implementing the Coulomb friction model. However, the simulated
𝜇𝑎𝑝𝑝 value is consistently lower than the implemented 𝜇. This suggests
that relying on such an apparent COF from experiments may not yield
the expected level of friction in simulations and does not accurately
represent the true physical conditions at the tool-chip contact. Although
an inverse method can be used to identify a suitable value of 𝜇 for
ccurately predicting the feed force 𝐹𝑓 , this approach may result in an
verestimation of the cutting force 𝐹𝑐 .

.2. Physical parameter dependent friction modeling and chip formation
ehaviors

Fig. 14 presents the predicted contact states when the physical
arameter dependent friction models listed in Table 4 are implemented
n the simulation. The frictional stress in this case is not limited by the
hear flow stress. Firstly, the results of 𝑇 -dependent friction models are
xamined. Model 1 behaves as if it is a constant COF value of 0.5 being
pplied at the contact, while Model 2 seems to produce a result similar
o a smaller 𝜇 with limited local variation. Consequently, the differ-
nces in simulated contact lengths and sliding speed profiles follow
he pattern discussed in Section 4.1. When comparing the outcomes of
odels 3 and 4, despite their similar total contact lengths, the discrep-

ncy in 𝑣𝑟𝑒𝑙 confirms that higher friction at the end of the contact on
he rake face leads to relatively slower sliding around the cutting edge.
verall, the findings from temperature-dependent friction modeling

ndicate that the involvement of temperature in friction modeling may
ot show distinct effect. This can be attributed to the relatively uniform
emperature distribution observed in the contact region and the limited
17
sensitivity of the friction models to temperature changes. However,
developing friction models that exhibit even stronger sensitivity to
temperature lacks a solid physical basis. Comparing Models 5 and 6
clarifies the impact of 𝑣𝑟𝑒𝑙 on the COF. Model 5, with a higher COF
round the cutting edge, does not result in a significant expansion of
he contact length. The large contact pressure 𝜎𝑛, which is over 2.4
Pa around the cutting edge region, is primarily due to the large local

riction. In contrast, Model 6, where a higher COF is assigned at the
nd of the tool-chip contact region, leads to a larger simulated contact
ength. Although the contact pressure around the cutting edge is smaller
ompared to that in the result with Model 5, the equivalent plastic
train field in Fig. 15 shows a thicker sheared layer in the second
eformation zone, supporting the idea that friction at the end part of
he tool-chip contact has a more pronounced influence on the contact
ength and the material deformation of the chip’s contact side. The 𝜎𝑛-
ependent friction models (Models 7 and 8) exhibit similar trends to
odels 5 and 6 and will not be further elaborated. In summary, the

ength of the contact region is primarily influenced by the friction at the
nd of the contact region. While the material’s flowability around the
utting edge and the normal pressure are also likely to be influenced by
he local friction, the friction at the end of the tool-chip contact region
as a more significant impact on the chip formation process.

When using Model 1 and Model 5 obtained from the calibration
ork in the literature, the assigned value of 𝜇 remains relatively

constant throughout the entire contact region. The effect of physical
parameters dependent friction models on the simulation outcomes is
not discernible compared to simply using a constant COF value. In ad-

dition to the differences in the contact states discussed in Section 1, it is
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Fig. 14. Distribution of variables including 𝜎𝑛, 𝜏𝑓 , 𝑣𝑟𝑒𝑙 , 𝑇 , 𝜇𝑒𝑓𝑓 and assigned 𝜇 at the contact region when physical parameter dependent friction models in Table 4 are implemented
in the simulation. The profiles of 𝜇 indicate the assigned COF value locally at the contact. 𝑣𝑐 = 318 m/min, ℎ = 0.2 mm. While the tool surface indicates zeros for 𝜎𝑛, 𝜏𝑓 , 𝑣𝑟𝑒𝑙 , 𝜇𝑒𝑓𝑓
and 𝜇, and 900 K for 𝑇 . The outer solid gray line represents the maximum scale of each variable: 𝜎𝑛, 𝜏𝑓 = 4 GPa, 𝑣𝑟𝑒𝑙 = 6 m/s, 𝑇 = 1500 K and 𝜇𝑒𝑓𝑓 , 𝜇 = 1.
Fig. 15. Simulated equivalent plastic strain 𝜀𝑝 and velocity field in 𝑦 direction when physical parameter dependent friction models 5 and 6 in Table 4 are implemented. 𝑣𝑐 = 318
m/min, ℎ = 0.2 mm. The four clips demonstrate the sequential stages of a segment formation.
crucial to consider the valid range of models when using experimentally
calibrated ones in cutting simulations, particularly those dependent on
𝑣𝑟𝑒𝑙. As the sliding friction may not be consistently present across the
entire contact region between the tool and chip, the assigned 𝜇 value
can exceed the calibrated range of the model, resulting in the model
itself meaningless.

Fig. 16 displays the process forces and contact lengths obtained
from physical parameter dependent friction models. The simulated feed
force consistently falls below the experimental value, no matter which
18
specific friction model is used. Furthermore, there is a simultaneous
variation between the cutting and feed forces, regardless of the partic-
ular physical contact variables incorporated in each model. This again
raises the question of whether trying to remedy the underestimated
feed force in simulations by solely depending on the friction model is
effective, especially when the cutting force is correctly predicted. Once
more, a close correlation is observed between the force and contact
length values, further suggesting a potential interdependence between
these two factors in the cutting process.
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Fig. 16. Simulated process forces and contact lengths using physical parameter depen-
dent friction models in Table 4. The solid horizontal line indicates the experimental
cutting force 𝐹𝑐,𝑒𝑥𝑝, while the dashed horizontal line represents the level of the
experimental feed force 𝐹𝑓,𝑒𝑥𝑝. The major contact length that contributes to a wear
mark on the rake face from the cutting experiment is 337 μm and can be referred to
Fig. 5.

4.3. Discussion

Based on the aforementioned results, some key points emphasizing
the nature and uncertainties involved in friction modeling and model
identification for machining processes can be summarized as follows:

• Friction modeling and contact states
From a modeling perspective, it becomes evident that the friction
occurring at the end of the tool-chip contact demands substantial
attention due to its profound influence on the degree of hardening
on the chip’s contact side, the contact length, and the resulting
process forces. Additionally, the formation of the plastic contact
zone, including the sticking region, is primarily determined by
the frictional stress at the end of the tool-chip contact, where
the sliding behavior typically presents. In the sliding region, the
friction remains within the sliding friction regime, whereas in
the sticking region, the concept of sliding friction is no longer
valid. Moreover, in the elastic contact region, the effective COF
can closely follow the originally assigned value. However, in
the plastic contact region, the effective COF may deviate from
the initially specified value. The interplay of these factors, along
with the dynamic variation of contact states during segmented
chip formation, introduces uncertainties in the identification of
models, particularly those that rely on local physical variables at
the contact interface.

• Frictional stress limited by shear flow stresses
Arrazola et al. [44] have argued against limiting the shear stress
for friction modeling in FEM cutting simulations, stating that it
lacks practical justification, and the use of stick–slip friction mod-
els in machining simulations should be approached with caution.
The outcomes of the current study also questions the validity of
limiting the frictional stress by the shear flow stress of the local
material, as this approach is unable to accurately capture the
existence of a sticking region on the rake face. As the sticking phe-
nomenon observed around the cutting edge and on the rake face is
a consequence of the cutting process, imposing an artificial limit
on the frictional stress using the local shear flow stress violates the
cause-and-effect relationship. As the normal stress at the interface
increases from the end of the contact towards the cutting edge,
the frictional stress also increases. This increase in frictional stress
19
eventually reaches a threshold where the relative sliding speed
starts to decrease. The velocity of the chip material at the contact
is slower than that inside the chip, leading to a deformation
gradient and material hardening. When the sliding speed reduces
to zero, the local chip material ceases relative movement on the
rake face. With the prerequisite that the frictional stress cannot
reverse the sliding direction, the chip material at the contact
maintains its relative position on the tool surface and forms a
so-called sticking zone, and a transition from sliding friction to
static friction is achieved. This indicates that the presence of the
sticking zone does not necessarily result from high local frictional
stress. On the other hand, limiting the frictional stress by shear
flow stress in simulation fails to generate sufficient deformation
gradient along the direction perpendicular to the rake face, and
thus no sticking phenomenon occurs. Furthermore, as mentioned
in Section 1, some studies have attempted to artificially divide
the rake face into sliding and sticking regions and assign different
friction laws to each region. This approach is rather complicated,
as determining the contact length and the sticking zone is not
straightforward. More importantly, adopting such an approach
is inherently illogical because the formation of the sticking zone
arises as a consequence of the interaction between the tool and
workpiece in the simulation, and it should not be treated as an
input for numerical models.

• Possible reasons for the underestimation of feed forces
Increasing the friction in simulation does lead to higher cutting
and feed forces. However, it is important to note that there are
limits to how much the forces can be increased. Adjusting the
friction models alone cannot fully compensate for the deviation
in the predicted feed force in the simulation. Besides, the feed
force cannot be increased independently without a corresponding
increase in the cutting force. Hence, it is necessary to consider
additional factors in order to address the issue of under-predicted
feed force:

1. Geometry of cutting edge
On the one hand, the simulation employs a simplified
representation of the cutting edge as a tangential arc to
the rake and clearance faces. It is important to note that
this smooth arc may not accurately reflect the real micro
geometry of the cutting edge, as it can vary depending
on the method used for cutting edge preparation [88].
On the other hand, during the initial stages of the high
speed machining, the cutting edge experiences rapid de-
formation and wear. This phenomenon was observed in
machining experiments involving AISI 304 steel conducted
by Laakso et al. [89]. The authors also performed FEM
machining simulations and modeled the cutting tool as an
elastoplastic material. The resulting plastic deformation at
the cutting edge contributes to an approximately 20% in-
crease in the feed force after 24 ms of the machining time.
Indeed, the incorrect representation of the cutting edge
also introduces inaccuracies in the inverse identification
of the constitutive model, consequently causing discrepan-
cies between the simulated and actual experimental force
results.

2. Dynamic behavior in chip formation
During cutting experiments, the continuous or segmented
chip generated can exhibit vibrational behavior on the tool
surface. This chip behavior can lead to an extended region
on the tool rake face where traces of the workpiece mate-
rial are observed, extending beyond the primary contact
area responsible for tool wear as shown in Fig. 5. The
extended contact length can be intuitively associated with
an increase in the feed force in experiments due to the
friction on the rake face, while the cutting force remains
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relatively unchanged. This could suggest why measure-
ments obtained using ‘‘split tool’’ or ‘‘partially restricted
contact length tool’’ methods, as discussed in Section 1.2.1,
often reveal a COF value at the end of the contact region
on the tool rake face exceeding one, as it is conceivable
that these regions are within the dynamic vibrating contact
area. However, numerical simulations with short cutting
distances are unable to replicate these vibrating behav-
iors, and thus the predicted feed forces are consistently
underestimated.

3. Continuum hypotheses
It has been reported in [86] that the hardening degree of
the sheared layer at the chip’s contact side could exceed
the value observed in the primary shear band. This highly
distorted material may lie outside the calibrated range of
the Johnson–Cook model and thus the extreme deforma-
tion cannot be fully represented. In addition, the impact of
friction on the material behavior in return remains unclear,
and the application of the isotropic Johnson–Cook model
warrants further discussion. Laws governing other harden-
ing behaviors in metal cutting might need to be developed
and tested in simulations. Furthermore, the assumption of
continuum theory in the mechanical domain may no longer
be valid for the contact interface, as it may not behave as
a solid state under extreme deformation conditions. Vali-
dations and investigations are needed to fully understand
these complexities in the machining process.

5. Conclusion

This study highlights the significance of investigating how friction
affects chip formation as well as process forces in numerical simula-
tions. According to the sensitivity studies, the friction modeling in the
elastic contact region, located at the end of the chip-tool interface,
plays a crucial role in determining the contact length and the feed
force. On the contrary, modeling friction in the plastic contact region
including the sticking region appears to be less critical. The magnitude
of frictional stress in the plastic contact region is influenced not only by
the normal contact pressure and the prescribed coefficient of friction,
but also by the sliding material in the elastic contact zone. Although
the COF value might be influenced by the local physical contact states,
using a constant Coulomb friction model specific to certain cutting
conditions is considered an acceptable simplification. The reason is
that within the elastic contact region, the variation of the physical
conditions like temperature and sliding speed tends to be negligible.
Given the diverse impact of friction at different locations at the tool-
chip interface, the use of textured tools featuring hollow structures at
distinct places on the rake face is expected to demonstrate varying
levels of effectiveness in facilitating chip flow, lowering process forces
and extending tool life. For relevant examples, one may refer to the
work of Sugihara et al. [90]. In return, properly designed textured tools
could also theoretically be utilized to assess the local COF value at the
end of the tool-chip contact region without substantially changing the
stress distribution.

Regarding the available friction models, when employing experi-
mentally calibrated ones in numerical simulations, whether they are
constant Coulomb models estimated using the Albrecht law or phys-
ically parameter dependent models, it is crucial to exercise caution.
Replicating exact tribological conditions in the machining process poses
challenges for current experimental methods. Moreover, due to the
presence of the static friction, it is impossible to exert the prescribed
frictional stresses in the sticking region, which suggests the inversely
calibrated friction model through simulation may also lose their ratio-
nality. Importantly, imposing a limitation on friction based on shear
20

flow stress in numerical simulations is not a justifiable approach.
Considering the ease of controlling the process parameters in com-
parison to physical contact parameters during experiments, and the
correlation between the cutting parameters and the physical contact
conditions as well as the material hardening states in the chip, it may
be more practical to calibrate a phenomenological friction model based
on the cutting parameters directly from machining experiments. The
friction model thus shifts from 𝜇 ∼ 𝜇(𝜎𝑛, 𝑣𝑟𝑒𝑙 , 𝑇 ,…) to 𝜇 ∼ 𝜇(𝑣𝑐 , ℎ,…).
Such an adapted friction model holds potential advantages for both
analytical and numerical modeling methods of the cutting process.
Importantly, the calibrated model has limited applicability primarily
to the respective cutting processes.

In cutting simulations, increasing the friction does not indefinitely
lead to higher predicted process forces. The insufficient feed force
predicted by numerical simulations should not be solely linked to
friction modeling. Other factors, such as the cutting edge geometry,
the dynamics of chip sliding, and the material’s flow behavior to
friction, should also be considered. Also, owing to the extremely large
hardening in the sheared layer of chip’s contact side, the capabilities
of the current continuum modeling approach based on the Johnson–
Cook hardening law is questioned. Enhancements such as incorporating
more sophisticated hardening laws and studying the friction impact on
material behaviors might be necessary.

Several aspects can be considered for the future work. Given the
possibly different contact conditions on the clearance face in contrast
to that on the rake face, it is crucial to conduct a comprehensive ex-
ploration of friction modeling on the clearance face as well, especially
under the condition where the flank wear land forms during the cutting
process. Additionally, a study of the relationship between friction and
worn tool geometries might also be worth considering.
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Appendix. Stabilizers used in SPH discretization

The resulting formulations for the momentum equation and the
position-speed relation with stabilizers are presented as

⟨𝑣̇𝑖⟩ =
∑

𝑗

⎛

⎜

⎜

⎜
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⎝
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⎞

⎟

⎟

⎟

⎟

⎠

⋅ ∇𝑊𝑖𝑗𝑚𝑗 +
𝑏𝑖
𝑚𝑖

, (A.1)

and

⟨𝑥̇𝑖⟩ = 𝑣𝑖 + 𝜖𝑋𝑆𝑃𝐻
∑

𝑗

𝑚𝑗

𝜌𝑖 + 𝜌𝑗
(𝑣𝑗 − 𝑣𝑖)𝑊𝑖𝑗

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
XSPH correction

. (A.2)

The artificial viscosity in Eq. (A.1)is given by:

𝛱𝑖𝑗𝐼 =

⎧

⎪

⎨

⎪

⎩

−𝛼𝑎𝑣𝑐𝑖𝑗𝜇𝑖𝑗 + 𝛽𝑎𝑣𝜇2
𝑖𝑗

𝜌𝑖𝑗
𝐼, 𝑣𝑖𝑗 ⋅ 𝑥𝑖𝑗 < 0

0, 𝑣𝑖𝑗 ⋅ 𝑥𝑖𝑗 ≥ 0
, (A.3)

with

𝜇𝑖𝑗 =
ℎ𝑠,𝑖𝑗 𝑣𝑖𝑗 ⋅ 𝑥𝑖𝑗

|𝑥𝑖𝑗 |
2 + 𝜖𝑎𝑣ℎ

2
𝑠,𝑖𝑗

, (A.4)

where 𝛼𝑎𝑣, 𝛽𝑎𝑣 and 𝜖𝑎𝑣 are parameters for artificial viscosity and defined
as 1.0, 1.0 and 0.1 respectively in this study. 𝑐 is the speed of sound
given by 𝑐 =

√

𝐾∕𝜌. Variables represented with an overbar and an
ubscript 𝑖𝑗 signify the averaged values, for example, 𝑐𝑖𝑗 = 0.5 ∗ (𝑐𝑖+𝑐𝑗 ).

Otherwise, the subscript 𝑖𝑗 alone denotes the difference of the variable,
such as 𝑥𝑖𝑗 = 𝑥𝑖 − 𝑥𝑗 .

The introduction of artificial stress serves the purpose of generating
epulsive stresses when particles tend to cluster. The computation of
rtificial stress involves a relatively intricate procedure. Initially, the
auchy stress tensor is diagonalized:

𝜎 = 𝑅𝜎 𝑅𝑇 , (A.5)

where 𝑅 is the rotation matrix. With the index notation, the diagonal-
ized artificial stress tensor 𝛩 is calculated by:

𝛩𝑘𝑘 =

⎧

⎪

⎨

⎪

⎩

−𝜖𝑎𝑠
𝜎𝑘𝑘
𝜌2

, 𝜎𝑘𝑘 > 0,

0, 𝜎𝑘𝑘 ≤ 0.
(A.6)

𝜖𝑎𝑠 is a coefficient which controls the magnitude of the repulsive stress
and set as 0.3 in the study. The artificial stress matrix is finally given
by rotating the 𝛩 matrix back

= 𝑅𝑇 𝛩𝑅. (A.7)

Furthermore, the term 𝑓 𝑎𝑠 roughly represents the scale how close the
articles cluster and is determined by

𝑎𝑠 =
𝑊𝑖𝑗

𝑊0
, (A.8)

where 𝑊0 is the kernel function given the initial particle spacing 𝛥𝑥.
esides, 𝑛𝑎𝑠 in an exponential parameter in the artificial stress term that
urther regulates the magnitude of the repulsive stress. This parameter
s set as 4 in the simulation.

Regarding the XSPH stabilizer, it can be understood as the velocity
f each particle being averaged by its neighboring particles. Typically,
𝑋𝑆𝑃𝐻 falls within the range of 0 to 1, and it governs the extent of the
veraging effect. In this study, this parameter is set with a value of 0.5.
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