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Motivation: Vehicle Repositioning

Repositiong to the Safe Model-Based Mean-Field RL
high-demand areas

g
$$9%

hc(ﬁn,t) =20= hC(l‘n,t) > 07?

» Fair service accessibility
> Limit on number of vehicles

NS PP (\ , " & - Controller sends updated policy m;, to RA
TET Ve 4
per district BT cooy O cnciip s e S \ /

- T~

‘ > Statistical model: f,_1(2) = my,_1(2) + Z,_1(2)
> True mean-field distribution: p,, , > Statistical mean-field distribution: f,, ,
Safety constraints! > True safety constraints: he(ji,,) = 0 > Statistical safety constraints: h¢ () = 0
> Policy: ,

Why Safe Mean-Field Reinforcement Learning? Safe-M3-UCRL

Objective T-1
. . . o m = argmax max E|) T(gn,t)‘ﬂn,o = Mo
Learning the optimal safe policy m* under unknown transitions f given safety m,cll  n(-)Ee[-1,1]? —
constraints hc(p, ) =0 =

subject to  nt = T t(Sn.t, fin,t)
Individual interactions lead to the combinatorial state-action space

‘ fn—l(gn,t) = mn—1<gn,t) + Bn—lzn—1<5n,t)n(2n,t)

Mean-field distribution u of cooperative identical agents §n,t—i—1 = fn—l (gn,t) + En,t

.

/jn,t-i-l — U(/jbn,ta Tn,t, fn—l)
The representative agent (RA) interacts with the mean-field distribution p I hC (,an,t+1) > LhCn,t-l—l I SEliES s G

RA policy * is used to control all the agents

Contributions of Safe-M3-UCRL

l‘ No individual interactions > Safe exploration guided by budget C, , induced by epistemic uncertainty o,,_; (2)

> Relationship between safety constraints under statistical and true environments

I' Complex inputs z = (s, u,a) and probabilistic transitions U(-) |hc(/1nt) _ hc(,unt)| < LyCps

> Algorithm that adheres to the safety constraints throughout the entire execution

Calibrated Statistical Model of Unknown Transitions (with high probability)
True System Mean: m,,_,(z) > Showcasing usefulness of Mean-Field RL in real-world applications!
*  Data Covariance: X,_41(z)
==== Mean i ;g2 =di :
b e | aoppaencer ana(@) =diaglna(@) - Experimental Results

St+1

Aleatoric |f(Z) - mn_1(2)| < const * O'(Z) Dispersion: 67% of max entropy  Dispersion: 83% of max entropy Dispersion: 96% of max entropy Dispersion: 96% of max entropy  pensity
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Model-Based Learning Protocol in Safe-M3-UCRL e T s R

Observed demand po used as a  Unconstrained M*-UCRL under SAFE-M?-UCRL under known  SArE-M?-UCRL under unknown
target distribution known dynamics dynamics for p = 0.85 dynamics for p = 0.85

Input: Safety constraint ho(-), initial mean-field distribution yg, number of episodes N, number of steps T
1: forn=1,...Ndo

o 10]___ Shared initial state == Safe-M3-UCRL 20
2: Compute C,; fort =1,..., T s el L Lo nRlucRL s
. . YT . . 3 S —
3 Learn a policy s, by optimizing the objective o Z.. - ————
' = k<l
4 Execute the obtained policy ;, R £ g
. . 5 50 @ 2.
5 Collect the trajectories from the representative agent e SafeMPUCRL for p=0.85 § o & e Lo 5 :: e
g 8. —— Unknown i
6: Update the statistical model f,,; %0 E3 N\ o Known —fnte regime
e [ + I‘;_L_I $ L} % 0 -~ Known — infinite regime
T: end for -0.2 { Constraint wolaﬂon? - s — e
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Step # of agents




