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Abstract

In the following paper we describe a new generic method to find an approximate solution for the volume rendering equation using hierarchical, orthonormal wavelet basis functions. The approach is based on the idea that an initial volume data set can be decomposed into a pyramidal representation by means of a 3D wavelet transform. Once the wavelet function is described analytically, it is possible to approximate the volume density function. Moreover, when employing piecewise polynomial spline functions, as in our method, the rendering integral can also be approximated and gradient functions or related features of the data can be computed immediately from the approximation. Due to the localization properties of the wavelet transform both in space and in frequency on the one side and due to the pyramidal subband coding scheme on the other side, this technique allows additionally for the control of the local quality of the reconstruction and provides elegantly for level–of–detail operations.

Aside from the solution of the rendering equation itself, isosurfaces of the data can also be computed with either standard techniques, like marching cubes, or by more sophisticated algorithms that render the basis functions. All these additional rendering techniques can be embedded in a hybrid surface/volume rendering scheme. In our paper, we elucidate this new concept and show its capabilities by different examples.
1 Introduction

Volumetric rendering has become one of the mainstream research lines in Computer Graphics, since many applications require a true 3D insight into the data rather than to provide visualizations of surfaces only. For this end, many algorithms have been developed in the past to get realistic images from an initial volume data set. Application areas reach from medical imaging [10], [19] through to new material analysis and quantum physics [13] up to the simulation of fog and clouds [25]. Most of these approaches use a ray casting process along with a back to front sampling to get the final pixel intensity and color.

The basic goal of volume rendering is to find a good approximation of the low albedo volume rendering integral [2], [11] that expresses the relation between the volume intensity and opacity function and the intensity in the image plane. It is stressed by several authors, that the volume rendering problem goes back to a basic transport equation that regulates the interaction of light and matter in a particle model. Most of the standard volume rendering algorithms therefore approximate an integral equation with the ray parameter $t$ of the type

$$I = \int_{t_1}^{t_2} C(t) e^{-\int_{t_i}^{t} \alpha(s) ds} dt$$

where $C(t)$ stands for a volume intensity function and includes emitted, scattered and reflected light. $\alpha(t)$ is the opacity function of the data and can be used to encode data features to be enhanced in the final images. Hence, the inner integral includes the self–occlusion of the volume.

The most common way to get a numeric solution of eq. (1) employs a zero–order quadrature of the inner integral along with a first–order approximation of the exponential. The outer integral is also solved by a finite sum of uniform samples. We yield

$$I = \sum_{k=1}^{M} C_k \alpha_k \prod_{i=1}^{k-1} (1 - \alpha_i)$$

where $\alpha_k$ are the opacity samples along the ray and $C_k$ are the local color values derived from the illumination model. Note that $I$ has to be computed for each spectral sample $\lambda$, mostly in R,G,B.

A good mathematical analysis of the problem and error bounds of numeric quadrature is provided in [23]. The illumination of the volume has to follow an estimation of the surface normal in each voxel by means of the volume density gradient. Isosurfaces are usually provided either by modulation of the opacity function, where the opaque volume elements represent the required isosurface, or by polygon approximations as the marching cubes [17]. [5] proposed a probabilistic method to get the voxel colors associated to a specific tissue or material to avoid aliasing artifacts. Finally it can be stated that a good volume renderer has in particular to find a good approximation of the volume rendering integral. Due to the huge data sets to be handled, [15] proposed an hierarchical splatting of the volume with scalable basis functions based on
an octree data structure. Another interesting way was described by [22], who extended his initial method to approximate isosurfaces [20] taking advantage of wavelet basis functions. However this approach was limited to isosurface rendering and uses a very expensive scheme to ray–trace an implicit function that included the wavelet expansions.

But in spite of these shortcomings, once a hierarchical, compact and continuous approximation of the volume intensity function is found, it is straightforward to get the intensity function along the ray, to compute the respective gradients and normals and to adjust the quality of the reconstruction locally to interesting data features. Moreover, stressing the wavelet concept as mathematically formulated in [4], [18] or [9], the data set can be expanded by a set of orthonormal, self–similar basis functions derived from each other by scaling and shifting. Since the wavelet transform is both located in space and in frequency, it provides an elegant way to control locally the level of detail, as well as to get features that describe the local data properties. Therefore, wavelets have widely been used in image processing for texture feature extraction.

As we know [6],[8], the segmentation of the initial volume data set is, however, a very important preprocessing step in the rendering process, and many researchers address this with different automatic [5] and semiautomatic[10] techniques. The properties of the wavelet transform offer a concept, that integrates both volume rendering and volume data analysis.

The following paper describes a new method to approximate the volume rendering equation using wavelet transforms. For this purpose, the initial volume data set is transformed into wavelet space using separable 3D extensions of orthonormal wavelet types. Since some wavelets, as the Daubechies one, are not given in a closed form solution we approximate the basis functions with piecewise polynomial splines. This allows a continuous hierarchical approximation of the 3D data set. Due to the local support of the wavelet bases, we can control efficiently the level–of–detail in the data. This enables the emphasizing of local features of interest. Once this continuous piecewise polynomial approximation is computed, the volume intensity function along the ray can easily be formulated and a linear approximation of the exponential absorption term provides a polynomial approximation of the entire rendering integral. This finally leads to an analytic solution.

Our paper is organized as follows: First of all, we elucidate the mathematical basics of the wavelet–transform, describe the different properties of the employed wavelets and show how to get separable 3D extensions. The second chapter sheds light on the continuous approximation of the data with wavelet bases and provides our approximation of the volume rendering integral for the ray–casting process. The third chapter explains how to get isosurfaces in wavelet spaces and compares results obtained from Kalra’s [12] method to the marching cubes [17] reconstruction techniques. Finally we outline a concept for embedding volume data analysis into the rendering process.
2 Mathematical Foundations

2.1 Formulation of the Wavelet Transform

The wavelet–transform (WT) is an integral transform of any finite energy function $f(x) \in L^2(\mathbb{R})$ using a set of self–similar basis functions $\psi_{ab}(x)$. Its generic continuous form description is provided as the following inner product:

$$WT_{f,\psi}(a,b) = \langle f, \psi_{ab} \rangle = \int_{-\infty}^{\infty} \overline{\psi_{ab}(x)} f(x) dx \quad a, b \in \mathbb{R}$$  \hspace{1cm} (3)$$

The single basis functions are derived from each other by scaling and shifting one prototype function $\psi$ controlled by the parameters $a$ and $b$ respectively [9].

$$\psi_{ab}(t) = \frac{1}{\sqrt{|a|}} \psi\left(\frac{t - b}{a}\right)$$  \hspace{1cm} (4)$$

One required property of the orthonormal bases is their band–pass behavior that is defined as

$$\Phi_{ab}(0) = 0, \quad \Psi_{ab}(\omega): \text{Fourier Transform of } \psi_{ab}(x)$$  \hspace{1cm} (5)$$

As any other type of linear transform the WT enables the decomposition and the expansion of the initial function $f(x)$ by superimposing the basis functions.

In order to handle this method with a computer, it is necessary to set up a discrete version. A dyadic scaling of the bases with $a = 2$ and a unit shift $b = 1$ yields:

$$\psi_{mn}(x) := 2^{-m} \psi(2^{-m} x - n) \quad , \quad (\psi_{mn})_{n \in \mathbb{Z}} \text{ basis of vectorspace } U_m$$  \hspace{1cm} (6)$$

In most cases, the bases are furthermore supposed to be orthonormal to each other [4]

$$\langle \psi_{mn}, \psi_{\tilde{m}\tilde{n}} \rangle = \int_{-\infty}^{\infty} \psi_{mn}(t) \overline{\psi_{\tilde{m}\tilde{n}}}(t) dt = \delta_{mn} \delta_{\tilde{m}\tilde{n}}$$  \hspace{1cm} (7)$$

$$\text{with } \delta_{ij} := \begin{cases} 1 & \text{if } i = j \\ 0 & \text{else} \end{cases}$$

Thus the transform with discrete orthonormal wavelets can be mathematically described as

$$DWT_{f,\psi}(m,n) = 2^{-\frac{m}{2}} \int_{-\infty}^{\infty} \overline{\psi(2^{-m} x - n)} f(x) dx \quad m, n \in \mathbb{Z}$$  \hspace{1cm} (8)$$

Mallat [18] stresses this concept by defining a set of multiresolution function spaces $V_m$ that render an approximation of all $f(x) \in L^2(\mathbb{R})$. The space of resolution $m$ is derived from the higher resolution step by a tensor product with the orthonormal complement $U_m$.

$$V_{m-1} = V_m \otimes U_m$$  \hspace{1cm} (9)$$
It can be proofed that the self–similar so–called scaling functions \( \phi \in L^2(\mathbb{R}) \) with \( \phi_{mn}(x) = 2^{-m/2}\phi(2^{-m}x - n) \) provide orthonomal bases of the vectorspaces \( V_m \) in each resolution step. The so–called wavelet \( \psi \in L^2(\mathbb{R}) \) with \( \psi_{mn}(x) = 2^{-m/2}\psi(2^{-m}x - n) \) however is prooved to be a basis of the orthonormal complement \( U_m \).

The statements explained above offer an iterated decomposition scheme, where an intial discrete function can successively be approximated for a given iteration depth \( M \) using the scaling function and wavelets in each orthonormal complement space \( U_m \).

\[
V_0 = V_M \otimes U_M \otimes \cdots \otimes U_0
\]  

(10)

Hence, we obtain:

\[
f(x) : = \sum_j c^0_j \phi_{0j}(x) = \sum_j c^1_j \phi_{1j}(x) + \sum_j d^1_j \psi_{1j}(x) \quad f(x) \in V_0
\]

(11)

\[
= \sum_j c^M_j \phi_{Mj}(x) + \sum_{k=1}^M \sum_j d^k_j \psi_{kj}(x)
\]

2.2 3D–Extensions and Implementation

So far, the definitions were restricted to the one–dimensional case. For multidimensional signal processing, as image analysis or volume rendering, it is necessary to extend the method to multiple dimensions. Beside of the non–trivial nonseparable case [26] there is a straightforward way to accomplish this by means of tensor products of the one–dimensional representatives of the function spaces and of their bases.

Once \( V_m \) is given, we can define a 3D version \( V^3_m \) by

\[
V^3_m = V_m \otimes V_m \otimes V_m
\]

\[
V^3_m = (V_{m+1} \oplus U_{m+1}) \otimes (V_{m+1} \oplus U_{m+1}) \otimes (V_{m+1} \oplus U_{m+1})
\]

(12)

\[
V^3_m = V^3_{m+1} \oplus U^{3,1}_{m+1} \oplus U^{3,2}_{m+1} \oplus \ldots \oplus U^{3,7}_{m+1}
\]

Equation (12) shows, that at each decomposition step, the space is broken up into 7 orthonormal complements that account for the principal orientations of the data, respectively. The corresponding 3D versions of the wavelets and of the scaling function can easily be derived from their one–dimensional relatives, as

\[
\phi^{3}_{mpqr}(x,y,z) : = 2^{-3m/2}\phi(2^{-m}x - p)\phi(2^{-m}y - q)\phi(2^{-m}z - r)
\]

\[
\psi^{3,1}_{mpqr}(x,y,z) : = 2^{-3m/2}\phi(2^{-m}x - p)\phi(2^{-m}y - q)\psi(2^{-m}z - r)
\]

\[
\psi^{3,2}_{mpqr}(x,y,z) : = 2^{-3m/2}\phi(2^{-m}x - p)\psi(2^{-m}y - q)\phi(2^{-m}z - r)
\]

\[
\psi^{3,3}_{mpqr}(x,y,z) : = 2^{-3m/2}\psi(2^{-m}x - p)\psi(2^{-m}y - q)\psi(2^{-m}z - r)
\]
Unfortunately, some of the wavelet types to be explained later are not defined in a closed form solution and consequently the convolution products of eq. (3) cannot be computed explicitly. The implementation of orthonormal wavelet transforms employs so-called quadrature mirror pair filters (QMFs). The basic scheme of this filter bank is illustrated in fig. 1 for a decomposition of volume data. The initial data set is filtered along the x– y– and z– axis and subsampled by the factor 2 using the two filters

\[ H'(\omega) = \sum_{n=-\infty}^{\infty} h(-n)e^{in\omega} \text{ and } G'(\omega) = e^{-i\omega}H'(\omega) + \pi \text{ with } h(n) = 2^{-1/2} \int_{-\infty}^{\infty} \phi(x/2)\phi(x-n)dx \]

respectively. The result from this process are 7 detail signals \( D_m^{d1}f, \cdots, D_m^{d7}f \) that account for the oriented wavelets in this channel and a low pass signal \( A_m^df \) that is decomposed further. This iterated scheme corresponds to a dyadic subband coding of the data.

---

**Fig. 1**  Quadrature mirror pair filter pyramid to implement the 3D wavelet transform

The resulting data pyramid is illustrated in fig. 2. In each branch of this tree the different signal components are emphasized, that were extracted from the corresponding oriented wavelet function. This method al-
allows the efficient implementation of the WT without an explicit definition of the basis function. The problem reduces to the finding of the filter pairs $H'(\omega)$ and $G'(\omega)$.

Fig. 2 Iterated decomposition of the initial volume data by the wavelet transform

### 2.3 Wavelet Basis Functions

The elucidations above do not further restrict the mathematical properties of the wavelet bases and there have been different types proposed in literature depending on smoothness, strict local support and other criteria. This section briefly introduces the most important wavelets we employ for our rendering method. The authors also used them successfully for texture analysis [8].

#### Haar Wavelets

A very simple, but discontinuous basis is given with the Haar wavelet, whose scaling function and corresponding wavelet is defined by

$$\phi(x) = \begin{cases} 1 & \text{for } 0 \leq x \leq 1 \\ 0 & \text{otherwise} \end{cases}$$

$$\psi(x) = \begin{cases} 1 & \text{for } 0 \leq x \leq 1/2 \\ -1 & \text{for } 1/2 \leq x < 1 \\ 0 & \text{otherwise} \end{cases}$$

The Fourier transform of these functions (eq. (15)) show, that these expressions have optimal localization properties in the spatial domain on the one hand

$$\Phi(2\omega) = e^{-i\omega \sin(\omega)/\omega}$$

$$\Psi(2\omega) = i e^{-i\omega \sin^2(\omega/2)/\omega/2}$$

but a rather bad localization in frequency on the other hand.

#### Daubechies Wavelets

In order to obtain better localization in frequency along with a minimal local support in space and smoother basis functions, Daubechies [4] proposes wavelet types as follows: the smoothness can be measured by the regularity $r$, (of any function $\phi$) which is defined as the maximum of $r$ such that

$$|\phi(\omega)| \leq \frac{c}{(1 + |\omega|)^{r+1}} \quad c \in \mathbb{R}^+$$

(16)
This relation also describes the continuity of \( \phi(x) \), where \( \phi(x) \in C^i(\mathbb{R}) \) with \( i \leq r \). The regularity of the Daubechies wavelets is proportional to the number of vanishing moments \( N \), defined by

\[
\int_{-\infty}^{\infty} r^n \phi(x) dx = 0 \quad n \in \{0, \ldots, N\}
\]  

(17)

The function \( \phi \) is only constraint by eq. (18).

\[
\int_{-\infty}^{\infty} \phi(x) dx = 1
\]

(18)

Note, that these wavelets are given by their corresponding QMF–pairs.

\textit{Coiflet – Bases}

Restricting further the scaling function to a fixed number of vanishing moments following eq. (19).

\[
\int_{-\infty}^{\infty} r^n \phi(x) dx = 0 \quad n \in \{1, \ldots, N'\}
\]

(19)

results in a different wavelet type, the so–called Coiflet wavelet [1]. Besides the Haar–Wavelet, strict finite support comes along in the orthonormal case with a lack of symmetry. However there is a relationship between the number of vanishing moments, stated earlier, and the symmetry of the function. Thus Coiflet bases appear to be "more symmetric" then Daubechies ones.

\textit{Battle–Lemarie Wavelets}

Wavelets with an infinite support can be approximated in the frequency plane. An example is given by the equations (20) – (23) (see [18]).

\[
\hat{\phi}(\omega) := \frac{1}{\omega^4 \sqrt{\sum_8(\omega)}}
\]

(20)

where

\[
\sum_8(\omega) := \frac{N_1(\omega) + N_2(\omega)}{105(\sin \frac{\omega}{2})^8}
\]

(21)

with

\[
N_1(\omega) := 5 + 3\left(\cos \frac{\omega}{2}\right)^2 + 3\left(\sin \frac{\omega}{2}\right)^2 \left(\cos \frac{\omega}{2}\right)^2
\]

(22)

and

\[
N_2(\omega) := 2\left(\sin \frac{\omega}{2}\right)^4 \left(\cos \frac{\omega}{2}\right)^2 + 70\left(\cos \frac{\omega}{2}\right)^4 + \frac{2}{3} \left(\sin \frac{\omega}{2}\right)^6
\]

(23)

The resulting wavelet type is often referred to in literature as the Battle–Lemarie wavelet.

Figure 3 gives again a graphical representation of the shape of some one–dimensional wavelet basis functions. We can clearly distinguish between the smooth shape of the Battle–Lemarie wavelet on the one side
and the strict local support of the Daubechies wavelet on the other side.

![Different wavelet types and their one-dimensional representatives](image)

Fig. 3 Different wavelet types and their one-dimensional representatives

We should also note that for continuous approximations we face the competing criteria of providing strict compact support and smooth symmetric shapes along with orthonormality in order to achieve a perfect reconstruction and compact coding.

### 3 Continuous Approximations using Wavelet Bases

#### 3.1 The Volume Rendering Integral

From the sections above we know, that a 3D wavelet decomposition of a volume data set results in a compact pyramidal representation by the coefficients

\[ \tilde{c}_j \in \{ c_{pq}^m, d_{pq}^{m,1}, d_{pq}^{m,2}, d_{pq}^{m,3}, d_{pq}^{m,4}, d_{pq}^{m,5}, d_{pq}^{m,6}, d_{pq}^{m,7} \}. \]

Let \( w_j(x,y,z) \) be the wavelet \( \psi_{pq}^{m,l} \) or scaling basis function \( \varphi_{pq}^m \), the expansion of the volume density function \( f(x,y,z) \) yields
\[ f(x, y, z) = \sum_{m} \sum_{p} \sum_{q} \sum_{r} \left( c_{pqr}^m \phi_{pqr}^m + d_{pqr}^{m,1} \psi_{pqr}^{m,1} + d_{pqr}^{m,2} \psi_{pqr}^{m,2} + d_{pqr}^{m,3} \psi_{pqr}^{m,3} + d_{pqr}^{m,4} \psi_{pqr}^{m,4} \right) 
\]
\[ + d_{pqr}^{m,5} \psi_{pqr}^{m,5} + d_{pqr}^{m,6} \psi_{pqr}^{m,6} + d_{pqr}^{m,7} \psi_{pqr}^{m,7} \right) 
\]
\[ = \sum_{j=1}^{N^3} \hat{c}_j \cdot w_j(x, y, z) \] (24)

where \( N \) represents the voxel resolution.

Once the basis functions are given continuously, eq. (24) provides an continuous approximation of the density function \( f \) with the constraint of perfectly reconstructing the discrete voxel values.

Due to the immense number of basis functions (for \( 128^3 > 2 \text{ Mio.} \)) we are forced to define a significance measure for the data to reject unimportant coefficients. In [20] a generic significance is proposed as \( 8^m |\hat{c}_j| \) but when carefully analyzing the scaling properties on multidimensional WTs, we found that \( 2^{s/2+3m/2} |\hat{c}_j| \) addresses the problem better. \( s \) represents the number of 1D scaling functions from which the respective 3D basis \( w_j(x, y, z) \) is composed. Even more than this, we can also compute the local signal energy \( E_j \) from the Norm \( \| \cdot \|_{L^2} \) as

\[ E_j = \int \int \int |\hat{c}_j w_j(x, y, z)|^2 dx dy dz = |\hat{c}_j| \cdot \| w_j(x, y, z) \|^2 \] (25)

for each component [18]. Supposing the basis functions to hold

\[ \langle w_j, w_j \rangle = 1 \] (26)

we obtain the local energy by the square of the corresponding coefficients

\[ E_j = |\hat{c}_j|^2 \] (27)

These equations allow us to estimate the error bounds of our approximation when rejecting unimportant coefficients and renders an alternate method to define a significance based on energy rather than on amplitude measures. Once the coefficients are filtered we obtain a modified approximation \( \hat{f}(x, y, z) \) as

\[ \hat{f}(x, y, z) = \sum_{j=1}^{K} \hat{c}_j \cdot \hat{w}_j(x, y, z) \] (28)

In chapter 2 we elaborated that some wavelet types are not given in a closed form solution and properties of smoothness, symmetry and the keeping of the orthonormality can only be achieved by infinite support. For this end we have to cut off some wavelets on the one side and we have to find a generic interpolation scheme on the other side. In order to compare different wavelet types to each other and to be independent
of the basis function, we require a generic continuous representation scheme. Furthermore, the final goal is to find an approximate and analytic solution for the ray intensity function. Thus the discrete values of the wavelet functions obtained by iteration [4] are interpolated by piecewise polynomials using cubic splines in each interval $I \subseteq \mathbb{R}^3$.

### 3.2 A Ray–Casting Method in Wavelet Space

The separability of the bases $\hat{w}_j$ allows us to write eq. (28) as

$$\hat{f}(x,y,z) = \sum_{j=1}^{K} \hat{c}_j \cdot b_j^1(x) \cdot b_j^2(y) \cdot b_j^3(z)$$

(29)

where the $b_j$ represent the $x,y$ and $z$–components of the basis functions.

The image generation with ray casting turns out to be a parametrization of the ray as

$$\begin{pmatrix} x \\ y \\ z \end{pmatrix} = \begin{pmatrix} \alpha_x t + \beta_x \\ \alpha_y t + \beta_y \\ \alpha_z t + \beta_z \end{pmatrix}$$

$\alpha := [\alpha_x, \alpha_y, \alpha_z]^T$, $\beta := [\beta_x, \beta_y, \beta_z]^T$.

(30)

$\alpha$ and $\beta$ are the viewing direction and the eyepoint respectively.

We obtain the intensity function along the ray with

$$\hat{f}(t) := \hat{f} \left( \begin{pmatrix} \alpha_x t + \beta_x \\ \alpha_y t + \beta_y \\ \alpha_z t + \beta_z \end{pmatrix} \right) = \sum_{j=1}^{K} \hat{c}_j \cdot b_j^1(\alpha_x t + \beta_x) \cdot b_j^2(\alpha_y t + \beta_y) \cdot b_j^3(\alpha_z t + \beta_z)$$

(31)

This scheme is illustrated in fig. 4. The ray intensity function is provided by projecting the single basis functions onto the ray and by superimposing them. It is accomplished by scaling with $\alpha$ and by translating with $\beta$. Due to the piecewise spline interpolation we get now a continuous approximation of the ray intensity function. In each interval $[t_n, t_{n+1}]$ and for each component of the resulting vector the polynomials $b_{j,n}^i(t)$ are given for each wavelet $w_j$ as

$$b_{j,n}^i(t) = \sum_{k=0}^{\text{Grad}(b_{j,n}^i)} \tilde{a}_{k,n}^i \cdot t^k$$

(32)

and their coefficients $\tilde{a}_{k,n}^i$ as

$$\tilde{a}_{k,n}^i = \sum_{l=k}^{\text{Grad}(b_{j,n}^i)} \left( \frac{1}{l-k} \right) a_{l,n}^i \cdot \alpha^k \cdot \beta^{l-k}$$

(33)

$a_{l,n}^i$: Spline coefficients in intervall $[t_n, t_{n+1}]$

Thus we can write
\[ b_{j}^{i,n}(t) = \sum_{k=0}^{\delta} \left( \sum_{l=0}^{k} \left( \frac{l}{l-k} b_{i,j}^{l,n} \cdot \alpha_{k} \cdot \beta_{l-k} \right) t^{k} \right) \] with \( t \in [t_{n}, t_{n+1}] \) \hspace{1cm} (34)

The final expression for \( \hat{f}(t) \) is obtained by

\[
\hat{f}(t) = \sum_{j=1}^{K} \sum_{k=0}^{\delta} \left( \sum_{l=0}^{k} \left( \frac{l}{l-k} a_{i,j}^{l,n} \cdot \alpha_{k} \cdot \beta_{l-k} \right) t^{k} \right) \] 
\[ \cdot \sum_{k=0}^{\delta} \left( \sum_{l=0}^{k} \left( \frac{l}{l-k} a_{j}^{l,n} \cdot \alpha_{k} \cdot \beta_{l-k} \right) t^{k} \right) \] 
\[ \cdot \sum_{k=0}^{\delta} \left( \sum_{l=0}^{k} \left( \frac{l}{l-k} a_{j}^{l,n} \cdot \alpha_{k} \cdot \beta_{l-k} \right) t^{k} \right) \] \hspace{1cm} (35)

Fig. 4  Illustration of the rendering process

Eq. (35) stresses that we have a polynomial representation that can be integrated straightforwardly. Unfortunately the rendering equation incorporates an exponential absorption term.

Now, depending on the application we focus at, there are different ways to get the image intensity \( I \). In this simple case, we do not consider self–occlusion, and eq. (1) simplifies to

\[ I = \int_{t_{1}}^{t_{2}} f(t) \, dt \] \hspace{1cm} (36)
We obtain a piecewise analytic solution for each intervall \([\nu', \nu']_{n+1}\) by the piecewise primitive functions

\[ W_j^n(t) = \int b_1^j(t) \cdot b_2^j(t) \cdot b_3^j(t) \, dt , \]

with

\[ I = \sum_{j=1}^{K} I_j = \sum_{j=1}^{K} \sum_{n=0}^{L-1} \left[ W_j^n(t_j) - W_j^n(t_{n+1}) \right] \]

\(L^j\): number of spline intervalls for wavelet \(w_j\) \hspace{0.5em} (37)

Note, that the size of the intervalls depend either on how the viewing ray intersects the wavelet and on the step size \(m\) of the pyramids. In the case of a close form representation of the \(W_j(t)\) it simplifies to

\[ I = \sum_{j=1}^{K} I_j = \sum_{j=1}^{K} \hat{c}_j \left[ W_j(t_2) - W_j(t_1) \right] \] \hspace{0.5em} (38)

In order to include a self–occlusion term and to evaluate the inner integral, we set for instance the function \(\alpha(s) = \hat{f}(s)\) and obtain the following expression:

\[ e^{-\int_{t_1}^{t} \hat{f}(s) \, ds} = e^{-\sum_{j=1}^{K} \sum_{n=0}^{L-1} \left[ W_j^n(t_{n+1}) - W_j^n(t_{n}) \right] \hat{c}_j} \]

\(\forall j\), \(t_j = t_1\) \hspace{2em} (39)

Due to the local support of the WT, we have only to account a subset of wavelets along the ray. A linear approximation of the exponential function aligned to the spline intervalls yields

\[ e^{-\int_{t_1}^{t} \hat{f}(s) \, ds} \approx \prod_{j=1}^{K} \hat{c}_j \left( 1 - \left[ W_j^n(t_{n+1}) - W_j^n(t_{n}) \right] \right) \] \hspace{0.5em} (40)

Again, it has to be noted that a closed form representation provides a compact approximation, but a larger linearization error.

\[ e^{-\int_{t_1}^{t} \hat{f}(s) \, ds} = \prod_{j=1}^{K} \hat{c}_j \left( 1 - \left[ W_j(t_2) - W_j(t_1) \right] \right) \] \hspace{0.5em} (41)

The final discrete solution of the rendering equation depends on the shading model, but we can follow the principles of eq. (2):
Equation (42) provides then an approximate, analytic solution of the inner product. The gradient \( \nabla f(x, y, z) \) that is required for shading can be computed easily from

\[
\nabla f \left( \frac{xy}{z} \right) = \sum_{j=1}^{K} \hat{c}_j \cdot \left( \frac{d}{dx} b_j^1(x) \cdot b_j^2(y) \cdot b_j^3(z) \cdot b_j^1(x) \cdot \frac{d}{dy} b_j^2(y) \cdot b_j^3(z) \cdot b_j^1(x) \cdot \frac{d}{dz} b_j^3(z) \right) \quad (43)
\]

We have to mention here, that the implementation of these equations is not straightforward. Although the picewise spline interpolation of the basis functions has only to be performed for the 1D–prototypes of \( \psi \) and \( \phi \), the calculation of the spline intervalls in \( t \) are computationally very expensive.

The problem of getting isosurfaces in the images will be treated separately and discussed in the next section. The pictures in this paper were based on eq. (36).

### 3.3 Examples

The pictures in fig. 5 and fig. 6 show the effects of continuous wavelet–based approximations for volume rendering and allow one to compare the influence of the shape of the basis function with the final image quality. In fig. 5 the surface of a simple voxelized model obtained by different basis functions is represented. The results are perfect reconstructions of the initial binarized volume intensities using only basis functions of the iteration \( m=0 \). We can clearly identify how the final approximation of the volume surface is influenced by the smoothness of the wavelet. The respective filter–coefficients are given in appendix A.

**Fig. 5** Perfect reconstructions of a simple voxel object rendered an opaque surface with different wavelets of the iteration \( m=1 \)

a) Daubechies wavelet, 4–tap (N=2)
b) Coiflet wavelet, 6–tap
b) Battle–Lemarie wavelet

In fig. 6 a Gaussian density distribution was voxelized at a resolution of \( 32^3 \) and rendered with different numbers of coefficients and iteration depths. The isosurface was set to \( \tau = 0.5 \) and surrounding it, the intensities below that threshold are represented as a bluish translucency. We should note that symmetry and shape of the wavelet strongly influence the shape of the isosurface. Assymetric and fractallike functions, as for instance the Daubechies wavelet, generate artifacts, such as rips or modulations of the translucency. It is interesting to compare them to the shapes obtained by a standard marching cubes on the initial volume data set.
Fig. 6  Images obtained from a Gaussian density distribution of $32^3$ voxels:
(a) Isosurface at $\tau = 0.5$ with a marching cubes algorithm
(b,c,d) Isosurfaces and translucent hull obtained from a Battle–Lemarie wavelet with
(b) 151
(c) 345
(d) 961 coefficients
(e,f,g) Isosurfaces and translucent hull obtained from a Coiflet wavelet with
(e) 82,
(f) 345
(g) 1006 coefficients
(h,i,j) Isosurfaces and translucent hull obtained from a Daubechies wavelet with
(h) 206,
(i) 494
(j) 1154 coefficients

The pictures were generated with our hybrid renderer that composes the volumetric intensities with the isosurfaces. In these examples, the isosurfaces were rendered using the implicit function approach of chapter 4 [12]. The coefficients were filtered according to the significance measures in section 3.1.

4  Rendering of Isosurfaces in Wavelet Spaces

4.1  Implicit Function Approach versus Marching Cubes

As we mentioned, the wavelet decomposition opens up different ways to get isosurfaces from volume data. Direct ways of volume integration to get opaque surfaces, as proposed by [5] or [16] usually base on shading models that estimate the surface normal by means of the volume gradient $\nabla f$. They provide good–looking images but do not exactly solve the illumination equation. In these cases, the computation of the gradient follows eq. (43) in section 3.2. Another way to solve the isosurface problem is proposed by [21]. It bases on the idea, that isosurfaces of a threshold $\tau$ satisfy

$$\hat{f}(x, y, z) = \tau \Rightarrow \hat{f}(x, y, z) - \tau = 0$$  \hspace{1cm} (44)

in the continuous approximation of eq. (28).

Equation (44) leads to an implicit function that can be rendered using methods as in [12]. Since we deal with polynomials, all required terms can be computed analytically, as for instance the Lipschitz condition
\[ L \geq \max_{\mathcal{B}_c} |\nabla \hat{f}(x, y, z)| \]

\[ L := \sum_{j=1}^{K} |\hat{c}_j| \cdot \left( \max_{[x_{\min}, x_{\max}]} \left| \frac{d}{dx} b^1_j(x) \right| \cdot \max_{[y_{\min}, y_{\max}]} \left| b^2_j(y) \right| \cdot \max_{[z_{\min}, z_{\max}]} \left| b^3_j(z) \right| + \max_{[x_{\min}, x_{\max}]} \left| b^1_j(x) \right| \cdot \max_{[y_{\min}, y_{\max}]} \left| \frac{d}{dy} b^2_j(y) \right| \cdot \max_{[z_{\min}, z_{\max}]} \left| b^3_j(z) \right| + \max_{[x_{\min}, x_{\max}]} \left| b^1_j(x) \right| \cdot \max_{[y_{\min}, y_{\max}]} \left| b^2_j(y) \right| \cdot \max_{[z_{\min}, z_{\max}]} \left| \frac{d}{dz} b^3_j(z) \right| \right) \]

and the gradient function \( g(t) \) along the ray

\[ g(t) := \frac{d}{dt} \hat{f}(t) \]

The pictures of fig. 6 were generated using this method. Unfortunately, there are several shortcomings in this approach: Due to the huge number of basis functions, Kalra’s method becomes extremely time consuming. Furthermore, the appearance of the isosurface is strongly influenced by the shape of the wavelet, that has to be represented in a continuous form. Hence, it becomes interesting to apply a simple marching cubes technique [17] on the back–transformed data set and to compose the polygons with the volume data during the rendering process. In these cases, the isosurface generation is no longer performed in wavelet space, but the local data quality is still controlled by the wavelets.

### 4.2 Examples

Figure 7a shows the bust of Johann Strauss, as it is derived from a 3D lasercanner. This model was illuminated and voxelized with a resolution of 32\(^2\)x64 voxels. The isosurfaces obtained from a marching cubes are presented for a flat and for a smoothly shaded reconstruction in figs. 7b and 7c respectively. Figures 8a,c,b show the isosurface reconstruction with Kalra’s method [12] that is accomplished immediately on using the basis functions in wavelet space. In figure 9a,b,c the same reconstructions are presented after an inverse transform of the filtered data and with a marching cubes algorithm. In both cases, an increasing number of coefficients were employed to encode the data. We can clearly recognize that the level of detail increases as the number of wavelets is raised. In figures 8a and 9a only the low–pass coefficients represent the data and therefore the fine grain details of the surface shape included in the higher frequencies do not appear at all. With an increasing number of coefficients, more and more surface details become visible.

In order to compare the influence of the wavelet, the same situation is presented for Coiflet bases in fig. 10 and in fig. 11. Similar to our Gaussians, the smoothness of the isosurface strongly depends on the shape of the wavelet. Hence, the Coiflet wavelet renders “rounder” shapes. The local properties of the WT are demonstrated with the pictures in fig. 12. The shapes were rendered with a spatially varying level–of–detail. The top of the head is perfectly reconstructed, whereas in the lower part of the bust only the scaling
functions were employed to encode the data. Figure 12a shows the original and 12b, c and d local reconstructions with Haar–, Coiflet and Battle–Lemarie wavelets, respectively.

**Fig. 7**  
- a) Range data of a bust of Johann Strauss  
- b) Voxelized volume data at a resolution $32^2 \times 64$  
- c) Isosurface reconstruction using a marching cubes algorithm

**Fig. 8**  
Isosurface reconstruction using Kalra’s method and 3D–wavelets with $\tau=0.5$
- a) 1180 coefficients, $m = 3$ only
- b) 2832 coefficients, $m = 2$ only
- c) 9601 coefficients, $m = 1$ only

**Fig. 9**  
Isosurface reconstruction using marching cubes methods with $\tau=0.5$ and Battle–Lemarie–wavelets
- a) 1180 coefficients, $m = 3$ only
- b) 2832 coefficients, $m = 2$ only
- c) 9601 coefficients, $m = 1$ only

**Fig. 10**  
Isosurfaces obtained from Coiflet–wavelets and Kalra’s method
- a) 1397 coefficients, $m = 3$ only
- b) 2422 coefficients, $m = 2$ only
- c) 13177 coefficients, $m = 1$ only

**Fig. 11**  
Isosurfaces obtained from Coiflet–wavelets and marching cubes method
- a) 1397 coefficients, $m = 3$ only
- b) 2422 coefficients, $m = 2$ only
- c) 13177 coefficients, $m = 1$ only

**Fig. 12**  
Spatially varying reconstruction using different kinds of wavelets. The upper part is perfectly reconstructed, whereas the lower was filtered by our significance filter, described in 3.1. after a decomposition of depth $m=2$
- a) Original  
- b) Haar wavelets  
- c) Coiflet wavelets  
- d) Battle–Lemarie wavelets

**Fig. 13**  
Isosurfaces from a volume that was decomposed, filtered and reconstructed by using a Battle–Lemarie wavelet for different thresholds (2832 coeff, marching cubes)
- a) $r = 0.1$  
- b) $r = 0.3$  
- c) $r = 0.5$  
- d) $r = 0.8$

Finally, fig. 13a,b,c, expresses the influence of the threshold $\tau$ defined for the isosurface. Since the inverse WT provides floating point values normalized between 0 and 1 the shape obtained from the marching cubes depends also on the selected isosurface value. Too small values give rise to some holes in the reconstruction (see fig. 13a). All other pictures were rendered using intermediate values for $\tau = 0.5$. With respect to the computational costs, the marching cubes method has to be favourable to the expensive Kalra’s method although the latter provides the accurate solution for a particular isosurface.

## 5 Integration of Data Analysis and Visualization

### 5.1 The Vision

In the above sections most emphasis was placed on the mathematical analysis of wavelet–based volume and isosurface rendering. The WT however, has successfully been used for data feature extraction as well [28],[14],[3],[8]. In particular in the field of image processing, several approaches to texture analysis have
been proposed so far. Most of these techniques have been performed by using a local WT on single co-
herent texture samples. In order to overcome this restriction, we proposed a new concept for texture fea-
ture extraction in images based on a global WT [8]. The features are derived from the local wavelet coeffi-
cients and take advantage of the localization properties of the WT. These results motivated us to extend
the segmentation scheme to 3D and to embed it into the rendering process – all that in the underlying data
space of the WT. Figure 14 illustrates again our pipeline, where one global WT is first performed on the
initial data set.

Fig. 14  Framework for integrated volume rendering and data analysis in wavelet spaces

Once the data is transformed, the segmentation pipeline associates a segmentation to all voxels in the data
set. Therefore, we first extract a wavelet stream of coefficients from the wavelet pyramid for each voxel.
This vector is taken as the feature vector describing the local properties of the data surrounding the voxel.
These data have to be decorrelated, because our extraction scheme renders slightly correlated features,
in spite of the orthonormality of the transform. After normalizing the features, they are feed into a neural
network [7] that accomplishes clustering and classification. The result from this process is a segmentation
map, that can be imported into the volume renderer.

5.2 Including Segmentation Results

There are different ways to incorporate segmentation results into the rendering process. [16], for instance
used an $\alpha$–map to enhance local details. [5] chose a probabilistic model and distributed the percentage
of material to each pixel.

From the pictures above we know that it is possible to render opaque voxel object surfaces using appropriate
isosurface techniques. In particular fig. 5 corresponds to a splatting of the data with wavelet basis func-
tions. Hence we could splat the respective voxels with basis functions of different iterations. The general description of the method can be obtained as

\[ \tilde{f}(x, y, z) = \sum_{i, j, k \in \text{subvolume}} b_{i,j,k}(x, y, z) \]  \hspace{1cm} (47)

where \( \tilde{f}(x, y, z) \) is the subvolume to be splatted. The single splatting functions are defined as shifted versions of one prototype \( b(x, y, z) \).

\[ b_{i,j,k}(x, y, z) := b(x - i, y - j, z - k) \]  \hspace{1cm} (48)

If we choose radial basis functions of the type

\[ b(x, y, z) := b_1(x)^2 + b_2(y)^2 + b_3(z)^2 \]  \hspace{1cm} (49)

the single voxels will be represented as small spherical objects. This is illustrated for an experimental situation in fig. 15. In this picture, we employed cubic basis functions. The coherence of the resulting shape depends on the support of the splatting function and on the threshold chosen for the isosurface.

**Fig. 15** Splatting of spherical basis functions to illustrate the possibility to encode local data properties in terms of color.
6 Conclusion

In this paper, we proposed a new method to get approximate solutions of the low-albedo volume rendering equation in wavelet spaces. We proposed different techniques to render both isosurfaces and translucent volumes using piecewise cubic splines to interpolate the wavelet function. The framework of the wavelet transform offers an elegant way to combine localisation and level-of-detail. Furthermore, this method provides piecewise analytic solutions of the intensity integral, since the underlying volume is approximated continuously by polynomials. The quality of the results depends strongly on the types of the selected basis function. Yet, it turns out, that the projection of the bases onto the ray is computationally expensive. Hence we have to find a wavelet, that is smooth, of strict finite support, orthonormal and that provides a closed-form integral in $t$. These properties account for both rendering and data analysis, but cannot be satisfied in common. Thus a compromise has to be found.
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Discrete filter coefficients $h(n)$

<table>
<thead>
<tr>
<th>n</th>
<th>Daubechies 4–tap</th>
<th>Coiflet 6–tap</th>
<th>Battle–Lemarie</th>
</tr>
</thead>
<tbody>
<tr>
<td>−14</td>
<td>0.0</td>
<td>0.0</td>
<td>−.01103739</td>
</tr>
<tr>
<td>−13</td>
<td>0.0</td>
<td>0.0</td>
<td>0.001882134</td>
</tr>
<tr>
<td>−12</td>
<td>0.0</td>
<td>0.0</td>
<td>0.002186714</td>
</tr>
<tr>
<td>−11</td>
<td>0.0</td>
<td>0.0</td>
<td>−.003882426</td>
</tr>
<tr>
<td>−10</td>
<td>0.0</td>
<td>0.0</td>
<td>−.004353840</td>
</tr>
<tr>
<td>−9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.008201477</td>
</tr>
<tr>
<td>−8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.008685294</td>
</tr>
<tr>
<td>−7</td>
<td>0.0</td>
<td>0.0</td>
<td>−.017982291</td>
</tr>
<tr>
<td>−6</td>
<td>0.0</td>
<td>0.0</td>
<td>−.017176331</td>
</tr>
<tr>
<td>−5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.042068328</td>
</tr>
<tr>
<td>−4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.032080869</td>
</tr>
<tr>
<td>−3</td>
<td>0.0</td>
<td>0.0</td>
<td>−.110036987</td>
</tr>
<tr>
<td>−2</td>
<td>0.0</td>
<td>0.0</td>
<td>−.050201753</td>
</tr>
<tr>
<td>−1</td>
<td>0.0</td>
<td>0.0</td>
<td>0.433923147</td>
</tr>
<tr>
<td>0</td>
<td>0.482962913145</td>
<td>−.072732619494</td>
<td>0.766130398</td>
</tr>
<tr>
<td>1</td>
<td>0.836516303738</td>
<td>0.337897662369</td>
<td>0.433923147</td>
</tr>
<tr>
<td>2</td>
<td>0.224143868042</td>
<td>0.852572019987</td>
<td>−.050201753</td>
</tr>
<tr>
<td>3</td>
<td>−.129409522551</td>
<td>0.384864846763</td>
<td>−.110036987</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>−.072732965094</td>
<td>0.032080869</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>−.015655728131</td>
<td>0.042068328</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>−.017176331</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
<td>−.017982291</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>0.0</td>
<td>0.008685294</td>
</tr>
<tr>
<td>9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.008201477</td>
</tr>
<tr>
<td>10</td>
<td>0.0</td>
<td>0.0</td>
<td>−.004353840</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>0.0</td>
<td>−.003882426</td>
</tr>
<tr>
<td>12</td>
<td>0.0</td>
<td>0.0</td>
<td>0.002186714</td>
</tr>
<tr>
<td>13</td>
<td>0.0</td>
<td>0.0</td>
<td>0.001882134</td>
</tr>
<tr>
<td>14</td>
<td>0.0</td>
<td>0.0</td>
<td>−.01103739</td>
</tr>
</tbody>
</table>