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ABSTRACT

This paper discusses a Finite Element approach for volumetric soft tissue modeling in the context of facial surgery simulation. We elaborate on the underlying physics and address some computational aspects of the finite element discretization.

In contrast to existing approaches speed is not our first concern, but we strive for the highest possible accuracy of simulation. We therefore propose an extension of linear elasticity towards incompressibility and nonlinear material behavior, in order to describe the complex properties of human soft tissue more accurately. Furthermore, we incorporate higher order interpolation functions using a Bernstein-Bézier formulation, which has various advantageous properties, such as its integral polynomial form of arbitrary degree, efficient subdivision schemes, and suitability for geometric modeling and rendering. In addition, the use of tetrahedral Finite Elements does not put any restriction on the geometry of the simulated volumes.

Experimental results obtained from a synthetic block of soft tissue and from the Visible Human Data Set illustrate the performance of the envisioned model.

CR Categories: I.3.5 [Computational Geometry and Object Modeling]; Physically Based Modeling; I.3.7 [Three-Dimensional Graphics and Realism]; G.1.8 [Partial Differential Equations]; Finite Element Methods


1 INTRODUCTION

1.1 Motivation

Maxillofacial surgery and craniofacial surgery take care of a great variety of diseases of the whole face and skull, i.e. fractures, tumors, infections and malformations. Fractures of craniofacial bones have to be repositioned and fixed and a wide spectrum of facial and craniofacial malformations (e.g. figure 1) have to be treated. Some of the patients show only minor asymmetries, e.g. of the mandible and chin and hence seek for treatment. Others show major deformed faces due to inherited syndromes, e.g. Crouzon-Syndrome, Apert-Syndrome etc. or as a result of congenital diseases without inheritance (e.g. hemifacial microsomnia). Other malformations comprise acquired diseases during childhood or adolescence (e.g. reduced growth of a jaw after trauma to the temporomandibular joint, i.e. the jaw-joint).

All these categories of diseases result in facial asymmetry or disfigurement. In addition to the general impairment of their health patients with these diseases suffer a great deal from their facial deformities. Since the human face plays a key role in interpersonal relationships it is essential not only to cure the underlying disease but also to predict the post-surgical morphology and appearance of the face. It is obvious that this is a critical issue for patients with facial deformities. Moreover, cranio-maxillofacial surgery has to strive for reconstruction of a balanced face. Even very subtle malformations of facial proportions can strongly affect the appearance of a face and determine on aesthetic aspects such as individual beauty [10].

Therefore, surgeons often face the problem of predicting a fair facial surface before the actual surgery is carried out. Figure 1 illustrates a typical malformation of a female’s face and its correction by surgery. Normally, the planning of a maxillofacial surgical procedure is done by means of lateral X-ray images thereby predicting the 2D appearance of the postsurgical profile. Lateral X-ray images illustrating the actual and postsurgical profiles are presented in figures 1b and 1d respectively. It is clear that both surgeons and their patients have a strong demand for a method which enables them to compute highly realistic 3D pictures of the post surgical shape. Any computation should be based on data available, or at least easy to obtain from the patient, e.g. CT or MRI scans in combination with laser scans of the surface. Obviously, the model has to capture the most important anatomical and mechanical parameters of the face in order to predict accurately the facial shape. Although various approaches to this problem can be found in literature, a satisfying solution does not exist yet. Contrary to existing approaches [3, 4, 12, 13, 15], which mostly aim at real-time application, a face model suitable for our purpose has to base on more sophisticated finite element modeling, where true volumetric soft tissue models have to be combined with accurate geometric models of facial surface and individual skull.

1.2 Previous Work

Many approaches to facial simulation are based on surface models. Early works such as [19] restricted themselves to pure geometric deformations, mostly carried out directly on parametric surfaces. However, with physically based modeling paradigms, more realistic facial models arose, first based on mass spring systems and finite difference schemes (see e.g. [22]), later applying the Finite Element Method (FEM) for the solution of the inherent partial differential equations (see e.g. [5]).
common aspect of these models is the minimization of an energy functional of an elastic body subjected to deformation.

Koch et al. developed a surface based Finite Element approach which yielded very promising results both in the field of surgery simulation [15] and facial animation [14]. They approximated the volumetric behavior through a spring mesh connecting the thin plate spline surface to the skull. Lee et al. [17] presented a realistic model for facial animation which was based on prism elements combining the facial surface with a layered synthetic tissue model. Both, Koch and Lee, took into account anatomy and implemented an elaborate model of facial skin layers. Although both models have proved very powerful in the context of animation the lack of accurate volumetric physics diminishes their value in the field of surgery simulation.

Therefore, we focus our attention on volumetric models which implement as closely as possible the true behavior of tissue and skin. Keeve et al. introduced a computer-aided surgical planning system, first using a mass spring tissue model [12] and later incorporating linear prism elements [13]. Both approaches made use only of linear interpolation within the elements, and restricted themselves to linear elasticity in the implementation. The use of linear interpolation calls for a higher subdivision in order to reach the accuracy required in surgery simulation. This is a consequence of the fact, that convergence of Finite Element solutions can be achieved either by successive refinement of the mesh, or by increasing the polynomial degree of the interpolation on a fixed mesh. Furthermore, the use of prism elements restricts the geometry of the volume to shell-shaped structures.

In 1994, Morten Bro-Nielsen introduced the modeling of elastic solids using active cubes [3]. The approach combined snake-like feature extraction in CT data sets with energy minimization, but did not achieve the precision required for surgery simulation. In 1996, he presented a promising approach designed for real-time application, which modeled both linear elasticity and dynamic behavior using Finite Elements [4]. Aiming at real-time simulation, he again had to restrict himself to linear Finite Elements.

In the following paper we present a versatile framework for the Finite Element simulation of soft tissue for the application in facial surgery simulation. Our major contribution is the incorporation of higher order polynomial interpolation functions using a Bernstein-Bézier formulation, on the one hand, and an extension towards incompressible and nonlinear material behavior, on the other hand. In contrast to prior approaches we strive for accuracy instead of speed, and therefore accept higher computational costs. We take into consideration aspects both of underlying physics and of Finite Element discretization, and give some insight into the implementation of a prototype system. In order to be as general as possible from a geometrical point of view, we use Finite Elements defined over tetrahedra. This enables us to use arbitrary tetrahedralizations such as those presented in [21].

The outline of the paper is as follows: For reasons of readability, Section 2 deals with different aspects of the underlying physics, such as linear vs. nonlinear elasticity and incompressibility as well as some adaptations for our application. Section 3 discusses the solution strategies, i.e. the Finite Element discretization and the Bernstein-Bézier approach, and gives an idea of the implementation of the system. Results on synthetic data and on the Visible Human Data Set [18] are given in Section 4.

2 UNDERLYING PHYSICS

The analysis of soft tissue requires the idealization of tissue into a form that can be solved, the formulation of the mathematical and physical model, and the interpretation of the results. In our approach to soft tissue simulation we think of tissue as being elastic and therefore based on the theory of static elastomechanics. As for all continuous-system mathematical models, the governing differential equations must hold throughout the domain of the system.

In order to derive the governing differential equations, we follow the variational approach, which essentially calculates the total potential \( II \) of the system — the functional of the problem — and invokes the stationarity of \( II \), i.e. \( \delta II = 0 \), which is equivalent to finding the configuration of minimal potential energy. In elastomechanics the potential \( II \) can be regarded as the elastic energy of the body minus the work done by externally applied forces. In the following sections we will first discuss linear elasticity and then go on to incompressible materials and nonlinearity.

2.1 Linear Elasticity

We think of an elastic body as the domain \( \Omega \subset \mathbb{R}^3 \) in the fixed coordinate system \( X, Y, Z \) (see figure 2). The body’s surface is partly supported on the area \( S_w \) with prescribed displacements \( u^w \). In addition, the body is subjected to externally applied forces \( f = \{ f_X, f_Y, f_Z \} \). The forces together with the prescribed displacements yield a displacement field within the body which we denote by

\[
\mathbf{u}(X, Y, Z) = \begin{bmatrix} u(X, Y, Z) \\ v(X, Y, Z) \\ w(X, Y, Z) \end{bmatrix}
\]

with \( \mathbf{u} = \mathbf{u}^w \) on \( S_w \). The displacement field itself corresponds to strains \( \varepsilon \) [1, 23]

\[
\varepsilon = \begin{bmatrix} \varepsilon_{XX} & \varepsilon_{XY} & \varepsilon_{XZ} \\ \varepsilon_{YX} & \varepsilon_{YY} & \varepsilon_{YZ} \\ \varepsilon_{ZX} & \varepsilon_{ZY} & \varepsilon_{ZZ} \end{bmatrix}
\]

where

\[
\begin{align*}
\varepsilon_{XX} &= \frac{\partial u}{\partial X} , & \varepsilon_{XY} &= \frac{\partial v}{\partial Y} , & \varepsilon_{XZ} &= \frac{\partial w}{\partial Z} \\
\gamma_{XY} &= \frac{\partial u}{\partial Y} + \frac{\partial v}{\partial X} , & \gamma_{YZ} &= \frac{\partial v}{\partial Z} + \frac{\partial w}{\partial Y} , & \gamma_{ZX} &= \frac{\partial w}{\partial X} + \frac{\partial u}{\partial Z}
\end{align*}
\]

with \( \varepsilon_{XX}, \varepsilon_{YY}, \) and \( \varepsilon_{ZZ} \) as volumetric strain components and \( \gamma_{XY}, \gamma_{YZ}, \) and \( \gamma_{ZX} \) as deviatoric or shear strain components. The state of stress \( \tau \) at an arbitrary point within \( \Omega \) can be described as

\[
\tau = \begin{bmatrix} \tau_{XX} & \tau_{XY} & \tau_{XZ} \\ \tau_{YX} & \tau_{YY} & \tau_{YZ} \\ \tau_{ZX} & \tau_{ZY} & \tau_{ZZ} \end{bmatrix}
\]

In analogy to the strain components, \( \tau_{XX}, \tau_{YY}, \) and \( \tau_{ZZ} \) describe the normal stresses in the coordinate directions whereas \( \tau_{XY}, \tau_{YZ}, \) and \( \tau_{ZX} \) denote shear stresses. Assuming linear behavior we find for isotropic bodies the following linear relationship between stress and strain:

\[
\tau = C \varepsilon .
\]
In (5), often referred to as the constitutive relation between stress and strain, $C$ denotes the stress-strain material matrix

$$
C = \frac{E}{(1 + \nu)(1 - 2\nu)} \begin{bmatrix}
1 - \nu & \nu & 0 \\
\nu & 1 - \nu & 0 \\
0 & 0 & \frac{1}{2} - \nu \\
\frac{1}{2} - \nu & \frac{1}{2} - \nu & \frac{1}{2} - \nu
\end{bmatrix}
$$

which can be derived using the generalized Hooke’s law [20, 23]. $E$ and $\nu$ denote Young’s modulus and Poisson’s ratio respectively. The magnitude of $E$ controls the stiffness of the material whereas $0 \leq \nu \leq 0.5$ measures the material’s incompressibility. For $\nu = 0.5$ we obtain total incompressibility which obviously can’t be handled by (6). The corresponding reformulation of the problem will be discussed in Section 2.2.

In essence, the problem can be formulated as follows: Given the geometry of the body, the loads $f$, the boundary or support conditions $u^-$, and the stress-strain relation of the material, calculate the displacement field $u(X, Y, Z)$ within the body.

As mentioned above, the solution to the problem is the configuration $u$ which minimizes the potential energy of the system. For linearly elastic materials we obtain the potential $\Pi$ as the difference of the elastic energy within the body and the work done by externally applied forces:

$$
\Pi = \frac{1}{2} \int_{\Omega} e^T \tau dV - \int_{\Gamma} u^T f dV.
$$

The principle of virtual work, or in terms of the Finite Element Method the principle of virtual displacements, states that the equilibrium of the body requires the equivalence of the total internal and external virtual work done by any imposed small virtual displacement satisfying the boundary conditions:

$$
\int_{\Omega} e^T \tau' dV = \int_{\Gamma} u^T f' dV
$$

The overbars on $u$ and $e$ denote virtual displacements and corresponding virtual strains respectively.

The equilibrium equation (8) can be obtained by invoking the stationarity of (7) (for a proof see e.g. [1]).

### 2.2 Incompressibility

It is reasonable to think of human tissue as being almost incompressible because of its high water content. For the analysis of such media the pure displacement-based approach described in the previous section is not sufficient. We therefore employ a so-called mixed formulation which is far more efficient and can be thought of as a special case of the Hu-Washizu variational principle (see [1, 24]).

As it is difficult to predict accurately the pressure in the analysis of incompressible media, the key idea of the mixed formulation is the introduction of pressure as an additional variable. Assuming almost incompressible behavior, we can think of the volumetric strains being small compared to the deviatoric strains, and therefore reformulate the constitutive relation using indicial notation in the form

$$
\tau_{ij} = \kappa e_{ij} \delta_{ij} + 2Ge'_{ij}
$$

where $\delta_{ij}$ denotes the Kronecker delta, $\kappa$ is the bulk modulus

$$
\kappa = \frac{E}{3(1-2\nu)}
$$

and $G$ is the shear modulus

$$
G = \frac{E}{2(1+\nu)}
$$

We thereby separate the volumetric strain $e_V$,

$$
e_V = e_{kk} = e_{XX} + e_{YY} + e_{ZZ} = \frac{\Delta V}{V}.
$$

and the deviatoric strain components $e'_{ij}$,

$$
e'_{ij} = e_{ij} - \frac{1}{3} \delta_{ij}.
$$

For the pressure in the body we have

$$
p = -\kappa e_V.
$$

where

$$
p = \frac{\tau_{kk}}{3} - \tau_{XX} + \tau_{YY} + \tau_{ZZ}.\frac{\Delta V}{V}.
$$

By gradually increasing $\kappa$ (which means that the Poisson ratio $\nu$ approaches 0.5) the volumetric strain drops to zero. Using (9) and (14), the stress components become

$$
\tau_{ij} = -p\delta_{ij} + 2Ge'_{ij}.
$$

For totally incompressible media, the displacement boundary conditions $u^-$ must be compatible with the zero volumetric strain throughout the body. Further, in order to compute a unique solution, the pressure must be defined at some point in the body.

We consequently have to work with the unknown displacements $u$ and the pressure $p$ as solution variables when using a mixed formulation. The principle of virtual work converts to

$$
\int_{\Omega} e^T \tau' dV - \int_{\Gamma} u^T f' dV = \int_{\Omega} \tilde{u}^T f dV
$$

with the deviatoric stress $\tau'$,

$$
\tau' = \tau + p\delta
$$

and the deviatoric strain $e'$,

$$
e' = e - \frac{1}{3} e_V \delta,
$$

where $\delta$ is a vector of the Kronecker delta symbol.

In (17) we have separated the volumetric and deviatoric strain energies. The connection between the independent variables $p$ and $u$ is provided by (14) written in integral form

$$
\int_{\Omega} \left( \frac{E}{2(1+\nu)} + \kappa \right) e_V dV = 0.
$$

### 2.3 Nonlinear Extensions

The above-mentioned procedures apply only to linear problems where the response $u$ is a linear function of the applied loads. This is a consequence of the following three assumptions:

- **Small displacements/small strains**
  The displacements $u$ and the resulting strains must be small because all integrations are performed over the original volume. Further, in (12), we linearly approximated the volumetric strain which, in fact, is a nonlinear expression of type

$$
e_V = \epsilon_{xx} + \epsilon_{yy} + \epsilon_{zz} + \epsilon_{xx}\epsilon_{yy} + \epsilon_{yy}\epsilon_{zz} + \epsilon_{xx}\epsilon_{zz} = \frac{\Delta V}{V}.
$$

- **Linearly elastic material**
  The constitutive relations derived above only reflect a linear relationship between stress and strain.

- **Boundary conditions remain unchanged**


In order to solve problems where at least one of these conditions is not met we have to elaborate on nonlinear schemes, which are still subject to extensive research activities in applied mechanics and material science.

Biomechanical studies have shown a highly nonlinear elastic response and hardening effects of facial tissue [2, 11]. We restrict ourselves to the static analysis of a nonlinear stress-strain relationship, still assuming small displacements and small strains (see figure 3). This enables us to go on working with the known equilibrium configuration and subsequent linearization of the resulting equation. From (21), this results in

$$\int_{V} \tau_{ij} \delta e_{ij} dV = \int_{V} (t + \Delta t) f \delta u_{t} dV - \int_{V} \int C_{ijrs} \delta e_{ij} dV .$$  

(25)

The integral term \( \int f \delta u_{t} dV \) denotes the internal virtual work which results from the actual physical stresses \( \tau_{ij} \) at time \( t \). Assuming that the approximate displacements and corresponding strains and stresses at time \( t + \Delta t \) have been calculated according to (25), we can now define the error due to linearization as the out-of-balance virtual work,

$$\text{Error} = \int_{V} (t + \Delta t) f \delta u_{t} dV - \int_{V} f \delta u_{t} dV .$$  

(26)

Therefore, in general, an iteration of (25) will be necessary to minimize the error (26).

### 3 SOLUTION STRATEGIES

In order to solve the above equations efficiently we employ the Finite Element method. In this section we describe the discretization process and discuss the shape functions we use. A short glimpse at the implementation concludes the section.

#### 3.1 Finite Element Discretization

The discretization in FEM consists of two main aspects: Firstly, the domain of interest is subdivided into a finite and disjoint set of primitives, so-called Finite Elements, and secondly, we expand the solution within an element \( m \) as a weighted sum of \( n \) basis or shape functions \( h_{i} \). This process is known as Galerkin projection:

$$\hat{u}^{(m)}(x, y, z) = \sum_{i=0}^{n-1} \hat{u}_{i} h_{i}(x, y, z).$$  

(27)

We can therefore state the displacement field within the element \( m \) as

$$u^{(m)}(x, y, z) = H^{(m)}(x, y, z) \hat{u}^{(m)}(x, y, z)$$  

(28)

where \( H^{(m)} \) denotes the displacement interpolation matrix and \( \hat{u}^{(m)} \) contains the 3n nodal weights to the basis functions. The three spatial components of the displacement field are interpolated according to the structure of \( H^{(m)} \) and \( \hat{u}^{(m)} \):

$$H^{(m)} = \begin{bmatrix} h_{0} \cdots h_{n-1} & 0 \\ 0 & h_{0} \cdots h_{n-1} \end{bmatrix},$$

$$\hat{u}^{(m)} = \begin{bmatrix} \hat{u}_{0} \cdots \hat{u}_{n-1} \cdots \hat{u}_{0} \cdots \hat{u}_{n-1} \cdots \hat{u}_{0} \cdots \hat{u}_{n-1} \end{bmatrix}^T.$$

(29)

Consequently, we have for the interpolation of the element strains

$$e^{(m)}(x, y, z) = B^{(m)}(x, y, z) \hat{u}^{(m)}$$  

(30)

with the strain interpolation matrix \( B^{(m)} \) corresponding to (3)

$$B^{(m)} = \begin{bmatrix} \frac{\partial}{\partial x}[h_{0} \cdots h_{n-1}] & 0 & 0 \\ 0 & \frac{\partial}{\partial y}[h_{0} \cdots h_{n-1}] & 0 \\ 0 & 0 & \frac{\partial}{\partial z}[h_{0} \cdots h_{n-1}] \\ \frac{\partial}{\partial x}[h_{0} \cdots h_{n-1}] & 0 & \frac{\partial}{\partial y}[h_{0} \cdots h_{n-1}] \\ \frac{\partial}{\partial y}[h_{0} \cdots h_{n-1}] & 0 & \frac{\partial}{\partial z}[h_{0} \cdots h_{n-1}] \end{bmatrix}.$$  

(31)

Note specifically that \( B^{(m)} \) contains first order derivatives of the shape functions.
Using (28) and (30) for the interpolation of the virtual displacements and virtual strains respectively, we can rewrite the principle of virtual displacements (8) as

\[ \mathbf{U}^T \sum_{V} \mathbf{B}^{(m)} \mathbf{C}^{(m)} \mathbf{B}^{(m)} \mathbf{dV}^{(m)} \mathbf{U} = \mathbf{U}^T \left[ \sum_{V} \mathbf{H}^{(m)} \mathbf{dV}^{(m)} \right] \mathbf{U} \tag{32} \]

where \( \mathbf{U} \) and \( \mathbf{U} \) are vectors containing all \( 3N \) nodal weights of an element assemblage with a total of \( N \) nodes and \( \mathbf{H}^{(m)}, \mathbf{B}^{(m)}, \) and \( \mathbf{C}^{(m)} \) are matrices of corresponding size which are zero everywhere except at the places which correspond to the weights of element \( m \).

Applying the principle of virtual displacement \( 3N \) times using unit virtual displacements for all components of \( \mathbf{U} \) yields the governing system of linear equations

\[ \mathbf{KU} = \mathbf{R}, \tag{33} \]

where \( \mathbf{U} = \mathbf{U} \). In (33), \( \mathbf{K} \) denotes the symmetric positive-definite global stiffness matrix

\[ \mathbf{K} = \sum_{m} \int_{V} \mathbf{B}^{(m)^T} \mathbf{C}^{(m)} \mathbf{B}^{(m)} \mathbf{dV}^{(m)}, \tag{34} \]

\( \mathbf{R} \) the global force vector

\[ \mathbf{R} = \sum_{m} \int_{V} \mathbf{H}^{(m)^T} \mathbf{f}^{(m)} \mathbf{dV}^{(m)}, \tag{35} \]

and \( \mathbf{U} \) the unknown displacement vector. The summation signs in (34) and (35) can be regarded as the so-called assembly of the local stiffness matrices \( \int_{V} \mathbf{B}^{(m)^T} \mathbf{C}^{(m)} \mathbf{B}^{(m)} \mathbf{dV}^{(m)} \) and the local force vectors \( \int_{V} \mathbf{H}^{(m)^T} \mathbf{f}^{(m)} \mathbf{dV}^{(m)} \) into one global matrix and vector respectively.

The interpolation of the displacements remains the same in the case of incompressibility, whereas the strain has to be separated into volumetric and deviatoric part

\[ \varepsilon_{V}^{(m)}(x, y, z) = \mathbf{B}^{(m)} (x, y, z) \mathbf{U}^{(m)}, \tag{36} \]

and the pressure is interpolated according to

\[ p^{(m)}(x, y, z) = \mathbf{H}^{(m)} (x, y, z) \mathbf{P}^{(m)} \tag{37} \]

where \( \mathbf{H}^{(m)} \) denotes the pressure interpolation matrix

\[ \mathbf{H}^{(m)} = \begin{bmatrix} h_{p1} & \ldots & h_{pL} \end{bmatrix}. \tag{38} \]

As can be seen from (38), the basis functions for the interpolation of pressure do not necessarily have to be the same as for the interpolation of the displacements.

The structure of the resulting system of linear equations consequently becomes

\[ \begin{bmatrix} \mathbf{K}_{uu} & \mathbf{K}_{up} \\ \mathbf{K}_{pu} & \mathbf{K}_{pp} \end{bmatrix} \begin{bmatrix} \mathbf{U} \\ \mathbf{P} \end{bmatrix} = \begin{bmatrix} \mathbf{K} \\ \mathbf{0} \end{bmatrix} \tag{39} \]

with the partial stiffness matrices

\[ \mathbf{K}_{uu} = \sum_{m} \int_{V} \mathbf{B}^{(m)^T} \mathbf{C}^{(m)} \mathbf{B}^{(m)} \mathbf{dV}^{(m)} \]

\[ \mathbf{K}_{up} = \mathbf{K}_{pu} = -\sum_{m} \int_{V} \mathbf{B}^{(m)^T} \mathbf{H}^{(m)} \mathbf{dV}^{(m)} \]

\[ \mathbf{K}_{pp} = -\sum_{m} \int_{V} \mathbf{H}^{(m)^T} \mathbf{H}^{(m)} \mathbf{dV}^{(m)} \tag{40} \]

and the corresponding interpolation matrices

\[ \mathbf{B}^{(m)} = \begin{bmatrix} 1 & 1 & 0 & 0 \end{bmatrix} \mathbf{U}^{(m)}, \tag{41} \]

\[ \mathbf{H}^{(m)} = \begin{bmatrix} 2 & -1 & -1 \\ -1 & 2 & -1 \\ -1 & -1 & 2 \\ 0 & 3 & 3 \end{bmatrix} \mathbf{P}^{(m)}. \tag{42} \]

For the incremental step-by-step solution in the nonlinear case we are left with the problem of finding the state of equilibrium of a body at time \( t + \Delta t \) assuming a known configuration at time \( t \). The equilibrium at time \( t \) is equivalent to a vanishing out-of-balance virtual work in (26) and can be expressed as

\[ t + \Delta t \mathbf{R} - t + \Delta t \mathbf{F} = \mathbf{0} \tag{43} \]

where the vector \( t + \Delta t \mathbf{R} \) lists the externally applied forces at time \( t + \Delta t \),

\[ t + \Delta t \mathbf{R} = \sum_{m} \int_{V} \mathbf{H}^{(m)^T} t + \Delta t \mathbf{f}^{(m)} \mathbf{dV}^{(m)}, \tag{44} \]

and the stress load vector \( t + \Delta t \mathbf{F} \) lists the nodal point forces that correspond to the element stresses at time \( t + \Delta t \),

\[ t + \Delta t \mathbf{F} = \sum_{m} \int_{V} \mathbf{B}^{(m)^T} t + \Delta t \mathbf{p}^{(m)} \mathbf{dV}^{(m)}. \tag{45} \]

Since the solution at time \( t \) is known, we can calculate the increment to the solution after a suitably small time increment \( \Delta t \) using

\[ t + \Delta t \mathbf{F} = \tau + \Delta t \mathbf{F} \tag{46} \]

where \( \mathbf{F} \) is the increment to the stress load vector corresponding to the increment in element displacements and stresses from time \( t \) to time \( t + \Delta t \). This vector can be approximated using a tangent stiffness matrix \( ^{t} \mathbf{K} \) which corresponds to the material conditions at time \( t \),

\[ \mathbf{F} \approx ^{t} \mathbf{KU} \tag{47} \]

where \( \mathbf{U} \) is an incremental vector to the displacements at time \( t \) and

\[ ^{t} \mathbf{K} = \frac{\partial \mathbf{F}}{\partial \mathbf{U}}. \tag{48} \]

Substituting (47) and (46) into (43) yields the matrix equation corresponding to (25)

\[ ^{t} \mathbf{KU} = t + \Delta t \mathbf{R} - \mathbf{F}, \tag{49} \]

and by solving for \( \mathbf{U} \) we can calculate an approximation to the displacements at time \( t + \Delta t \),

\[ t + \Delta t \mathbf{U} \approx \mathbf{U} + \mathbf{U}. \tag{50} \]

Due to the approximation in (47), we cannot use the result of (50) for the computation of the strains and stresses at time \( t + \Delta t \) and proceed to the next time step. Depending on the size
of time steps, such a solution might be very unstable and lead to significant errors. We therefore have to iterate the solution of (49) until the condition (43) is met to a sufficiently accurate extent.

The widely used iteration methods in Finite Element Analysis are based on the classical Newton-Raphson technique [1]. That is, having calculated an increment to the total displacement vector \( \Delta \mathbf{U} \), we can use this vector instead of the vector known from time \( t \) to calculate the stress load vector and the tangent stiffness matrix. This results in the following nested iteration, from time \( t \) with the initial conditions

\[
\mathbf{U}(i+1) = \mathbf{U}(i) + \Delta \mathbf{U} (i), \quad t = t + \Delta t\:
\]

with the initial conditions

\[
t + \Delta \mathbf{U}(0) = \mathbf{U}, \quad t + \Delta \mathbf{K}(0) = \mathbf{K}, \quad t + \Delta \mathbf{F}(0) = \mathbf{F}.
\]  

The iteration of (51) is continued until the out-of-balance load vector \( t + \Delta \mathbf{R} \) gets very small and therefore the increment in the nodal point displacements \( \Delta \mathbf{U}(i) \) meets a convergence criterion as for instance

\[
\frac{\| \Delta \mathbf{U}(i) \|_2}{\| \mathbf{U}(i) \|_2} \leq \varepsilon.
\]  

As it is very expensive to evaluate the tangent matrix \( t + \Delta \mathbf{K}(i) \) at every step of the iteration, it may be more efficient to evaluate a new tangent stiffness matrix only at the beginning of each load step (modified Newton-Raphson iteration).

### 3.2 Bernstein-Bézier Shape Functions

So far, we have not made any assumptions about the kind of elements used in the discretization. In this section we will introduce the notion of tetrahedral Bernstein-Bézier elements which means that our interpolation scheme employs Bernstein polynomials defined over an irregular tetrahedralization.

Bernstein polynomials are defined over local barycentric coordinates \( (L_1, L_2, L_3, L_4) \). The interpolation of the element geometry is of the form

\[
x = \sum_{i=1}^{q} h_i x_i, \quad y = \sum_{i=1}^{q} h_i y_i, \quad z = \sum_{i=1}^{q} h_i z_i
\]  

with \( h_i = f(L_1, L_2, L_3, L_4) \). We employ a subparametric formulation using a linear interpolation of the geometry because of the assumption of small displacements and the linear tetrahedralization. Every point within the tetrahedron is therefore defined by

\[
\mathbf{P}(L_1, L_2, L_3, L_4) = \mathbf{P}_1 L_1 + \mathbf{P}_2 L_2 + \mathbf{P}_3 L_3 + \mathbf{P}_4 L_4
\]  

with \( L_1 + L_2 + L_3 + L_4 = 1 \) and \( \mathbf{P}_1 \) denoting the corner vertices of the tetrahedron.

In order to evaluate the strain interpolation matrix (31) we need derivatives of element displacements with respect to the global coordinates. The relation of \( X, Y, Z \) to \( L_1, L_2, L_3, L_4 \) derivatives is given by the Jacobian as

\[
\frac{\partial}{\partial X} \frac{\partial}{\partial Y} \frac{\partial}{\partial Z} = J^{-1} \quad \text{with} \quad J = \begin{vmatrix} \frac{\partial X}{\partial L_1} & \frac{\partial X}{\partial L_2} & \frac{\partial X}{\partial L_3} \\ \frac{\partial Y}{\partial L_1} & \frac{\partial Y}{\partial L_2} & \frac{\partial Y}{\partial L_3} \\ \frac{\partial Z}{\partial L_1} & \frac{\partial Z}{\partial L_2} & \frac{\partial Z}{\partial L_3} \end{vmatrix}.
\]  

The Jacobian and its inverse are constant because of the linear interpolation (55).

Using Bernstein polynomials, the weights of the Galerkin projection we are solving for can be regarded as Bézier control vertices. Barycentric tetrahedral Bernstein polynomials of degree \( n \) are of the form [8]

\[
b_{ijk}(L_1, L_2, L_3, L_4) = \binom{n}{i,j,k} L_1^i L_2^j L_3^k L_4^{n-i-j-k}.
\]  

The corresponding Bézier patch is defined by

\[
\mathbf{b}(L_1, L_2, L_3, L_4) = \sum_{i+j+k=n} \mathbf{b}_{ijk} b_{ijk}(L_1, L_2, L_3, L_4)
\]  

where \( \mathbf{b}_{ijk} \) denote the control vertices of the patch. Figure 4 depicts the control nets of linear, quadratic, and cubic Bézier patches and three triangular cubic Bernstein polynomials.

In summary, the use of Bernstein-Bézier based FEM has the following advantages:

- **Suitability for geometric modeling**
  - For years, Bézier surfaces and volumes have proved their suitability for CAGD [9, 8]. Their formulation is well-studied and the inherent endpoint interpolation lends itself well to FE modeling.

- **Integral polynomial form of arbitrary degree**
- **Analytical derivatives and integrals**
  - For integral polynomial functions \( f \), the integral over the tetrahedral domain \( V^{(n)} \)
  - \( \int_{V^{(n)}} dV^{(n)} = \int_{0}^{1}(1-L_1)(1-L_2)(1-L_3) \int_{0}^{1}(1-L_4) f(\mathbf{P}(L_1, L_2, L_3, L_4)) dL_1 dL_2 dL_3 dL_4 \)

  can be evaluated analytically using a closed formula. This fact considerably speeds up the computation of the local stiffness matrices and force vectors.

- **Fast subdivision**
  - The well-known De Casteljau algorithm [9] can be used both for the visualization of the resulting surface and for fast subdivision and refinement schemes, such as a progressive refinement of the solution (see figure 5). The right superscript \( n \) of the control vertices denotes the Bézier net after \( n \) De Casteljau steps.

### 3.3 Implementation

We have implemented a C++ prototype embedded in AVS/Express, which allows to perform all the various types of computations outlined above. In Section 4 we will show results of some comparisons.

The calculation of the local stiffness matrices is done analytically when assembling the global matrix. The corresponding code was generated by Maple.
In order to solve the system of linear equations we either use a conjugate gradient solver with an incomplete Cholesky preconditioning [6, 7] or a LU decomposition [16] for the indefinite matrices arising from totally incompressible materials.

4 RESULTS

The implementation offers a great choice of possible simulation types. We can interpolate to a lower or higher degree, choose between compressible and incompressible media, and perform linear or nonlinear calculations. In order to evaluate the various aspects and parameters of the presented model we first experienced the system on a synthetic block of soft tissue. In addition, we simulated lower jaw bone surgery on the Visible Human data set [18].

4.1 Experiencing the System

As a first comparison we want to examine the effect of the degree of interpolation on the outcome of the simulation. To this aim, we regularly subdivide a block of elastic soft tissue into tetrahedra. This block is fixed at its lower corner nodes and exposed to a vertical force centered at the top of the block (see figure 6). We perform a simulation of linearly elastic compressible material for increasing forces using linear, quadratic, and cubic interpolation.

It is evident that increasing the degree of interpolation and thus incrementing the number of degrees of freedom, introduces more and more detail to the resulting shape. As a consequence, linear elements are incapable of bending, which leads to a block-like outcome. Due to the linear setting the resulting displacement is proportional to the applied forces.

The next experiment deals with the effects of incompressible media. Again, we take an elastic block as described before and perform a linear, incompressible calculation for two different forces. The interpolation of displacements is quadratic whereas the pressure is interpolated linearly. It is a result of FE theory, that in order to prevent an element from so-called locking, the interpolation of pressure in incompressible computations has to be of a lower degree than the interpolation of displacements [1].

The results are shown in figure 7. It is interesting to see that the results are very similar. However, the incompressible material reveals to be somewhat stiffer and is harder to bend. The coloring in the second and fourth column visualizes the displacement and pressure in compressible and incompressible analysis respectively. Red stands for maximal displacement, magenta for minimal pressure.

The next experiment on synthetic data deals with the comparison between linear and nonlinear analysis. We expose an elastic block to increasing forces and examine the resulting maximal displacement for linear and nonlinear analysis (figure 8).

The results confirm our expectations: the linear element shows the expected linear relation between applied force and resulting displacement, whereas the stiffness of the nonlinear element increases with the strain.

4.2 Responses of Human Facial Soft Tissue

The last experiment presents first results of facial tissue simulation on the Visible Human Data Set. To simulate the advancement of the lower jaw, we prescribed the nodal displacements at the jaw bone on the inside of the tissue according to the desired move. This leads to a corresponding loading vector. In this case, we performed a compressible linear analysis because of the little effects of incompressible analysis and restricted ourselves to linear computation because of the small displacements resulting from the simulated surgical procedure.

Figure 9 shows the result of the simulation as a wireframe mesh superimposed on the original facial surface. In spite of the simplifying assumptions made to compute this model we obtain highly realistic displacement fields.
4.3 Performance

The simulation of the system heavily depends on the type of simulation used. A nonlinear analysis is computationally far more expensive than linear simulation because of the stepwise loading and the required iterations at each loading step. Since the Bernstein-Bézier elements make the computation of the stiffness matrix extremely fast, most of the simulation time is spent on solving the resulting system of equations. Hence, the speed of the different solvers and preconditioners strongly influences the total simulation time.

The simulation of the example shown in figure 9 took 44 minutes on an SGI Indigo2, R10000, 195 MHz, 512 MB. The part of the jaw was made of 4108 quadratic tetrahedra which resulted in a 17’904 x 17’904 stiffness matrix.

5 CONCLUSIONS AND FUTURE WORK

We presented an implementation of several Finite Element models for soft tissue simulation. We explained some of the theoretical background of linear and nonlinear elasticity as well as the Finite Element discretization based on a Bernstein-Bézier formulation. Furthermore, we discussed the results on the basis of a synthetic example and a surgical procedure on the Visible Human Data Set.

The main drawback of the current approach is the missing global C^1 continuity. The resulting surface is therefore of lower quality than in [15]. Moreover, the finite elements presented in this paper are incompatible, that is, the C^0 continuous interpolation across element boundaries cannot capture the required continuous cross-boundary derivatives. As a consequence, the development of a globally C^1 continuous FE model is subject to current and future research.

In addition, we aim at the development of a prototype for medical applications followed by a case study with individual patients. It will enable us to compare the results of different Finite Element models with those achieved by actual surgical procedures. Only then will it be possible to finally choose the most appropriate type of simulation.
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