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Abstract

We present a new tree construction method that constructs a tree with maximum probability for a given set of sequences. To do this, the problem of tree construction is reduced to the Traveling Salesman Problem (TSP). The input for the TSP algorithm are the pairwise scores of the sequences and the output is a circular tour through the optimal, unknown tree plus the maximum probability of the tree. The circular order and the score of the optimal tree can be used to construct the topology of the tree in \(O(n \log(n))\) time where \(n\) is the number of input sequences. We can guarantee that we reconstruct a correct evolutionary tree if the error for each distance measurement is smaller than \(\frac{x}{2}\), where \(x\) is the shortest edge in the tree. For data sets with large errors, a dynamic programming approach is used to reconstruct a tree.
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1 Introduction

The construction of optimal evolutionary trees is a very challenging problem, since most versions of the problem are NP complete [12]. Even though the problem has been studied extensively, evolutionary tree construction remains still an open problem.

Definition 1.1 A tree $T(S) = (V, E, S)$ is a binary, leaf labeled tree with leafset $S = \{s_1, \ldots, s_n\}$.

In our context, a tree $T(S)$ associated with a set of sequences $S = \{s_1, \ldots, s_n\}$ is the tree that corresponds to the evolutionary history of the sequences of $S$. The internal nodes $V$ represent (usually unknown) ancestor sequences.

There are three major families of methods for inferring phylogenies that basically use three different classes of scoring functions: the parsimony and compatibility methods [28, 5, 6, 7], the distance based methods [11, 13, 20, 21, 3], and maximum likelihood methods [8, 10, 30].

Parsimony The parsimony methods usually count the number of amino acid or nucleotide substitutions in a weighted or unweighted manner. They take a multiple sequence alignment (MSA) as input and minimize the number of changes or hypothesis to explain the corresponding evolutionary tree. The construction of an optimal MSA, which is needed as input, is also NP complete [22]. In addition, many algorithms for calculating MSAs need an evolutionary tree as input, which makes the problem circular.

Definition 1.2 Given is a set of sequences $S = \{s_1, \ldots, s_n\}$ with $s_i \in \Sigma^*$ where $\Sigma$ is a finite alphabet. A Multiple Sequence Alignment (MSA) consists of a set of sequences $A = \{a_1, a_2, \ldots, a_n\}$ with $a_i \in \Sigma^*$ where $\Sigma' = \Sigma \cup \{\_\} \not\in \Sigma$. $\forall a_i \in A : |a_i| = k$. The sequence obtained from $a_i \in A$ by removing all “_” gap characters is equal to $s_i$.

Distance Matrix Methods Distance matrix methods fit a tree to a matrix of pairwise distances between the sequences. Most distance methods use some form of weighted or unweighted least squares measure.

Maximum Likelihood The maximum likelihood approach chooses the tree which maximizes the probability that the observed data would have occurred. Almost nothing in biology is 100% certain. So when we want to reconstruct an evolutionary tree, we can never be sure that we get a correct tree, but we can try to construct a tree with maximum probability.

We are interested in tree construction methods that only need the raw, unaligned sequences as input and do not require any further information such as an MSA. All our scoring functions are related to probabilities, and our goal is to construct the tree with maximum probability for a given set of sequences.
In this extended abstract, we present an algorithm that runs in $O(n \log(n))$ time and produces a tree with optimal score, if the error of each distance is not greater than $\frac{x}{2}$, where $x$ is the shortest edge. In the following sections we briefly explain how the probability of an evolutionary configuration can be derived. We then introduce the main ideas and algorithm. Finally, we show how the error influences the results and present experimental results.

1.1 Definitions

Definition 1.3 The optimal pairwise alignment $OPA(s_1, s_2)$ of two sequences $s_1, s_2$ is an alignment with the maximum score where a probabilistic scoring method [4, 14] is used. We refer to a pairwise alignment of two sequences $s_1, s_2$ with $(s_1, s_2)$.

Usually the optimal score is determined via standard dynamic programming [29, 16]. An affine gap cost is used according to the formula $a + l \cdot b$, where $a$ is a fixed gap cost, $l$ is the length of the gap and $b$ is the incremental cost [1]. Note that scores represent the probabilities that the two sequences have a common ancestor. The larger the score is the more likely it is that the two sequences are homologous and therefore have a common ancestor.

Definition 1.4 A Tree scoring function is a function $F : T \rightarrow \mathbb{R}$.

Definition 1.5 Let $T$ be the set of all possible trees that can be generated for a given set of sequences $S = \{s_1, s_2, \ldots, s_n\}$. The optimal tree $\bar{T} \in T$ is tree such that w.l.o.g. $F(\bar{T}) = \max_{T \in T} F(T)$. In many scoring functions the minimum is the optimal.

Problem 1.1 (Tree problem) Given is a set of sequences $S = \{s_1, \ldots, s_n\}$. Find the optimal tree $T$ for $S$.

2 Methods

Originally we intended to develop a probabilistic scoring function for MSAs that takes into account an associated evolutionary tree. We then realized that this scoring function can be used to evaluate evolutionary trees as well. From this scoring function, which we call CS measure, we then derived an algorithm for reconstructing an optimal evolutionary tree.

2.1 Scoring of Pairwise Alignments

The score of an optimal pairwise alignments (OPA, see Definition 1.3) is the probability that the two sequences evolved from an ancestral sequence as opposed to being random sequences.

\[
Score = 10 \log_{10} \left( \frac{Pr\{\text{sequences i and j had a common ancestor x}\}}{Pr\{\text{sequences i and j are not related}\}} \right)
\]

(1)
If you view Figure 1 as a small tree that consists of only two sequences \( i \) and \( j \), then the score of the pairwise alignment is the probability of that tree. Another term for probability of a tree is probability of an evolutionary configuration.

### 3 Probability of an Evolutionary Configuration

To obtain the probability for an entire evolutionary tree configuration, one must sum the logarithms of the probabilities of each event represented by the tree. The events can be represented as the edges of the tree. An event can be a mutation, deletion, insertion of a combination of them. The sum of those logarithms yields an overall score that is equivalent to the logarithm of the product of the probabilities of each event, so it corresponds to the probability of the evolutionary configuration.

In [13] the formula for the probability of an entire evolutionary configuration is derived. It corresponds exactly to the notion of computing the probability of traversing each edge of the tree. So adding up the scores or probabilities for each edge, the probability of the entire tree can be derived.

**Example 3.1:** For the example tree in Figure 2, the total evolutionary history has six associated probabilities (six edges): \((A, B)\), \((A, C)\), \((B, 1)\), \((B, 2)\), \((C, 3)\) and \((C, 4)\).
3.1 Sum of Pairs versus Circular Sum measure

The sum of pairs (SP) measure is a well-known scoring function for MSAs [2, 18, 19, 25]. We introduce the SP measure to show our motivation to find a better scoring function for MSAs. The connection to evolutionary trees will be clear after the following paragraph.

To calculate the score of an MSA with the SP measure [2], all \( \binom{n}{2} \) scores of the pairwise alignments are added up. SP methods are obviously deficient from an evolutionary perspective. Consider a tree (Figure 3) constructed for a family containing five proteins. The score of a pairwise alignment \( \langle A, B \rangle \) evaluates the probability of evolutionary events on edges \((u, A)\) and \((u, B)\) of the tree; that is, the edges that represent the evolutionary distance between sequence A and sequence B. Likewise, the score of a pairwise alignment \( \langle C, D \rangle \) evaluates the probability of evolutionary events on edges \((C, w), (w, v)\) and \((v, D)\) of the tree.

![Figure 3: Traversal of a tree using the SP measure. Some edges are traversed more often than others.](image)

By adding “ticks” to the evolutionary tree that are drawn each time an edge is evaluated when calculating the SP score (Figure 3), it is readily seen that with the SP method different edges of the evolutionary tree of the protein family are counted a different numbers of times. In the example tree on the left side, edges \((r, u), (r, w)\) and \((w, v)\) are each counted six times by the SP method, while edges \((u, A), (u, B), (v, D), (v, E),\) and \((w, C)\) are each counted four times. It gets worse as the tree grows (see tree on the right).

Thus, SP methods are intrinsically problematic from an evolutionarily perspective for scoring MSAs. This was the motivation to developed a scoring method that evaluates each edge equally. In addition, we wanted a scoring function for MSAs that does not depend on the actual tree structure. How this can be achieved is explained in the next section.

3.2 Traveling Salesman

**Definition 3.1** A *Circular order* \( C(T) \) of set of sequences \( S = \{s_1, ..., s_n\} \) is any tour through a tree \( T(S) \) where each edge is traversed exactly twice, and each leaf is visited once.

When a tree is traversed in a circular order, that is, from leaf A to B, from B to C, from C to D, from D to E and then back from E to leaf A (Figure 4), all edges are counted
exactly twice, independent of the tree structure. A circular order is the shortest possible tour through a tree where each leaf is visited once (shortest in this context means smallest sum of edge lengths) (see Figure 4) [15].

![Figure 4: Traversal of a tree in circular order](image)

### 3.3 Scoring an Evolutionary Tree

Since traversing a tree $T(S)$ in circular order counts each edge in the tree exactly twice, we can derive a function for determining the score of an evolutionary tree using this order. First, we reorder the sequences in $S$ according to the circular order $C(S)$. If we now add the scores of the pairwise alignments in this order and divide this sum by two, we score each edge of the tree once. So the function for scoring a tree $T(S)$ is simple:

$$F(T) = \sum_{i=1}^{n} OPA(s_i, s_{i+1})$$

where $s_{n+1} = s_1$, $n$ is the number of sequences, and $OPA$ is the score of the optimal pairwise alignment (see Definition 1.3). We abbreviate this function with

$$F(T) = \sum C(S)$$

### 3.4 Finding a circular order

Since we want to construct an evolutionary tree and therefore do not have any tree, the problem we consider is to find such an order without having any information about the tree structure. We know that a circular order is the shortest tour through a tree [15].

To solve this problem we reduce it to the symmetric Traveling Salesman Problem (TSP): given is a matrix $M$ that contains the $\binom{n}{2}$ distances of $n$ cities [24, 23]. The problem is to find the shortest tour where each city is visited once. We use a modified version of

---

$^1$Note that this score is actually an upper bound. If we want the true score of a tree, we first need to calculate an MSA based on the tree we want to score, and then use the pairwise scores within the MSA (MPA scores) to score the tree. The formula for deriving the score is the same as above, but using MPA scores. The discussion of this goes beyond the scope of this paper, and a more detailed explanation can be found in [15].
the problem: in our case, the cities correspond to the sequences and the distances are the scores of the pairwise alignments. In addition, we are interested in the maximum score, which corresponds to the longest tour, as we are interested in the maximum probability\(^2\).

The TSP is very well studied and optimal solutions can be calculated within a few hours for up to 1000 cities and in a few seconds for up to 100 cities. There are heuristics for large scale problems that calculate near optimal solutions that are within 1% to 2% of the optimum [27, 17]. For real applications we have seldom more than 100 sequences to compare simultaneously, and the calculation of the optimal TSP solution usually takes only a small fraction of the time it takes to compute all pairwise alignments to derive the scores.

**Definition 3.2** The TSP order \( TSP(S) \) of set of sequences \( S = \{ s_1, ..., s_n \} \) is the order of the sequences that is derived from the optimal solution of a TSP, where the distances between the sequences are the pairwise scores.

**Definition 3.3** A tour \( C_i \) is shorter than a tour \( C_j \) \((C_i < C_j)\) if the number of edges that are traversed by \( C_i \) is larger than the number of edges that are traversed by \( C_j \). If \( C_i < C_j \) then the score of the tour \( C_i \) is greater than the score of the tour \( C_j \) \((\sum C_i > \sum C_j)\).

**Problem 3.1 (TSP problem)** Given is a set of sequences \( S = \{ s_1, ..., s_n \} \) and the corresponding scores of the optimal pairwise alignments. The problem is to find the longest tour where each sequence is visited once.

Since we always talk about the same input sequences \( S \), we will use \( C \) instead of \( C(S) \) and \( T \) instead of \( T(S) \). Let \( C_{\text{max}} \) be the circular tour that is derived with a TSP algorithm. Since \( \sum C \) is the score of an evolutionary tree, \( \sum C_{\text{max}} \) is the maximum score.

**Lemma:** \( C_{\text{max}} \) is a circular order of the most likely tree \( T_{\text{max}} \).

**Proof:** Assume \( T_{\text{max}} \) does not have the circular order \( C_{\text{max}}(S) \). We know that a circular order is the shortest tour through a tree, and any other ordering leads to a longer tour (i.e. lower score). Since \( C_{\text{max}} \) does not belong to the set of circular orders of \( T_{\text{max}} \), then the tour that results from \( C_{\text{max}} \) must be longer. Hence the score derived from \( C_{\text{max}} \) cannot be optimal, which is a contradiction.

**Lemma:** There exists no tree with a higher probability than \( T_{\text{max}} \).

**Proof:** Assume this statement is wrong and there exists a tree \( T' \) with a higher probability than \( T_{\text{max}} \). Assume further that we know this tree \( T' \). Hence we can derive a circular order \( C' \) easily. The sum of the pairwise alignments in this order \((\sum C')\) is the probability of the tree. If \( T' \) really has a higher probability, then the score derived from \( C' \) would have to be greater than the score derived from \( C_{\text{max}} \), which is a contradiction.

In summary, we can compute a circular order \( C_{\text{max}} \) without knowing \( T \). With \( C_{\text{max}} \) we can compute the maximum score \( \sum C_{\text{max}} \) of the unknown tree \( T \).

\(^2\)To use any available TSP algorithm, we simply subtract the scores from a large number and then compute the shortest tour.
4  Error Bound

Before we present the tree construction algorithm, we want to determine how big the error of the distance measurement can be at most in order to get a correct circular tour.

Definition 4.1  Let $L$ be a set of $n$ leaves of a tree $T$. The distance between two leaves $x, y \in L$ is $d(x, y)$. It is the unique path length from leaf $x$ to leaf $y$. We assume that distances are symmetric, hence $d(x, y) = d(y, x)$.

![Figure 5: A non-circular order traverses at least one edge (x) at least four times](image)

Given is a tree $T$ (see Figure 5). We want to find the maximum error of the distance measurement, such that the circular order $C'$ derived from an exact TSP algorithm is incorrect, and at least one edge $x$ (the shortest edge) is traversed more than twice. A correct circular order $C$ will pass edge $x$ exactly twice. Now assume that our distances have some error $\epsilon$ s.t we get an incorrect order $C'$ (right side of Figure 5). In both cases, subtrees $A, B, C$ and $D$ are all traversed in the same way, so we can represent them with any leaf in the subtree. If we have a wrong circular order $C'$, the following inequality must be satisfied:

$$d(a, b) + d(b, c) + d(c, d) + d(d, a) > d(a, d) + d(d, b) + d(b, c) + d(c, a)$$

We now include the errors $\epsilon$ in the inequality and simplify the above inequality:

$$d(a, b) + \epsilon_{ab} + d(c, d) + \epsilon_{cd} - d(b, c) - \epsilon_{bc} - d(c, a) - \epsilon_{ca} > 0$$

where $\epsilon_{ij}$ is the error in the distance measurement $d(i, j)$. But when our distance matrix would be additive, without any error, then the following equation holds (see Figure 6):

$$d(a, b) + d(c, d) - d(b, c) - d(c, a) = -2x$$

If we subtract the second from the first equation, we get:
The conclusion is: we only get a wrong circular order if each of the four distances involved has an error of at least $\frac{x}{2}$ (the length of the shortest edge).

Note that this is the error if we simply take any random circular order $C$. But we do not take a random circular order, our circular order is the solution of a TSP algorithm. This means, that to get a wrong tour, all other circular tours that involve the same distances to cross edge $x$ must also be larger than the wrong order $C'$. Otherwise, if just one of the other correct circular orders $C_i$ would yield a shorter tour than $C'$, then the TSP algorithm must return the correct tour $C_i$.

First we have to find out how many other circular orders there are that we have to consider. We want to find the error with respect to the shortest edge $x$. So we have to figure out how many different circular orders there are for traversing $x$. In Figure 7 this situation is depicted: for the subtree $A$ there are $|A|$ possible ways to start and end the cycle in the subtree. The same accounts for subtrees $B, C$ and $D$. So there are in total...
$|A| \cdot |B| \cdot |C| \cdot |D| \cdot 2$ circular orders that have to be greater than the wrong order $C'$ (the 2 comes from interchanging the subtrees themselves).

Let $p$ be the probability that a circular order $C$ is wrong in terms of the shortest edge $x$. Then the probability that the $TSP$ order is wrong is:

$$P(\text{wrong TSP tour}) = p^{|A|\cdot |B|\cdot |C|\cdot |D| \cdot 2}$$

For illustration we give a small example: let the probability $p = 0.9$, that means that 9 out of 10 circular orders are wrong. Let us take a tree with 16 leaves, s.t. $|A| = |B| = |C| = |D| = 4$, so there are 512 circular orders that must be greater than the wrong order $C'$. The the probability to get a wrong TSP order is then: $P(\text{wrong TSP tour}) = 0.9^{512} = 10^{-24}$

## 5 Tree Construction Algorithm

We now present a tree construction algorithm that is based on this circular order $C_{\text{max}}$. Since we will only be using $C_{\text{max}}$ from now on, we will refer to that order with $C$ only. The input for the algorithm is the scores of the pairwise alignments plus the circular order $C$ of the most likely tree $T_{\text{max}}$.

![Figure 8: Swapping leaves](image)

### 5.1 Idea of the algorithm

The basic idea of the tree construction algorithm is the following: write down the leaves in order of $C$ (figure 8). Starting from the leaves we want to find the internal nodes. Since we consider binary trees only, we know that at least two leaves are connected. When two leaves that are connected are swapped, the result a tree with exactly the same topology. If we traverse the tree with the swapped leaves in the same circular order as before, we get the same path length, since the topology has not changed.
But when two leaves are swapped that are not connected (see Figure 5), some edges of the tree are traversed too often, which lowers the score. So all we have to do is to swap each of the neighboring pair of leaves and to calculate the resulting total path length or score. If the score stays the same, we know that the two leaves are connected. If the score decreases, the leaves are not connected.

Since we use a TSP algorithm to find the order with the largest score, the resulting score can never increase. To save computation time we only recalculate the terms that actually change.

\[
\text{d}(A, B) + \text{d}(C, D) - \text{d}(A, C) - \text{d}(B, D) = 0
\]

**Definition 5.1** Given is a tree \(T\) and a circular order \(C\) and leaves \(L = \{s_1, \ldots, s_n\}\). Rename the leaves in a way s.t. the order of the leaves is in circular order \(C\). We define \(\delta(s_i)\) to be:

\[
\delta(s_i) = \text{d}(s_{i-1}, s_i) + \text{d}(s_{i+1}, s_{i+2}) - \text{d}(s_{i-1}, s_{i+1}) - \text{d}(s_i, s_{i+2})
\]

**Example 5.1:** Assume leaves \(B\) and \(C\) were connected (see figure 9). In the tree the distance \(\text{d}(A, B)\) plus \(\text{d}(C, D)\) is the same as the distance \(\text{d}(A, C)\) plus \(\text{d}(B, D)\) (when the leaves \(B\) and \(C\) are interchanged), because the tree topologies are identical. The difference between those two sums \(\delta(B)\) is:

\[
\delta(B) = \text{d}(A, B) + \text{d}(C, D) - \text{d}(A, C) - \text{d}(B, D)
\]

\(\delta(C)\) is \(2 \times x\) (if we try to swap the leaves \((C, D)\) (see Figure10), because the two leaves are not connected. So with the function \(\delta(s_i)\) we can determine whether leaves \(s_i\) and \(s_{i+1}\) are connected or not.

Note that \(\delta(s_i)\) corresponds exactly to the equation we used in the determination of the bound for the circular order. This means that the same error bound holds for the tree construction as for the circular order.

**5.1.1 Algorithm**

Given is a set of sequences \(S = \{s_1, \ldots, s_n\}\). First, the optimal circular order \(C\) is calculated with a TSP algorithm. The sequences are renamed with respect to that order. Starting with the optimal circular order \(C\), each of the \(n - 1\) pairs of neighboring leaves
are swapped (see Algorithm 5.1.1) and the path difference \( \delta(s_i) \) is calculated for \( i = 1..n \) (see figure 8). To save computation time, we initially calculate all \( n \delta(s_i) \), sort them, and store them in a list \( D \).

The best connection is the one with the smallest \( \delta(s_i) \): \( \epsilon = \min_{1 \leq i \leq n} \delta(s_i) \). The leaves are connected, and one of the connected leaves is chosen as a representative for the next steps. For the next connection step only two path differences \( \delta \) have to be recalculated, since nothing else has changed.

Since there are \( n - 2 \) internal nodes (without the root), the total computation needs \( O(n \log(n)) \) for the sorting and linear time in \( n \) for the actual tree construction. Once the tree structure is known the exact places of the nodes can be obtained with any least squares method [3, 21, 11], which takes in the order of \( n^2 \) time. So given a circular order \( C \), the tree topology can be determined in \( O(n \log(n)) \) time. If the edge lengths are to be computed as well, then the computation takes \( O(n^2) \) time. When only the input sequences are given, then the overall computation time when only input sequences are given is therefore determined by the TSP algorithm.

5.2 Search Space and Error Analysis

For a tree with \( n \) different leaves, there are in the order of \( N(n) = 3 \times 5 \times \ldots \times (2n - 5) = \prod_{k=1}^{n-3} 2k + 1 \) different tree topologies [9]. If a circular order is given, there are \( O(2^{n-3}) \) different trees that can be built with that order. So a circular order alone reduces the search space quite a bit. To get an intuition we build a small table (see Table 5.2).

We have seen that the probability to get a wrong TSP order is very unlikely. But given a correct TSP order, there are still \( 2^{n-3} \) possible different trees. So far we know that if the error of each distance measurement is not larger then \( \frac{x}{2} \), where \( x \) is the shortest edge length, we can guarantee that the tree construction is correct.

As a next step we want to determine the probability to get a wrong tree for a given normal distribution of the distance measurement. Our goal is to express the probability to get a wrong edge in terms of the shortest edge \( x \).
**Algorithm TreeConstruction(L) → T_{opt}** is

\[
C := TSP(L)
\]

\[
L := \text{reorder}(S, C)
\]

*The leaves are now in TSP order C*

\[
F_{\max} := \sum_{i=1}^{n} OPA(s_{i}, s_{i+1})
\]

\[
T := L
\]

*The initial tree only consists of leaves*

\[
D := \{\}
\]

for \(i = 1..|L|\) do

\[
D := D \cup \{\delta(i), i\}
\]

od

\[
D := \text{sort}(D)
\]

*D contains a sorted list of \(\delta(s_{i})\) and i*

for \(k = 1..n - 3\) do

*of the \(n - 1\) internal nodes we need to \(n - 3\)*

\[
\{\epsilon, \text{best}\} := \text{min}(D)
\]

\[
T := \text{join}(T, L_{\text{best}}, L_{\text{best+1}})
\]

*connect leaves*

\[
L := L \setminus L_{\text{best}}
\]

*represent the two leaves with one leaf*

recalculate \(\delta(\text{best})\) and put it into the sorted list \(D\)

od

return \(T\)

end

---

Figure 11: Algorithm 5.1

Construct a tree \(T\) from a set of sequences \(S = \{s_1, \ldots, s_n\}\) that has the maximum score
At each connection step, we connect leaf $s_i$ and $s_{i+1}$ with the smallest $\delta(s_i)$. Now assume that $\delta(s_i)$ has some error s.t we connect the wrong leaves, and one of the correct choices would have been $\delta(s_j)$. We know that if there was no error, then

$$\delta(s_i) = d(s_{i-1}, s_i) + d(s_{i+1}, s_{i+2}) - d(s_{i-1}, s_{i+1}) - d(s_i, s_{i+2}) = -2 \cdot x$$

We assume that the $\epsilon_{ij}$ follow a normal distribution with standard deviation $\sigma$. Then the error $\epsilon_d$ also follows a normal distribution $\sigma_d$, where the standard deviation is the sum of the individual standard deviations: $\sigma_d = 4\sigma$ (see Figure 13).

In order to get a wrong connection, the following condition must be true: for all $j \neq i$, where $\delta(s_j)$ is a correct connection, $\epsilon_{dd} = \delta(s_i) - \delta(s_j) \leq 2 \cdot x$. This again is a normal distribution, with $\sigma_{dd} = 8\sigma$. The point is that $\epsilon_{dd}$ must be $\leq 2 \cdot x$ for all possible valid connections. For a balanced tree with $n$ leaves (tree depth $\log(n)$), there are at most $\frac{n}{2}$ valid connections. In the worst case, if the tree is extremely unbalanced, there is only 1 correct connection at each step. Let $P_{dd}(\sigma)$ be the probability that one $\epsilon_{dd} \leq 2 \cdot x$ for a given standard deviation $\sigma$:

$$P_{dd}(\sigma) = \frac{2}{\sqrt{2\pi}} \inf_{z = \frac{x}{\sigma}} \int e^{-\frac{z^2}{2}}$$

So the overall probability to get a wrong connection is:

$$P_w(\sigma) = P_{dd}(\sigma)^2$$

in the best case, and

$$P_w(\sigma) = P_{dd}(\sigma)$$

in the worst case.

To illustrate the probability to get the shortest edge $x$ wrong we build a table (see Table 15) for an example tree of 16 leaves. So if the standard deviation $\sigma$ of the error $\epsilon$ of the distance measurement is 50% of the shortest edge $x$, then the probability to get this edge wrong is 2% in the best, and 60% in the worst case. Hence for very large errors, a dynamic programming approach is more appropriate.

## 5.3 Dynamic Programming Approach

The dynamic programming version of our algorithm is very simple: instead of connecting the two leaves with the smallest error $\epsilon$, the best $k$ connections are chosen (where $k$ is a
Figure 13: Normal distribution for the error of $\delta(s_t)$

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$P_w(\sigma)$ best case</th>
<th>$P_w(\sigma)$ worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10^{-15}%</td>
<td>1%</td>
</tr>
<tr>
<td>0.5</td>
<td>2%</td>
<td>60%</td>
</tr>
<tr>
<td>1</td>
<td>17%</td>
<td>80%</td>
</tr>
</tbody>
</table>

Figure 14: Probability to get the shortest edge $x$ wrong depending on the standard deviation $\sigma$ of the error $\epsilon_{ij}$ of the distance measurements in terms of $x$.

user specified parameter). At the end, the tree with the overall smallest error $\epsilon_t$ is chosen. If the number of trees at the end is $t$, then the probability get an edge $x$ wrong is much lower: in order to get a wrong connection, all $k$ connections have to be wrong:

$$P_w(\sigma, k) = P_{dd}(\sigma)^{k\in\frac{2}{2}}$$ in the best case, and

$$P_w(\sigma, k) = P_{dd}(\sigma)^k$$ in the worst case.

To show the difference we build the same table again, for $k = 3$:

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$P_w(\sigma, k)$ best case</th>
<th>$P_w(\sigma, k)$ worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>10^{-15}%</td>
<td>10^{-6}%</td>
</tr>
<tr>
<td>0.5</td>
<td>10^{-5}%</td>
<td>23%</td>
</tr>
<tr>
<td>1</td>
<td>0.5%</td>
<td>50%</td>
</tr>
</tbody>
</table>

Figure 15: Probability to get the shortest edge $x$ wrong depending on the standard deviation $\sigma$ of the error $\epsilon_{ij}$ of the distance measurements in terms of $x$ with dynamic programming ($k = 3$).

If we would simply keep all $k$ trees at each step, the number of resulting would grow exponentially. In the worst case, we would get $2^{n-3}$ trees, as this is the number of possible different trees that can be built given a circular order. Note that this can only happen in the worst case, if the tree is completely unbalanced (if the tree depth is almost $n$). When the tree is balanced (tree depth is about $\log(n)$), then we will get only one tree in the best case, and some number between 1 and $2^{n-3}$ (if most connections are wrong), depending
on the error.

In real cases, many trees will end up being the same during the construction process. I.e. if we first connect leaves 1, 2 and then 3, 4 or first 3, 4 and then 1, 2 does not matter. The number of different trees at the end is seldom more than 100 when performing experiments.

To identify equal trees during the dynamic programming construction process, a unique number is created for each tree. The number is added to a hash table. Any new tree is compared to the hash table and only kept if it is not already in the list.

6 Examples

We tested the new tree construction method on two protein families. We also constructed the trees with two other methods, the Fitch algorithm of the PHYLIP package [11] and the ProbModel [13]. In all cases all the three algorithms agreed on the tree topology. We only took 9 and 15 proteins for drawing reasons, but the algorithm basically allows any number of proteins.

The first one is the IA1 and IA2 subunit of Cytochrome P450 (see Figure 17). In this example you can clearly see a gene duplication (symmetry). The upper half is the IA1 subunit, the lower half is the IA2 subunit.

The second example is the Hemoglobin alpha-I chain from 15 species. The msa below was calculated using the ProbModel and gap heuristics [26]. The score is the CS measure as described in [15]. This alignment is the optimal alignment, as the maximum possible score is equal to the score.

Figure 16: Cytochrome P450 tree constructed with new method
Figure 17: Hemoglobin alpha 1 constructed with new method
7 Discussion

We have introduced a new tree construction method that constructs the tree with the maximum probability for a given set of sequences. By using a Traveling Salesman approach to find a circular tour and the sequence data, we can construct the tree with the maximum probability in \(O(n \log(n))\) time. We can guarantee that the reconstructed tree is correct, if the error of the distance measurement does not exceed \(\frac{x}{2}\), where \(x\) is the shortest edge. The probability to get a wrong circular order is very low, as all other correct circular orders have to be worse than the wrong order. If the errors of the distance measurements are very large, then better results can be achieved via dynamic programming. But we think it still is important to use different tree construction algorithms and to compare the results and decide in each case which tree is suited best.
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