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Abstract

The reliability of software is crucial to the functioning of today’s world, which heavily depends on computer systems. Given the ever increasing complexity of software, bugs are subtle and thus hard to find with manual inspection. A more promising approach is to use a formal method such as model checking, which employs exhaustive state-space search to ensure the correctness of the software. However, existing tools typically feature two flaws: either they have insufficient capacity to handle large programs or they report many false positives.

A successful approach to push the boundaries of model checking is predicate abstraction (refinement). With this method, an abstraction of a program in a high-level programming language is constructed using predicates and represented as a Boolean program. It is analyzed by a dedicated checker to determine if an error state is reachable. Boolean program verification remains, despite the reduced state space, the bottleneck within the automated abstraction-refinement loop.

This thesis introduces techniques for efficient reachability analysis of sequential and concurrent Boolean programs. We improve on known summarization algorithms for sequential Boolean programs and propose over-approximations of procedure calls. For non-recursive concurrent Boolean programs with bounded thread creation, we first introduce a transformation to a representation based on thread-state counters, which exploits the symmetry inherent in replicated programs. In a second step, we combine this representation with a method to locate thread creating cycles in order to allow an unbounded number of threads.

The algorithms are implemented in BOOM, a model checking platform for Boolean programs. It is the first tool which implements a summarizing reachability engine that entirely relies on a satisfiability solver for (quantified) Boolean formulæ. The concurrent variant of BOOM is implemented using binary decision diagrams and includes partial order reduction methods. BOOM has been used in combination with the SATAB software model checker to verify safety properties of Linux device drivers. BOOM is, to the best of our knowledge, the first efficient model checker for non-recursive concurrent Boolean programs.
Zusammenfassung


Einen viel versprechenden alternativen Ansatz bieten formale Methoden wie das Modelchecking. Hierbei werden alle erreichbaren Systemzustände auf Fehler durchsucht, so dass die Korrektheit indirekt durch die Abwesenheit unerwünschter Zustände garantiert werden kann. Typischerweise sind die meisten verfügbaren Tools jedoch nicht in der Lage, grosse Programme zu untersuchen, oder leiden unter zu vielen Falschmeldungen.
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The problem with engineers is that they cheat in order to get results. The problem with mathematicians is that they work on toy problems in order to get results. The problem with program verifiers is that they cheat on toy problems in order to get results.”
— Anonymous

1

Introduction

COMPUTERS are omnipresent in daily lives and control not only simple coffee machines but also airplane navigation systems, car brakes, and medical equipment. If such systems malfunction, then they can severely harm humans. Their behavior depends to a large extent on the software that they are running. The size and complexity of such software is ever increasing and manual code inspection or hand written tests can never assure the level of quality that is needed. As a consequence, methodologies for developing software of high quality are an important research area in computer science.

Formal verification applies mathematical reasoning to software in order to prove its correct behavior. The desired behavior of a program can be described by a formal specification, and formal methods can be used to prove if a program meets this specification. However, approaches for ensuring reliability of software must be fully automated, as tools that require a substantial manual effort are not accepted by programmers. In fact, many successful tools, e.g., SLAM [10], BLAST [23] or FINDBUGS [5], work by literally just “pushing a button”.

Unfortunately, it is impossible to build a tool that is able to determine if an arbitrary property holds for every program, since program verification is undecidable in general. Thus, these tools only answer simple questions. Since programmers also do not like to write specifications (which are error-prone as well), the properties that are checked, are often pre-defined by the tool creator. SATABLES, for example, is limited to verifying the absence of “bad” actions that should never occur in a correct program, such as division by zero, wrong pointer manipulations, buffer overflows or violated assertions.

1.1 Problem Definition

Real-world programs have many artifacts such as stacks and heaps, which make direct verification of the original code very hard. Thus, a key concept is to extract an abstract model that enables tractable verification. The idea behind is to reduce the complexity of the original program by focusing on only
the relevant details needed to prove a property.

*Predicate abstraction* [80] is a widely-used framework for (automatically) constructing such abstract models from C programs. Promoted by the success of the SLAM project, Boolean programs are a frequently used model for software programs. A model checker analyzes the Boolean program and determines if it adheres to its specification by performing an exhaustive state-space search. Checking the Boolean program model is the bottleneck of this method, as it suffers from the state explosion problem, and that is the point where this thesis comes into play. The main contribution of this thesis are new algorithms and improvements on existing algorithms for assertion checking of Boolean programs. Regarding sequential recursive Boolean programs, there exists no model checker that is 1) optimized for the most common case, that is the assertion in the Boolean program is violated, and 2) makes use of modern SAT- and QBF-solver techniques. Microsoft’s SLAM project has been applied successfully to sequential Windows driver code but it lacks support for concurrency. Hitherto BOPPO [96] is the only dedicated model checker for concurrent Boolean programs. However, BOPPO does not take advantage of symmetry in concurrent Boolean programs. There are also translators into other input languages available, e.g., CBP2GM [57] or reduction techniques to sequential Boolean programs such as [132].

At this point we would like to refer to the quote cited at the beginning of this chapter. Its reproach that formal methods deal only with toy examples is, at least for the case of Boolean programs, not true. The aim of this thesis is the search for methods and tools to tackle real-world problems. However, developing a verifier for programs written in a high-level language is very tough. Thus, we confine our algorithms to Boolean programs only but the they are applicable to more powerful models as well. Furthermore, the Boolean programs, which we analyze with our implementation, are generated by SATABS or SLAM from real device driver code of the Linux (or Windows) operating system.

In summary, this thesis seeks to accomplish the following goal. *We develop practical and exact methods for assertion checking of sequential or concurrent Boolean programs.*

### 1.2 Contributions

**BOOM Model Checking Framework** The main deliverable of this dissertation is a tool called BOOM for reachability analysis of Boolean programs. It encompasses SAT- and BDD-based algorithms applicable for sequential as well as concurrent Boolean programs. BOOM has been integrated in the SATABS-framework and outperformed well-known tools such as SMV [106] or BOPPO in a study on LINUX driver verification [21]. BOOM is built in a modular way, and supports different reachability algorithms. Its modularity allows re-use of core components, such as partial-order reduction and trace generation.

**Algorithms for Reachability Checking of Sequential Boolean Programs** We improve the known algorithms for summarizing sequential recursive Boolean programs and explain how a purely SAT/QBF-based implementation is realized. Our techniques are tailored to checking automatically generated Boolean programs, which often feature many small functions: we introduce *universal summaries* that capture the side-effects of a procedure for any input. We propose a method based on universal summaries that marks the first *complete* algorithm for reachability checking of Boolean programs without the help of a QBF-solver or BDDs. In addition, we introduce *structural abstraction* for procedures — our method takes abstraction and refinement to the Boolean program level.

**Algorithms for Reachability Checking of Concurrent Boolean Programs** We show how to apply *counter abstraction* to concurrent non-recursive Boolean programs with a bounded number of threads
to factor out redundancy due to thread replication. The traditional global state representation as a vector of local states is replaced by a vector of thread counters, one per local state. In practice, however, straightforward implementations of this idea are unfavorably sensitive to the number of local states. We present a novel symbolic exploration algorithm that avoids this problem by carefully scheduling which counters to track at any moment during the search. In follow-up work, we present an improved algorithm that does not bound the number of threads in order to check replicated finite-state programs: the program itself only allows finitely many configurations, but is executed by an unknown number of threads, thus generating an unbounded state space. The result is an assertion checking engine for non-recursive concurrent Boolean programs with dynamic thread creation.

1.3 Outline

Chapter 2 provides background on the problems we address in this thesis, the utilities we use to solve them, and the general setting of the Boolean programs.

That subsequent chapters are broken into three parts:

Part I describes sequential Boolean programs. Their syntax and semantics are introduced in Chapter 3, and the algorithms for their analysis follow in Chapter 4.

Part II gives detailed account of concurrent Boolean programs. Chapter 5 explains the extended syntax and semantics of concurrent Boolean programs. Chapter 6 describes how partial-order reduction and symbolic reachability analysis of concurrent Boolean programs can be combined. Chapter 7 proposes an algorithm to tackle the local state explosion of non-recursive Boolean programs with a thread bounded. This bound is dropped in Chapter 8, where we extend the previous algorithm to handle unbounded non-recursive Boolean programs. Chapter 9 provides empirical evidence, that the behavior of concurrent Boolean programs can often be simulated by a small number of threads.

Part III contains the practical part of our work: Chapter 10 describes the implementation of the reachability checker BOOM and important details that were necessary in order to obtain an efficient tool.

Last but not least, Chapter 11 concludes the dissertation with a summary of the main contributions, and points out areas of further research.
2 Background

2.1 Model Checking

MODEL CHECKING [40, 6] has been a vibrant branch of research in formal methods for many years. It is an automated technique for verifying correctness specifications of finite or infinite-state models of systems. Given a system model, a model checker systematically examines whether a property in temporal logic holds for all reachable system states. Usually all reachable states are explored in a brute-force manner until a state is found that violates the property, or it holds for any reachable state. In the former case the model checker provides evidence in form of a counterexample. If the property under consideration is given in linear temporal logic (LTL), the counterexample describes an execution path\(^1\) from initial state to a system state exhibiting the violation [45]. The ability to generate a counterexample is one of the main advantages of model checking, since it can be replayed in a debugger and facilitates locating the cause of a bug. Compared with testing, it can reveal subtle errors that would have remain undiscovered otherwise. Its limiting factor is the exponential growth of the state space, known as the state explosion problem, but — given sufficient resources — model checking is a complete method when applied to finite state models.

Finite state systems are well-suited for modeling hardware. Software, however, manipulates dynamic data structures, features procedures, which allow unbounded call stacks, and dynamically creates new processes. For this reason, finite state abstractions are often used to over- or under-approximate the behavior of software.

In practice, the latter method is often used as an efficient bug finding technique. For example, empirical studies show that many bugs emerge with a relatively small number of context switches [119].

Pre-and postconditions and invariants of high-level programming languages are properties that can be verified automatically by tools. These properties are also called safety properties. The transition systems that are considered in this thesis are generated by automated abstraction engines, that generate

\(^1\)Finite paths are also called traces in the literature.
error locations for violated safety properties. Thus, the task that a model checker for such abstract transition systems faces, is a question of reachability of system states. For the remainder of this thesis we will stick to reachability analysis.

Before we can formalize the model checking problem, that is being discussed in this thesis, we need to give our definition of a finite-state system:

**Definition 2.1 (Finite-State Transition System)** A Finite-State Transition System \( \mathcal{M} = (S, T, I) \) is defined by a finite set of states \( S \), a transition relation \( T \subseteq S \times S \) and a set of initial states \( I \subseteq S \).

Now we are able to state formally the model checking problem, that is covered in this thesis: given a safety property \( \varphi \) and a model \( \mathcal{M} \), decide if \( \varphi \) holds in \( \mathcal{M} \), written as \( \mathcal{M} \models \varphi \). It can be decided using a model checking procedure that starts from the initial states \( I \) and enumerates all reachable states in a brute-force manner until either an error state violating \( \varphi \) is found or no new states are encountered. This is called forward analysis. A forward state-space exploration engine utilizes an image-function to compute the next sets of states from a given current state:

**Definition 2.2 (Image Operation)** The Image Operation \( \text{IMAGE}(S, T) \) calculates successors of a set of states \( S \) in one step under the transition relation \( T \).

Algorithm 2.1 shows a straightforward approach to explore all reachable states of \( \mathcal{M} \). We can check on-the-fly if a state, that violates \( \varphi \), has been found.

**Algorithm 2.1 Reachability analysis**

1: procedure \( \text{REACHABLE}(I, T) \)
2: \( I_C := \emptyset \)
3: \( I_N := I \)
4: while \( I_C \neq I_N \) do
5: \( I_C := I_N \)
6: \( I_N := I_N \cup \text{IMAGE}(I_C, T) \)
return \( I_C \)

### 2.2 Binary Decision Diagrams

Reduced ordered binary decision diagrams\(^2\) were introduced by Bryant [34] as a canonical and compact representation for Boolean formulæ. An ROBDD can be obtained from a sequence of simplifications on similar structure called ordered decision tree. A decision tree maps a valuation of its support variables to a Boolean value. It can be computed by descending the tree from the root to a leaf as follows: the left sub-tree of a node corresponds to the sub-formula obtained if the value of the variable labeling the node is false, whereas the right sub-tree contains the sub-formula for the case if the variable is true. An ordered decision tree is a tree whose nodes are labeled in the same order on any path from root to leaf. Figure 2.1 shows the ordered binary decision tree for the formula \( a \leftrightarrow b \).

An ROBDD is obtained by repeatedly applying the following two reduction rules on an ordered decision tree until no more simplification is possible:

\(^2\)In the following chapters, we use the term “BDD” as a shorthand for reduced ordered binary decision diagrams.
The size of the resulting graph is strongly dependent on the order of the variables. Consider, e.g., Figure 2.2, which shows two ROBDDs with different variable ordering for the same function: one is linear in the size of the formula whereas the other is exponential! The dependence of ROBDDs on the ordering of the variables is the major disadvantage of this data structure. Finding an optimal ordering, which yields a smallest BDD for a given function, was shown to be an NP-complete problem [28]. Therefore, heuristic algorithms are used in practice in the hope of reducing the BDD size. A heuristic that works well for many cases is to place dependent variables closely together. Note that there are some functions that result in ROBDDs that are always exponential in the number of variables — regardless of the variable ordering — e.g., the middle output of a combinational circuit of a multiplier.

In practice, the order of the variables is kept the same in any ROBDD existing in the program. As a consequence, the ROBDDs become canonical, i.e., any two equivalent formulae are represented by identical ROBDDs. Thus equivalence checking is linear in the size of the ROBDDs. It can be made to run in constant time, if the ROBDD library looks up any ROBDD in a hash table and eliminates copies of the same ROBDD. The interested reader is referred to [135] for further information on the subject of ROBDDs.

McMillan introduced ROBDDs into Model Checking: symbolic model checking uses ROBDDs to represent sets of states and their transition function respectively [107]. This technique combines a compact state representation with the ability to explore a set of successor states instead of individual states. Algorithm 2.2 depicts the pseudo-code of a rudimentary symbolic model checker for reachability. It is worth mentioning that BDD libraries (e.g., CUDD [126]) often offer a function that is optimized for image computation: it computes the set of next states as a function of the current state variables and eliminates the current state variables in a single operation (Line 6). The subsequent step renames the next state variables $V'$ to the current state variables $V$ (Line 7) and adds the new states to the already reached states.

2.3 SAT

Satisfiability (SAT) solving is one of the classic NP-complete problems — in fact it was the first decision problem proved to be NP-complete. Given a propositional formula in conjunctive normal form (CNF), a SAT-solver determines if there exists a variable assignment such that the formula evaluates to true. If there is no such assignment, the formula is said to be unsatisfiable. Propositional formulæ that are not in CNF can be transformed into CNF in linear time by introducing auxiliary variables [133].
(a) An ROBDD with optimal (interleaved) variable ordering is linear in the width of the bit vectors

(b) An ROBDD with worst-case variable ordering is exponential in the width of the bit vectors

Figure 2.2: ROBDDs for equality of 2-bit vectors: \((a \leftrightarrow b) \land (c \leftrightarrow d)\)

Algorithm 2.2 Symbolic reachability analysis

1: procedure REACHABLE(\(I\), \(T\)) \(\triangleright \ I\): ROBDD of initial states, \(T\): transition relation
2: \(I_C := \text{ROBDD}(false)\) \(\triangleright \ \text{ROBDD representing set of current states}
3: \(I_N := I\) \(\triangleright \ \text{ROBDD representing set of next states}
4: \text{while } I_C \neq I_N \text{ do}
5: \(I_C = I_N\)
6: \(I'_N = \text{ANDABSTRACT}(I_C, T, V)\) \(\triangleright \ \text{existential quantification}
7: \(I_N = I_C \land \text{PERMUTE}(I'_N, V \leftarrow V')\) \(\triangleright \ \text{renaming}

return \(I_C\)
The classic approach to solve SAT formulæ comprises recursive backtracking and Boolean constraint propagation [54, 53]. In the late nineties, high-performance SAT-solvers became available (e.g., CHAFF [110]) and the use of SAT to formulate problems became popular. Modern SAT solvers enhance the original DPLL algorithm with a multitude of techniques like non-chronological backtracking, conflict-driven learning and improved decision heuristics. Furthermore, they are tailored to effectively use CPU caches and memory bandwidth. An excellent survey on SAT techniques can be found in [38].

In contrast to BDDs which suffer tremendously from the sensitivity to the ordering of the variables, SAT solvers are a lot less sensitive to problem size and variable ordering.

Quantified Boolean formulæ (QBFs) extend propositional formulæ with both existential quantifiers and universal quantifiers. Their application in Model Checking is twofold:

- BMC can be made complete using quantifiers, since the query to check if a Boolean formula represents a subset of the states that have been reached in a previous iteration corresponds to a QBF instance.
- SAT formulæ can be compressed [91] with the help of quantifiers. Thus large QBF formulæ can be held in memory, whereas with a pure SAT encoding the memory limit would be exceeded.

## 2.4 Bounded Model Checking

Bounded model checking was introduced by Biere [26] as a method for finding logical errors in finite-state transition systems. It is widely regarded as a complementary technique to symbolic BDD-based Model Checking, and frequently used in the hardware industry; see [25] for a survey of experiments conducted with BMC in industry.

Given a finite-state transition system \( \mathcal{M} \), an invariant property \( \varphi \) specified in temporal logic, and a natural number \( k \), a BMC procedure decides whether there exists a sequence of transitions of \( \mathcal{M} \) of length \( k \) that violates \( \varphi \). Formally, we write \( \mathcal{M} \models^k \varphi \), if all sequences of transitions up to length \( k \) satisfy \( \varphi \). For the purpose of this thesis we shall consider only the linear temporal logic (LTL [62]) property \( Gp \): at every state reachable from the initial state (≡ “globally”) \( p \) holds. SAT-based BMC is performed by generating a propositional formula, that is satisfiable if and only if a path from the initial state to a state exhibiting the error exists. Such a formula corresponds to the given transition relation \( T(s, s') \) being unwound \( k \) times, starting from initial states \( I(s_0) \), and a violation of the property after \( k \) steps:

\[
I(s_0) \land T(s_0, s_1) \land \ldots \land T(s_{k-1}, s_k) \land \neg \varphi(s_k)
\]  

(2.1)

In practice, the application of BMC is typically restricted to the refutation of safety properties, and is conducted in an iterative manner: Starting with a small initial value of \( k \), \( k \) is incremented until either 1) an error is found, or 2) the problem becomes intractable due to the complexity of solving the corresponding SAT instance.

Bounded Model Checking is complete iff \( k \) reaches a completeness threshold \( CT \), which indicates that if there exists no path of length \( k \) in \( \mathcal{M} \) that violates \( \varphi \), then there exists no path of any length in \( \mathcal{M} \) that violates \( \varphi \).

**Definition 2.3 (Completeness Threshold [97])** A completeness threshold of a transition system \( \mathcal{M} \) with respect to a property \( \varphi \) is any natural number \( CT \) such that, given that the property \( \varphi \) is not
violated by any path of length up to CT, then it cannot be violated at all, i.e.,

{\mathcal{M}} \models_{CT} \varphi \implies {\mathcal{M}} \models \varphi \tag{2.2}

holds.

Clearly, if {\mathcal{M}} \models \varphi, then the smallest CT is 0, and otherwise it is equal to the length of the shortest counterexample. This implies that finding the smallest CT is at least as hard as checking {\mathcal{M}} \models \varphi. Consequently, we concentrate on computing an over-approximation of the smallest CT.

The **Reachability Diameter** of a finite-state transition system {\mathcal{M}} is a completeness threshold for reachability properties of the form Gp:

**Definition 2.4 (Initialized Reachability Diameter [97])** Given a finite-state transition system {\mathcal{M}}, we define the **Initialized Reachability Diameter** \(rd(\mathcal{M})\) of a \(\mathcal{M}\) as the minimal number of steps required for reaching all reachable states from the initial state.

\[
rd(\mathcal{M}) \overset{\text{def}}{=} \min\{k | \forall s_0 \ldots s_k. I(s_0) \land \bigwedge_{0 \leq i \leq k} T(s_i, s_{i+1}) \implies \exists s_0 \ldots s_k. I(s_0) \land \bigwedge_{0 \leq i < k} T(s_i, s_{i+1}) \land s_k = s_k \} \tag{2.3}
\]

In the context of hardware designs, the **Initialized Reachability Diameter** is often called the **sequential depth**.

The **Reachability Recurrence Diameter** of a finite-state transition system {\mathcal{M}} characterizes a less tighter completeness threshold than the reachability diameter:

**Definition 2.5 (Initialized Reachability Recurrence Diameter [97])** The **Initialized Reachability Recurrence Diameter with respect to a finite state transition system** \(\mathcal{M} = (S, T, s_0)\) is the longest loop-free path in \(\mathcal{M}\) starting from the initial states:

\[
rrd(\mathcal{M}) \overset{\text{def}}{=} \max\{k | \exists s_0 \ldots s_k. I(s_0) \land \bigwedge_{0 \leq i < k} T(s_i, s_{i+1}) \land \bigwedge_{0 \leq j < i \leq k} s_j \neq s_i \} \tag{2.4}
\]

### 2.5 k-Induction

One possibility to make BMC complete (i.e., to report that \(\varphi\) holds for any \(k\)), is to find an inductive argument. In other words, we prove that, under the assumption that the system satisfies \(\varphi\) for \(k\) steps, the property cannot be violated in \(k+1\) steps.

This idea is known under the name of **k-induction** [124] and works as follows. If the base condition in equation (2.5) is satisfiable, then a counterexample has been found:

\[
\text{base}(\mathcal{M}, k) = \exists s_0 \ldots s_k. I(s_0) \land \bigwedge_{0 \leq i < k} T(s_i, s_{i+1}) \land \bigvee_{0 \leq i \leq k} \neg \varphi(s_i) \tag{2.5}
\]

Otherwise, the induction step is performed:

\[
\text{step}(\mathcal{M}, k) = \exists s_0 \ldots s_{k+1}. \bigwedge_{0 \leq i < k} T(s_i, s_{i+1}) \land \bigwedge_{0 \leq j < i \leq k} s_j \neq s_i \land \bigwedge_{0 \leq i \leq k} \neg \varphi(s_i) \land \varphi(s_{i+1}) \tag{2.6}
\]
Intuitively one attempts to prove that $\phi$ holds in any state reachable from any state within $k + 1$ steps, assuming that the property holds in $k$ consecutive states.

Unfortunately some properties are not $k$-inductive for any $k$, consider for example the following system:

```
start -> p
```

p
```
p -> ¬p
```

The induction hypothesis cannot be discharged for an arbitrary number of steps $k$, because although the property cannot be violated for any number of steps from the initial state, it can be violated within one step from the state in the middle.

Thus in order to obtain a complete method, the authors restrict the feasible paths to paths without loops. The latter notion corresponds to the reachability recurrence diameter, which manifests itself in the middle term in equation (2.6).

### 2.6 Predicate Abstraction

 Predicate abstraction [80, 100], pioneered by the model checking tool SLAM, is one of the most prominent approaches in software model checking. Predicate abstraction results in a Boolean program [13], which exclusively uses Boolean variables. These variables of the Boolean program $B$ correspond to a finite set of predicates over the variables of the original program $P$. Each predicate $p_i$ describes an observable “fact” about the program, and the evaluation of a variable $b_i$ in an abstract state determines whether the corresponding fact holds or not. For each instruction of $P$, the corresponding abstract transition is constructed independently of the surrounding instructions. Thus, the abstraction step preserves the control flow structure of the original program.

The Boolean program $B$ is created from the original program $P$ using existential abstraction [43]. This method guarantees that the transition relation of $B$ is a conservative over-approximation of $P$. That is, if $B$ satisfies a temporal safety property $\phi$, then $P$ satisfies $\phi$ as well but the reverse is not true. In other words, the Boolean program $B$ contains all execution traces of $P$, and potentially more. A model checking engine that examines the Boolean program $B$ could report a counterexample that is feasible in $B$ but not in $P$. This is usually called a spurious counterexample. This occurs whenever the abstraction is too coarse, i.e., the Boolean program allows too much behavior. Therefore, refinement is performed by adjusting the set of predicates in a way that eliminates the spurious counterexample.

The idea of automatically constructing and refining abstractions has first been presented by Kurshan [98] and has been made known to a wider audience by the success of the SLAM project [14, 52], and Clarke et al. [42], who coined the term counterexample-guided abstraction refinement (CEGAR). It comprises of four phases, namely abstraction, model checking, simulation, and refinement (see Figure 2.3). These four phases are executed repeatedly, until either a concrete counterexample is found, or the program is proven correct:

**Abstraction** Predicate abstraction is used to generate a Boolean program $B$ of the original program $P$.

**Model Checking** A model checker examines the Boolean program $B$. If it contains a path that viol-
ates $\varphi$, then a counterexample is extracted and the third phase is entered. Otherwise, $\varphi$ holds in $\mathcal{B}$ (and therefore also in $\mathcal{P}$) and the CEGAR loop terminates.

**Simulation** The feasibility of the counterexample is checked by symbolic simulation. The simulator replays the abstract counterexample on the concrete program. If it corresponds to an actual program behavior, then a bug is reported ($\varphi$ is indeed violated by $\mathcal{P}$) and the CEGAR loop terminates. Otherwise, a fourth phase is entered.

**Refinement** The spurious counterexample is ruled out in the Boolean program by enriching the set of predicates and updating the transition relations. Given the more accurate Boolean program, a new iteration of the loop begins again with the first phase.

The CEGAR process can be fully automated: other than the property to be verified, no user interaction is required. In fact, verifiers for Boolean programs have been used successfully to increase the reliability of system-level software such as device drivers with more than 10,000 lines of code [7, 86, 137].

**Example 2.1** In order to get an impression of Boolean programs (a detailed description follows in the next chapter), a C program (see Listing 2.1) and a possible abstraction into a Boolean program (see Listing 2.2) are given. As their name already states, Boolean programs have only variables of Boolean type, e.g., no integer variables or pointers are allowed. The idea is to factor out data complexity such that a tractable model can be produced from a complex original program. Its control-flow is preserved by the abstraction.

---

3 A violation of $\varphi$ corresponds to a failed assertion (SATABS) or the reachability of a specific label $L$ (SLAM).
Example 2.2 The mixcomwd Linux driver contains 303 lines of code (header files not included). DDVERIFY is a device driver harness that uses SATABS to verify the correct functionality of LINUX device drivers. The piece of code in Listing 2.3 illustrates the initialization routine of the driver.

Listing 2.3: Initialization routine of the mixcomwd driver for LINUX

```c
static int mixcomwd_ioports[] = { 0x180, 0x280, 0x380, 0x000 };
static int watchdog_port;
...
static int __init mixcomwd_init(void)
{
    int i;
    int ret;
    int found=0;
    for (i = 0; !found & & mixcomwd_ioports[i] != 0; i++) {
        watchdog_port = mixcomwd_checkcard(mixcomwd_ioports[i]);
        if (watchdog_port) {
            found = 1;
        }
    }
    ...
}
...
```

This code iterates over the elements of a zero-terminated array. Therefore there is no check that ensures that the index variable stays within the boundaries of the array.

Claim 9 (of 171 reported by SATABS) SATABS verifies that no boundary violation can happen:

Claim 9:
file mixcomwd.c line 250 function mixcomwd_init
array ‘mixcomwd_ioports’ upper bound
!(_Bool)found => i < 4

SATABS needs 11 refinement steps to prove that this claims holds. The loop is unrolled 4 times in the 12th iteration and the predicate \{b57 \& mixcomwd_ioports [3] == 0\} is added to prove that the assert statement that corresponds to this claim cannot be violated (see Listing 2.5).
Listing 2.4: Iteration 11

decl b0_i_lt_4;  // i < 4
decl b1_found_eq_0;  // found == 0
...
decl b7_i_ge_0;  // i >= 0
...

void main() begin
L23: b20, b21, b22, b23, b24 := *, 1, *, 1, *;
L24: b20, b22 := b21, b23;

// mixcomwd.c line 52
L33: b14, b15, b17, b18, b32, b33, b34, b35, b37, b38, b40, b41 := *
L64: skip; // no predicates changed
L65: if !* then goto L70; fi;
L68: skip; // no predicates changed
L69: goto L65;
L70: skip; // no predicates changed
L71: if !* then goto L77; fi;
L76: goto L71;
L77: skip;
...

// mixcomwd.c line 250 mixcomwd_init
L84: b0_i_lt_4, b2, b7_i_ge_0, b8, b14, b15, b16, b17, b18, b19, b32, b33, b34, b35, b36, b37, b38, b39, b40, b41 := 1, 1, 1, 1, *
L85: assume (! (b1_found_eq_0) | b7_i_ge_0);

// mixcomwd.c line 250 mixcomwd_init
L86: assert (! (b1_found_eq_0) | b0_i_lt_4);
...
L101: b6 := 0 constrain (b16 | b19) & (b40) & (b40);
L102: assume (!* & * & *);
...

// mixcomwd.c line 250 mixcomwd_init
L138: b0_i_lt_4, b2, b7_i_ge_0, b8, b14, b15, b16, b17, b18, b19, b32, b33, b34, b35, b36, b37, b38, b39, b40, b41 := b2, b16, b8, b19, b18, b17, b36, b37, b38, b39, b40, b41, *, *
L139: goto L85;
114: return;
end

Listing 2.5: Iteration 12

decl b0_i_lt_4;  // i < 4
decl b1_found_eq_0;  // found == 0
...
decl b7_i_ge_0;  // i >= 0
...
decl b57; // mixcomwd_iports[3] == 0
...
void main() begin
L23: b20, b21, b22, b23, b24 := *, 1, *, 1, *;
L24: b20, b22 := b21, b23;

// mixcomwd.c line 52
L33: b14, b15, b17, b18, b32, b33, b34, b35, b37, b38, b40, b41, b46, b47, b49, b50, b51, b52, b53, b54, b55, b56, b57, b58, b59, b60 := *
L64: skip; // no predicates changed
L65: if !* then goto L70; fi;
L68: b61_i_lt_10 := *
L69: goto L65;
L70: b61_i_lt_10 := 1;
L71: if !b61_i_lt_10 then goto L77; fi;
L75: b61_i_lt_10 := *
L76: goto L71;
L77: skip;
...

// mixcomwd.c line 250 mixcomwd_init
L84: b0_i_lt_4, b2, b7_i_ge_0, b8, b14, b15, b16, b17, b18, b19, b32, b33, b34, b35, b36, b37, b38, b39, b40, b41, b45, b46, b47, b48, b49, b50 := 1, 1, 1, 1, b52, b51, b53, b54, 1, *, *, *
L85: assume (! (b1_found_eq_0) | b7_i_ge_0);

// mixcomwd.c line 250 mixcomwd_init
L86: assert (! (b1_found_eq_0) | b0_i_lt_4);
...
L101: b6, b42, b43, b44 := 0, 1, *, * constrain (b16 | b19) & (b40) & (b40);
L102: assume (!* & * & *);
...

// mixcomwd.c line 250 mixcomwd_init
L138: b0_i_lt_4, b2, b7_i_ge_0, b8, b14, b15, b16, b17, b18, b19, b32, b33, b34, b35, b36, b37, b38, b39, b40, b41, b45, b46, b47, b48, b49, b50 := b2, b16, b8, b19, b18, b17, b36, b37, b38, b39, b40, b41, *, *
L139: goto L85;
114: return;
end

Figure 2.4: Difference of the Boolean program generated from the mach2wd Linux driver.
Part I

Sequential Boolean Programs
This chapter presents the syntax and semantics of Boolean programs [14]. Boolean programs are frequently used as a representation for abstract models for software. They provide the usual control-flow constructs of an imperative language such as C, but variables are restricted to Boolean type. The use of Boolean programs as an abstract model has been promoted by the success of the SLAM project [14]. SLAM verifies control-flow dominated properties of Windows device drivers by abstracting an ANSI-C program into a Boolean program. An effective model checking strategy is obtained by combining reachability analysis with an automatic abstraction refinement mechanism. Predicate abstraction (see Section 2.6) is used to construct a conservative over-approximation of the original program. Predicate abstraction constructs the abstraction by tracking only certain predicates on the data. Each predicate is represented by a Boolean variable in the abstract program, while the original data variables are eliminated. In order to preserve the soundness of the analysis, several sources of non-determinism are added to the abstraction: control-flow, data, and thread scheduling non-determinism.

The main advantage of Boolean programs over finite-state transition systems is that their stack allows a precise representation of the behavior of procedure calls, including procedure-local variables and (possibly unbounded) recursive calls. Nevertheless, reachability properties for Boolean programs are decidable [35]: Procedures can access and modify only the topmost element of the stack. Therefore, summarizing procedure calls prevents a re-evaluation of a call if the same calling context has already been considered before [123].

### 3.1 Semantics of Sequential Boolean Programs

We define Boolean programs and their sequential semantics in terms of the control-flow graph of a program. A Boolean program consists of a set of procedures, each of which is represented by its
control-flow graph (CFG). As usual, a control-flow graph is a directed graph with nodes corresponding to program locations. Without loss of generality, we assume that each procedure has exactly one entry node \( n_i \) and one exit node \( n_o \).

The node in the CFG, also referred to as the program counter, and the valuation of the variables constitute the state of the program:

**Definition 3.1 (Explicit State)** An explicit state of a Boolean program is a tuple \( \langle n, \Omega \rangle \), where \( n \) identifies the node in the CFG and \( \Omega \) is a valuation to the variables in scope, i.e., \( \Omega \) is a function that associates every Boolean variable in scope with a Boolean value.

Unlike the conventional notion of a program state, a state of a Boolean program \( \mathcal{B} \) that is analyzed by a model checker does not contain the contents of the call stack. We will return to this point later and explain it in more detail.

Each edge \( \langle n, n' \rangle \) of the CFG corresponds to a transition \( \langle n, \Omega \rangle \rightarrow \langle n', \Omega' \rangle \) that relates the values \( \Omega \) of the variables in scope before the transition to those (\( \Omega' \)) after the transition.

We use the following notation to describe transition functions:

- \( \Omega(e) \) denotes the evaluation of the expression \( e \) according to the valuation \( \Omega \) of the variables in \( e \). Expressions and their evaluation are defined the usual way.

- We refer to the state before the execution of a transition function as current state, and to the state afterwards as next state. We use primed versions of the variables to distinguish variables that refer to the next state from the variables in the current state. We allow expressions to range over variables in two different states \( \langle n, \Omega \rangle \) and \( \langle n', \Omega' \rangle \). The evaluation of such an expression \( e \) is denoted by \( (\Omega, \Omega')(e) \).

- Expressions may also contain non-deterministic choice denoted by the “\( \star \)” symbols.

- **SLAM** exclusively uses the \schoose\(^1\) expression to introduce data non-determinism. It is defined as follows:

\[
\schoose(pos, neg) \equiv \begin{cases} 
true & \text{if } pos \\
false & \text{else if } neg \\
\star & \text{otherwise}
\end{cases}
\]

The key insight of the summarization idea is that only the topmost element of the stack has an immediate impact on the execution of a transition. Therefore, the outcome of a call to a procedure is exclusively determined by the values of the global variables and the actual parameters at the call site. Consequently, each actual call (i.e., terminating call) to a procedure \( \text{pr} \) can be summarized by a pair of states \( \langle n_i, \Omega_i \rangle, \langle n_o, \Omega_o \rangle \), where \( n_i \) denotes the entry node of the control-flow graph of \( \text{pr} \), and \( n_o \) denotes the corresponding exit node. We use \( \Sigma(\text{pr}) \) to denote the set of these pairs for a procedure \( \text{pr} \). Furthermore, we assume in this section that \( \Sigma(\text{pr}) \) contains the entries for all reachable call contexts. Clearly, \( \Sigma(\text{pr}) \) is finite for Boolean programs.

For a given entry state, the corresponding exit states\(^2\) are determined by the transition functions of the control flow graph of \( \text{pr} \). The transition functions are in turn determined by the statements corresponding to the nodes of the control-flow graph. We distinguish the following statements\(^3\):

\(^1\) This function can be rewritten as the following expression: \( \schoose(pos, neg) \equiv (\star \land \neg neg) \lor pos \)

\(^2\) The use of non-determinism may result in more than one exit valuation.

\(^3\) The syntax of Boolean programs can be found in appendix A.1.
• The **skip** statement does not modify the variables, but sets the program counter to the succeeding statement.

• The **goto** $\ell_1, \ldots, \ell_k$ statement non-deterministically changes the program counter to one of the program locations $\ell_1, \ldots, \ell_k$ provided as argument. The values of the variables do not change.

• The **assert** $e$ statement specifies the property to be verified. The program terminates, if the expression $e$ can be evaluated to $\text{false}$ (e.g., assert $\star$). If this is the case, the model checker provides a counterexample in the form of a trace from the initial state to the location of the assertion. Otherwise, the **assert** statement sets the program counter to the succeeding statement.

• The **assume** $e$ statement sets the program counter to the succeeding statement, if the condition $e$ evaluates to $\text{true}$ in the current state. Otherwise, the **assume** statement has no successor states. In other words, the **assume** statement behaves like an **assert** statement that fails silently.

• The constrained assignment statement $x_1, \ldots, x_k := e_1, \ldots, e_k$ **constrain** $e$ assigns the values of the expressions $e_1, \ldots, e_k$ to the variables $x_1, \ldots, x_k$. The expressions are evaluated in the current state and may contain non-deterministic choice variables. The constraint $e$ is a predicate that ranges over the variables of the current and the next state. It is evaluated in both states, and the statement has no successor state if $e$ evaluates to $\text{false}$.

• The **return** statement corresponds to the exit node of the control-flow graph of $\text{pr}$. Whenever it is reached, the current state determines the exit valuation of the corresponding summary. We assume without loss of generality that all return values are passed to the caller via global variables, i.e., **return** has no parameters. Therefore, the variables are not modified. The program counter of the successor statement is determined by the **caller** of the corresponding procedure $\text{pr}$.

• The call $x_1, \ldots, x_k := \text{pr}(e_1, \ldots, e_k)$ modifies the global and local variables according to an **appplicable summary** $\langle n_i, \Omega_i \rangle, \langle n_o, \Omega_o \rangle$ in $\Sigma(\text{pr})$. A summary is applicable if a) $\Omega_i$ agrees with the current state of the global variables, and b) the evaluation of $e_1, \ldots, e_k$ matches the corresponding actual parameters in $\Omega_i$. (The calling context determines the entry valuation of a summary.) Then, the call $x_1, \ldots, x_k := \text{pr}(e_1, \ldots, e_k)$ modifies the global and local variables according to $\Omega_o$. If more than one summary is applicable, one summary is chosen non-deterministically (analogously to the **goto** statement).

In the case that an applicable summary exists, the call sets the program counter to the statement that succeeds the call. Otherwise, the statement succeeding the call is never reached.

**SLAM** generates two statements that are not known by **SATABS** but shall be mentioned here for the sake of a complete overview:

• The **dead** $v_1, \ldots, v_k$ statement indicates dead variables. A variable is said to be dead at a program location $n$, if along every possible path from $n$, the variable is either not used or redefined before it is used. In the setting of a BDD-based model checker, the dead statement corresponds to syntactic sugar for $v_1, \ldots, v_k := \star, \ldots, \star$.

• The **enforce** $e$ statement can be used at the beginning of a procedure to express constraints (stemming from previous spurious counterexamples) over predicates that hold throughout the procedure [9].
The statements skip, assume, assert, the constrained assignment, and procedure calls have a single successor node in the control flow graph (according to the structure of the program). The return statement has no successor in the control-flow graph, since the program location that succeeds a return statement cannot be determined statically. Goto statements may have more than one successor. Conditional statements like if-then-else or while loops can be modeled using a combination of the goto and assume statements.

The recursive nature with respect to $\Sigma(pr)$ of the definition of the semantics indicates that the set of summaries $\Sigma(pr)$ of a Boolean program can be obtained by means of a fix-point computation. Several algorithms that compute the least fix-point of the set $\Sigma(pr)$ in order to determine the set of reachable states have been proposed [13, 73, 122, 131].

### 3.2 Symbolic Simulation

The valuation of a symbolic state is represented in terms of a Boolean formula over non-deterministic choice variables $\star_1, \ldots, \star_k$, i.e., we use a parametric representation. We extend the usual definition of Boolean formulae with non-deterministic choice variables:

**Definition 3.2 (Symbolic Formula)** A symbolic formula is defined using the following syntax rules:

1. The Boolean constants true and false are formulæ.
2. The non-deterministic choice variables $\star_1, \ldots, \star_k$ are formulæ.
3. If $f_1$ and $f_2$ are formulæ, then $f_1 \land f_2$, $f_1 \lor f_2$, and $\neg f_1$ are formulæ. The set of such formulæ is denoted by $\mathcal{F}$.

Given a particular valuation $\iota$ for the non-deterministic choices $\star_i$, we denote the value of a symbolic formula $f$ as $[f]_\iota$.

**Example 3.1** The pair of formulæ $\langle \neg \iota_1, \iota_1 \lor \iota_2 \rangle$ may evaluate to $\langle 1, 0 \rangle$, $\langle 1, 1 \rangle$, $\langle 0, 1 \rangle$ but not to $\langle 0, 0 \rangle$.

These symbolic formulæ are used to represent sets of states in the following manner. Let $N$ be the set of nodes in a CFG of a Boolean program, let $V$ be the variables of that program.

**Definition 3.3 (Symbolic State)** A symbolic state is a triple $\langle n, \gamma, \omega \rangle$, where $n \in N$ identifies the node in the CFG and is represented explicitly. The second component, called $\gamma$ is a Boolean formula over the non-deterministic choice variables and represents the guard of the state symbolically, i.e., a constraint over these variables. The component $\omega$ maps the variables $V$ to formulæ over $\star_1, \ldots, \star_k$, representing a set of valuations for the variables in the symbolic state.

Each symbolic state $\langle n, \gamma, \omega \rangle$ represents the set of explicit states

$\{ \langle n, \Omega \rangle | \exists \iota. [\gamma]_\iota \land \forall v \in V. \Omega(v) = [\omega(v)]_\iota \}$

where $\omega(e)$ denotes the evaluation of the expression $e$ according to the mapping $\omega$ (analogously to $\Omega(e)$ in Section 3.1).
3.2. Symbolic Simulation

<table>
<thead>
<tr>
<th>Instruction</th>
<th>( \gamma' )</th>
<th>( \omega' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>skip</td>
<td>( \gamma' = \gamma )</td>
<td>( \omega' = \omega )</td>
</tr>
<tr>
<td>goto ( \ell_1, \ldots, \ell_k )</td>
<td>( \gamma' = \gamma )</td>
<td>( \omega' = \omega )</td>
</tr>
<tr>
<td>assume ( e )</td>
<td>( \gamma' = (\gamma \land \omega(e)) )</td>
<td>( \omega' = \omega )</td>
</tr>
<tr>
<td>constrain ( e )</td>
<td>( \gamma' = (\gamma \land (\omega, \omega')(e)) )</td>
<td>( \omega' = (\omega[x_1/\omega(e_1)] \ldots [x_k/\omega(e_k)]) )</td>
</tr>
</tbody>
</table>

Table 3.1: Conditions on the symbolic transitions \( \langle n, \gamma, \omega \rangle \rightarrow \langle n', \gamma', \omega' \rangle \) for the statements skip, goto, assume, and the constrained assignment.

Example 3.2 The symbolic state \( \langle \ell_{10}, (\star_1 \lor \star_2), \{ a \mapsto \star_1, b \mapsto (\neg \star_1 \land \star_2) \} \rangle \), for instance, represents the explicit states \( \langle \ell_{10}, \{ a \mapsto 0, b \mapsto 1 \} \rangle \) and \( \langle \ell_{10}, \{ a \mapsto 1, b \mapsto 0 \} \rangle \). The valuation \( \{ \star_1 \mapsto 0, \star_2 \mapsto 0 \} \) is ruled out by the guard, and the valuations \( \{ \star_1 \mapsto 1, \star_2 \mapsto 0 \} \) and \( \{ \star_1 \mapsto 1, \star_2 \mapsto 1 \} \) yield the same explicit state.

An unsatisfiable guard indicates that there is no concrete state represented by \( \langle n, \gamma, \omega \rangle \) [46].

In Table 3.1, we write \( \omega[x/e] \) for the mapping that maps \( x \) to the formula \( e \), while it agrees with the mapping \( \omega \) on all other variables. We use \( \gamma \) and \( \omega \) to refer to the components \( \gamma \) and \( \omega \) of the current state, and \( \gamma' \) and \( \omega' \) to refer to the next state. The program locations are omitted, since they change according to the rules presented in Section 3.1. The conditions in Table 3.1 are equivalent to those presented in [46]. According to this table, the components \( \gamma \) and \( \omega \) are modified as follows:

- In case of a skip, return, or goto statement, \( \gamma \) as well as \( \omega \) do not change.
- Conditions contributed by assume statements are instantiated according to \( \omega \) and conjoined with the guard \( \gamma \). The symbolic execution terminates if \( \gamma' \) is unsatisfiable.
- A constrained assignment updates the mapping \( \omega' \) accordingly. If a constraining condition is present, it is instantiated using \( \omega \) and \( \omega' \), and conjoined with \( \gamma \).

Example 3.3 Continuing Example 3.2, we construct the symbolic successor for the state

\[
\langle \ell_{10}, (\star_1 \lor \star_2), \{ a \mapsto \star_1, b \mapsto (\neg \star_1 \land \star_2) \} \rangle
\]

and the following statement:

\[
a := \neg a \text{ constrain } (\neg b \lor a')
\]

According to Table 3.1, we obtain \( \omega' = \{ a \mapsto \neg \star_1, b \mapsto (\neg \star_1 \land \star_2) \} \) and \( \gamma' = (\star_1 \lor \star_2) \land (\star_1 \lor \neg \star_2 \lor \neg \star_1) \equiv (\star_1 \lor \star_2) \). Thus, the symbolic successor state results in:

\[
\langle \ell_{11}, (\star_1 \lor \star_2), \{ a \mapsto \neg \star_1, b \mapsto (\neg \star_1 \land \star_2) \} \rangle
\]
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3.3 Pushdown Systems

Boolean programs are a natural formalization as abstractions of higher-level programs since the control-flow structure resembles the original program. The special treatment of the program counter alleviates optimizations in the implementation but might prohibit a compact representation of a model and complicates reasoning about algorithms.

This section introduces pushdown systems as a more general representation of abstractions of programs. Any Boolean program can be translated into a pushdown system and vice versa. Pushdown systems focus on the most complex part of an algorithm for analysis of abstractions: the program’s stack.

Definition 3.4 (Pushdown Systems [122]) A pushdown system (PDS) is a transition system, specified as a quadruple \( \mathcal{P} = (P, \Gamma, \Delta, s_0) \). The set of control locations \( P \) as well as the stack alphabet \( \Gamma \) is finite. A state \( s \) is a pair \( \langle p, w \rangle \), where \( p \in P \) denotes a control location, and \( w \in \Gamma^* \) represents the stack content. The transition relation is defined in terms of a finite set of rules \( \Delta \subseteq (P \times \Gamma) \times (P \times \Gamma^*) \). We use \( s_0 \) to denote the initial state of a PDS.

The head of a state comprises of the control location and the topmost element of the stack (see Figure 3.1(b)). The state space of a PDS may be infinitely large, since the stack height is not bounded. The number of heads is bounded by \(|P| \cdot |\Gamma|\).

Figure 3.1(a) shows the state \( \langle p, \gamma_1 \gamma_2 \gamma_3 \rangle \), where \( p \in P \) and \( \gamma_i \in \Gamma \).

![Figure 3.1: States and their heads](image)

The rules determine the successors of a state \( \langle p, \gamma w \rangle \) based on the head \( \langle p, \gamma \rangle \) of this state. Each rule is of the form \( \langle p, \gamma \rangle \hookrightarrow (q, w) \), where \( |w| \leq 2 \) (in particular, \( w \) may be \( \varepsilon \), \( |\varepsilon| = 0 \)). Depending on the size of \( w \), we distinguish between expansion rules, neutration rules, and contraction rules (see Figure 3.2).

We use \( \hookrightarrow^* \) to denote the reflexive transitive closure of \( \Delta \). A state \( s_i \) of a PDS is reachable iff \( s_0 \hookrightarrow^* s_i \). The set of reachable states of a PDS can be represented by means of a finite automaton [35], which may be obtained using a saturation procedure [73, 69]. Intuitively, an expansion \( \langle p_0, \gamma_0 \rangle \hookrightarrow \langle p_1, \gamma_1 \gamma_2 \rangle \) followed by neutration that yields \( \langle p_2, \gamma_3 \gamma_2 \rangle \), followed by a contraction \( \langle p_2, \gamma_3 \gamma_2 \rangle \hookrightarrow \langle p_3, \gamma_2 \rangle \) can be summarized by \( \langle p_0, \gamma_0 \rangle \hookrightarrow^* \langle p_3, \gamma_2 \rangle \). Augmenting the transition relation with this summary may give rise to new summaries. The set of states reachable from \( s_0 \) is computed by repeatedly applying summarization until a fix-point is reached (i.e., no new summaries can be constructed). Since only the

---

4The restriction \( |w| \leq 2 \) allows a straightforward way of modeling Boolean programs as pushdown systems. However, any pushdown system can be converted into this form, as shown in [122].

5The idea of summarization was introduced by Sharir and Pnueli [123].
3.3. Pushdown Systems

head of a state has an immediate impact on the execution of a transition and the number of heads is bounded (see Definition 3.4), it is clear that there are only finitely many summaries.

![Diagram of Pushdown System Transitions](image)

**Figure 3.2:** Transitions of a Pushdown System

**Example 3.4** Figure 3.3(a) shows a PDS \( \langle P, \Gamma, \Delta, s_0 \rangle \) with three transition rules, four control locations \( P = \{ p_0, p_1, p_2, p_3 \} \), the stack alphabet \( \Gamma = \{ \gamma_0, \gamma_1, \gamma_2, \gamma_3 \} \) and the accepting state \( s_0 = \langle p_0, \gamma_0 \rangle \). The finite automaton \( \mathcal{A} = \langle Q, \Gamma, \delta, P \rangle \) in Figure 3.3(b) (where \( \delta \subseteq \Gamma \times Q \) is the transition relation of \( \mathcal{A} \), \( \Gamma \) is the input alphabet, and \( P \subseteq Q \) is the set of initial states) that accepts all reachable states of the PDS. The automaton \( \mathcal{A} \), which we constructed using the algorithm presented in [69], uses the stack of a PDS state as input and the control locations of the PDS as initial states. The construction starts with the finite automaton in Figure 3.3(a), which accepts the initial state \( s_0 \). As expected, the automaton in Figure 3.3(b) accepts the PDS state \( \langle p_3, \gamma_2 \rangle \).

The efficiency of these saturation based algorithms can be significantly improved by using a symbolic BDD-based representation of the PDS. The notion of symbolic PDSs was introduced by Schwoon [122]:

**Definition 3.5 (Symbolic Pushdown Systems)** A Symbolic Pushdown System \( \mathcal{P} = \langle P, \Gamma, \Delta, s_0 \rangle \) uses a propositional encoding for control locations \( p \in P \) and stack elements \( \gamma \in \Gamma \). A set of \( \lceil \log_2(|P|) \rceil + \lceil \log_2(|\Gamma|) \rceil \) Boolean variables is sufficient to encode all heads of a PDS. The right hand side \( \langle q, w \rangle \) (where \( |w| \leq 2 \)) of a rule is represented using a separate set of Boolean variables. We use primed variables to denote elements of the latter set. The symbolic rules \( \Delta_S \) are expressed in terms of a propositional relation over primed and unprimed variables. We use \( R^{\searrow} \), \( R^\rightarrow \), and \( R^{\searrow} \rightarrow \) to refer to the relation for expansions, neutrations, and contractions respectively.

Assume, for instance, that \( P \) in Example 3.4 is represented using \( \{ a_0, a_1 \} \), and \( \Gamma \) using \( \{ b_0, b_1 \} \). One way to encode the neutration rule \( \langle p_1, \gamma_1 \rangle \rightarrow \langle p_2, \gamma_3 \rangle \) is

\[
(\overline{a}_1 \cdot a_0) \cdot (\overline{b}_1 \cdot b_0) \cdot (a'_1 \cdot \overline{a}_0) \cdot (b'_1 \cdot b_0)
\]
i.e., to use the variables to represent a binary encoding of the indices \( i \) of \( p_i \in P \) and \( \gamma_i \in \Gamma \) (where \( a_0 \) and \( b_0 \) represent the lower bits). The set of symbolic relations \( \Delta_S = \{ R^\rightarrow, R^\rightarrow, R^\rightarrow \} \) is a disjunctive partitioning of symbolic relations corresponding to the union of transition rules.

The same technique is used to represent summaries. The symbolic representation of the summary \( \langle p_0, \gamma_0 \rangle \xrightarrow{\ast} \langle p_3, \gamma_2 \rangle \) is \( \bar{a}_1 \cdot \bar{a}_1 \cdot b_1 \cdot b_1 \cdot a'_1 \cdot a'_1 \cdot b_1' \cdot b_1' \) is presented in Figure 3.4(a). (We use the same graphical representation for symbolic transitions and explicit transitions.) The symbolic representation of summaries (and states) is more succinct than the explicit representation used in [69] (see Example 3.4). For instance, the set of states \( \{ \langle p_0, \gamma_0 \rangle, \langle p_3, \gamma_2 \rangle \} \), which is a subset of the states represented by the automaton in Figure 3.3(b), has the symbolic representation \( (a_1 = a_0) \cdot (\bar{b}_0) \). The symbolic summary

\[
\langle \bar{a}_1 + a_0 \rangle \cdot (b_1 \cdot b_0) \cdot (a'_1 \cdot (a'_0 = a_1)) \cdot (b'_1 \cdot \bar{b}_0)
\]

(see Figure 3.4(b)) is a compact representation of the three explicit summaries

\[
\langle p_0, \gamma_3 \rangle \xrightarrow{\ast} \langle p_2, \gamma_2 \rangle, \langle p_1, \gamma_3 \rangle \xrightarrow{\ast} \langle p_2, \gamma_2 \rangle, \text{ and } \langle p_3, \gamma_3 \rangle \xrightarrow{\ast} \langle p_3, \gamma_2 \rangle.
\]

Symbolic PDSs are a widely-used formalism to represent abstractions of programs [14, 11]. In that case, it is convenient to maintain an explicit representation of program locations, i.e., to discriminate the rules in \( \Delta_S \) by their source and target nodes of the control-flow graph (CFG).

Figure 3.5 depicts examples for symbolic transitions that are annotated with explicit control flow information (\( n_i \) and \( m_j \) are control flow nodes in two different functions). From these pictures, it becomes clear, how pushdown rules are used to model programs: The neutration rules in Figure 3.5(a) model a conditional statement, whereas the expansion and contraction rules in in Figure 3.5(b) model a function call and a return statement. A finite number of global (Boolean) variables is modeled by means of the control locations, and the (also finite) local variables of functions are represented using the stack alphabet \( \Gamma \). For instance, the summary \( \langle p_0, \gamma_0 \rangle \xrightarrow{\ast} \langle p_3, \gamma_2 \rangle \) in Figure 3.4(a) modifies the control location (which represents the global variables of a program) and the topmost stack element. The return value of the corresponding function is passed on to the caller via the control location in this example. Throughout this paper, we use the notion of a function of a PDS to denote the transition rules associated with a function in the CFG. The correspondence indicates that PDSs are equally expressive as Boolean programs [14]:

**Example 3.5** Recall the example in Figure 3.3(a). Listing 3.6(b) shows a translation into a corresponding Boolean program \( B \).

The control locations \( \mathcal{P} \) are translated into global variables and the stack alphabet \( \Gamma \) is modeled by the program counter and the local variables, respectively:
In order to get a direct mapping from the PDS to the Boolean program \( \mathcal{B} \), the function parameters and return values are modeled using the global variables \( g_{\text{arg}} \) and \( g_{\text{ret}} \).

The transformation of any Boolean program into a PDS is described in [122] on page 12 ff.
Figure 3.6: A PDS and its corresponding Boolean program
Model Checking Sequential Boolean Programs

In this chapter we present a novel algorithm for deciding reachability of particular error locations of sequential Boolean programs. We exploit the fact that most Boolean programs used in practice are shallow, and propose to use SAT-based Bounded Model Checking to search for counterexamples. We present a complete approach, that is based on a SAT solver and requires only few calls to a QBF solver for fix-point detection. The enabling technique for deciding the reachability of Boolean programs is the summarization of procedure calls. Most model checking tools for Boolean programs use BDDs to represent these summaries, allowing for efficient fix-point detection. However, BDDs are highly sensitive to the number of state variables. Furthermore, we improve the well-known algorithms for creating summaries of procedures with techniques for building universal summaries and over-approximations of summaries. The algorithms are described formally using pushdown systems.¹

We record two observations about such systems. First of all, most tools that implement an abstraction/refinement framework compute a conservative abstraction (see Section 2.6). If the property holds on the abstract model, it also holds on the original program. As a consequence, the abstraction/refinement loop terminates as soon as an abstraction is built in which the error location is unreachable. In all previous iterations, there exists a path that reaches an error location. It is reported in [10] that the verification of device drivers may require as much as twenty iterations, with an average of 5 iterations. This motivates the need for an algorithm that performs well on models with a counterexample.

Second, we exploit the fact that Boolean programs generated as abstractions of commodity software are typically very shallow. Formally, this means that any node of the Kripke structure that is reachable from an initial state is reachable within a few steps.

Bounded Model Checking (Section 2.4) is a perfect fit for this scenario. In BMC, a transition system is unwinded together with a property up to a given bound $k$ to form a propositional formula.

1 This chapter presents work that has been published at the 14th International SPIN Workshop [20] and the Haifa Verification Conference 2007 [19].
The formula is satisfiable if and only if there exists a path of length \( k \) that refutes the property. If the formula is unsatisfiable, BMC is inconclusive as deeper counterexamples might still exist. SAT-based BMC is therefore known as an effective method to discover shallow bugs.

In order to prove the absence of errors, we extend BMC with procedure summarization [123]. A procedure summary maps a configuration of a PDS at the entry of a procedure to the set of configurations observable upon exit. As there are only finitely many summaries, saturation can be used to compute the set of reachable states [73, 69].

### 4.1 Summarization of Boolean Programs

Sequential Boolean programs are introduced in Chapter 3. Recall that the control flow graph of a Boolean program is a directed graph with nodes corresponding to program locations. Since Boolean programs allow recursion, a naïve algorithm for checking reachability might be stuck in infinite recursion.

As mentioned in Section 3.3, a Boolean program can be transformed into a symbolic pushdown system because they have equally expressive power.

The semantics of sequential Boolean programs is discussed in Section 3.1—essentially all statements can be categorized into expansion, contraction or neutration. We write \( \langle p_i, \gamma_i \rangle_i \hookrightarrow^* \langle p_e, \gamma_e \rangle_e \) to denote the relation of two heads at the program locations \( n \) and \( n' \) respectively.

In the given setting, only the head has an immediate impact on the execution of a transition. Whenever the algorithm encounters a contraction rule, it computes a summary that relates resulting head with the head of the corresponding expansion. A summary for a procedure \( \text{pr} \) is a relation of the heads of two states with the same stack height: \( \langle p_i, \gamma_i \rangle_i \hookrightarrow^* \langle p_e, \gamma_e \rangle_e \) where \( n_i \) denotes the entry node of the control flow graph of \( \text{pr} \), and \( n_e \) denotes the corresponding exit node. (Without loss of generality, we assume that each procedure has exactly one entry node \( n_i \) and one exit node \( n_e \)).

We use \( \Sigma(\text{pr}) \) to denote the set of these relations for a procedure \( \text{pr} \). Furthermore, we assume in this section that \( \Sigma(\text{pr}) \) contains the entries for all reachable call contexts. Clearly, \( \Sigma(\text{pr}) \) is finite for Boolean programs.

In the rest of this section we describe how we compute the least fix-point of \( \Sigma(\text{pr}) \) using forward symbolic execution and QBF-based fix-point detection.

The representation of transitions by means of two symbolic states is not restricted to single transitions, but can be extended to sequences of transitions in the natural way. This representation enables the summarization of compound transitions, and is similar to the concept of path edges [13].

**Definition 4.1 (Path Edge)** A Path Edge \( \Sigma^p_\varphi \) for a node \( n \) is a relation of a pair of symbolic heads \( \Sigma^p_\varphi \subseteq (P \times \Gamma) \times (P \times \Gamma) \) such that

\[
\Sigma^p_\varphi \left( \langle p, \gamma \rangle_i, \langle p', \gamma' \rangle_n \right) \overset{\text{def}}{=} \exists \langle p_1, \gamma_1 \rangle, \ldots, \langle p_n, \gamma_n \rangle \in P \times \Gamma. \langle p, \gamma \rangle_i \hookrightarrow \langle p_1, \gamma_1 \rangle \hookrightarrow \ldots \hookrightarrow \langle p_n, \gamma_n \rangle \hookrightarrow \langle p', \gamma' \rangle_n
\]

This definition only allows neutrations to be applied and therefore there is no need to model the stack explicitly, hence path edges only refer to the top of the stack. In order to simulate a stack, the side-effects of an expansion and contractions pair have to be "summarized" into a neutration:
Definition 4.2 (Summary Edge) A path edge that reaches the exit node of a function can be transformed into a Summary Edge $\Sigma_S \subseteq (P \times \Gamma) \times (P \times \Gamma)$ that captures the "side-effects" of an expansion and the corresponding contraction:

$$\Sigma_S (\langle p, \gamma \rangle, \langle p', \gamma' \rangle) \overset{\text{def}}{=} R_f^\gamma (\langle p, \gamma \rangle, \langle p_1, \gamma_1 \gamma' \rangle_{n_1}) \wedge \Sigma_S (\langle p_1, \gamma_1 \rangle_{n_1}, \langle p'_1, \gamma'_1 \rangle_{n_0}) \wedge R_f^{\gamma_1} (\langle p'_1, \gamma'_1 \rangle_{n_0}, \langle p', \epsilon \rangle) \quad (4.1)$$

After a summary edge has been computed, the transition system can be completed with the new neutration (i.e., $\Delta' = \Delta \cup \Sigma_S$).

As this formula suggests, the sequences of transitions that may form a summary are described by the grammar in Figure 4.1.

```
Summary ::= R^\rightsquigarrow Transitions R^\rightsquigarrow;  
Transitions ::= Transitions Transition | \epsilon;  
Transition ::= Summary | R^\leftarrow;  
```

Figure 4.1: A grammar for summaries

Each new summary is added to a set $\Sigma$, such that summaries can be reused whenever the algorithm encounters a head and an expansion which are already covered. Eventually, $\Sigma$ converges, since there are at most $|P|^2 \cdot |\Gamma|^2$ summaries that are not logically equivalent. The result is the least fixpoint of the set of summaries for the PDS, i.e., $\Sigma$ contains only summaries for which the corresponding heads are indeed reachable.

If a contraction is encountered, we try to construct a new summary edge according to equation (4.1) for each matching expansion that has been visited before. A new summary edge $\Sigma_S$ is compatible with an expansion of the current path edge $\Sigma_S$, if there is a path edge $\Sigma_S$, such that the head of the procedure entry $(\langle p_2, \gamma_2 \rangle_{i_2})$ is a superset of the head after the expansion $(\langle p'^{\prime\prime}, \gamma'^{\prime\prime} \rangle_{i_2})$, and there is a matching contraction. The application of $\Sigma_S$ results in a new path edge $\Sigma_S'$:

$$\Sigma_S' (\langle p, \gamma \rangle_{i_1}, \langle p', \gamma' \rangle_{n}) \iff$$

$$\Sigma_S (\langle p, \gamma \rangle_{i_1}, \langle p'', \gamma'' \rangle_{n}) \wedge$$

$$\Sigma_S \left\{ \begin{array}{l}
(p'', \gamma'' \gamma')_{i_2} \\
\forall (p''', \gamma''' \gamma')_{i_2} \exists (p_2, \gamma_2)_{i_2}. (\langle p''', \gamma''' \gamma'' \rangle_{i_2} = \langle p_2, \gamma_2 \rangle_{i_2}) \Sigma_S (\langle p_2, \gamma_2 \rangle_{i_2}, \langle p'_2, \gamma'_2 \rangle_{o_2}) \wedge \\
(p'_2, \gamma'_2)_{o_2} \rightarrow (p', \epsilon)_{n'}
\end{array} \right. \quad (4.2)$$

Equation (4.2) is illustrated in Figure 4.2.

The universal quantification requires resorting to a QBF instance to decide applicability. Alternatively, a summary edge could also be constructed if the head of the entry node of the path edge and the head after the expansion have some evaluations in common. In this setting, the QBF check (equation (4.2)) could be replaced with a SAT instance that is satisfiable, if there are any evaluations in common (the algorithm presented in [13] works this way). However, this would be wasteful in a non-BDD based environment, since it is not possible to compute a summary for the missing states only.
Assuming that equation (4.2) holds, a BDD-based model checker would existentially quantify the state variables at the procedure entry, however a SAT implementation has no means to eliminate these variables and must add constraints to force the variables to match the values of the entry node of the path edge $\Sigma_{\mathcal{P}}$.

Now consider the case that equation (4.2) does not hold, i.e., no summary can be added to $\Sigma_s (\mathcal{P})$. In that case, a new path edge must be computed first that starts at the entry node of the callee. For this purpose, we construct a new symbolic state $\langle p''', \gamma''' \rangle_i$ that results from applying the expansion rule $(\langle p'', \gamma'' \rangle_n \hookrightarrow \langle p''', \gamma''' \rangle_i)$. The symbolic state $\langle p_i, \gamma_i \rangle$ serves as entry node for a new path edge $(\langle p''', \gamma''' \rangle_i, \langle p''', \gamma''' \rangle_i)$, and may eventually yield a new summary edge.

**Fix-point Detection**

In order to determine the least fix-point of $\Sigma_s (\mathcal{P})$, our reachability checking algorithm performs symbolic simulation of a PDS. The algorithm maintains a set $\mathcal{P}$ of path edges and summary edges $\Sigma_s (\mathcal{P})$ that have been constructed so far. Our algorithm is similar to the BDD-based Model Checking algorithm presented in [13]. However, unlike a BDD-based representation of path edges, our representation is not canonical. The price we pay for being able to apply transition functions efficiently is that we need to solve a QBF instance in order to determine whether a path edge is already an element of $\mathcal{P}$.

Given two path edges $(\langle p_{i_1}, \gamma_{i_1} \rangle_{n_1}, \langle p'_{o_1}, \gamma'_{o_1} \rangle_{n_1})$ and $(\langle p_{i_2}, \gamma_{i_2} \rangle_{n_2}, \langle p'_{o_2}, \gamma'_{o_2} \rangle_{n_2})$, the latter is at least as general as the former iff

$$\forall (\langle p_1, \gamma_1 \rangle, \langle p'_1, \gamma'_1 \rangle) \in (\langle p_{i_1}, \gamma_{i_1} \rangle_{n_1}, \langle p'_{o_1}, \gamma'_{o_1} \rangle_{n_1})$$

$$\exists (\langle p_2, \gamma_2 \rangle, \langle p'_2, \gamma'_2 \rangle) \in (\langle p_{i_2}, \gamma_{i_2} \rangle_{n_2}, \langle p'_{o_2}, \gamma'_{o_2} \rangle_{n_2})$$

$$(\langle p_1, \gamma_1 \rangle, \langle p'_1, \gamma'_1 \rangle) = (\langle p_2, \gamma_2 \rangle, \langle p'_2, \gamma'_2 \rangle)$$

Equation (4.3) holds iff the set of pairs of concrete states represented by the first path edge is a
subset of the corresponding set represented by the second. In that case, a further expansion of the path edge \((p_i, y_i)_{n_i}, (p'_i, y'_i)_{n_i}\) does not yield any states that are not discovered by expanding the more general path edge.

The pseudo code of our QBF-based algorithm is presented in Figure 4.3. It resembles the Model Checking algorithm presented in [13], but uses SAT and QBF instead of BDDs.

We use \(\text{APPLICABLE}(\pi, \sigma)\) to denote the condition in equation (4.2), where \(\pi = (\langle p, y \rangle_{n_1}, \langle p', y' \rangle_{n_2})\) is a path edge that provides the calling context, and \(\sigma\) is a summary edge. Furthermore, \(\text{APPLY}(\pi, \sigma)\) denotes the path edge that we obtain by applying the summary according to equation (4.2). The condition in equation (4.3) is expressed by \(\pi_1 \subseteq \pi_2\) and holds if the path edge \(\pi_1\) is subsumed by \(\pi_2\).

The algorithm maintains a work-list \(W\) in which all path-edges that are currently explored are stored. Each path edge of this work-list is expanded as often as possible or until the resulting path edge is already in \(P\). For convenience, we define a procedure \(\text{INSERT}(\pi)\), which we use to insert a path edge into the work-list, unless it is already contained in \(P\).

Procedure calls are handled in line 14. Matching summary edges are applied immediately. However, if there is no applicable summary edge, we construct an entry state for the called procedure and add a corresponding path edge to the work-list \(W\). Furthermore, we store the current path edge \(\sigma\) in \(W\), which is examined whenever we add a new summary to \(\Sigma(\text{pr})\). Thus, we guarantee that any summary of \(\text{pr}\) that is eventually generated is applied also to \(\sigma\) (see line 28).

### 4.2 Universal Summaries

An alternative to computing the set of reachable summaries \(\Sigma\) is to use universal summaries instead [20]:

**Definition 4.3 (Universal Summary)** A Universal Summary \(\Sigma_U\) for a PDS \(\langle P, \Gamma, \Delta, s_0 \rangle\) is a relation \(\Sigma_U \subseteq (P \times \Gamma) \times (P \times \Gamma)\) such that

\[
\Sigma_U((p, y), (p', y')) \overset{\text{def}}{=} (\exists p_1, w_1, \ldots, p_n, w_n \in P \times \Gamma^* : (p, y) \Leftarrow (p_1, w_1) \Leftarrow \ldots \Leftarrow (p_n, w_n) \Leftarrow (p', y') \land \forall i \in \{1..n\} : |w_i| \geq 2)
\]

holds.

Intuitively, for any head \(\langle p, y \rangle\), a universal summary subsumes all paths that “traverse a function” of the PDS, no matter whether there exists a reachable state \(\langle p, yw \rangle\) or not. The restriction \(|w_i| \geq 2\) guarantees that \(\Sigma_U\) relates expansions to their matching contractions. Note that this definition does not rule out nested summaries. (A summary is nested if it is entirely contained in another summary according to the grammar in Figure 4.1.) In particular, it does not exclude recursion, i.e., a summary \(\langle p_0, y_0 \rangle \xrightarrow{\ast} \langle p'_0, y'_0 \rangle\) may stem from a sequence of transitions that contains a nested summary \(\langle p_1, y_1 \rangle \xrightarrow{\ast} \langle p'_1, y'_1 \rangle\) such that \(p_0 = p_1, y_0 = y_1, p'_0 = p'_1,\) and \(y'_0 = y'_1\).

In the following section, we discuss how symbolic summaries are computed. Based on this, we present an algorithm that computes symbolic universal summaries for recursion-free PDSs in Section 4.2.
Figure 4.3: The SAT based Model Checking algorithm
where the variables \( \{s, a, \gamma \} \) is represented by following path formula:

\[
\langle p_0, \gamma_0 \rangle \leftrightarrow \langle p_1, \gamma_1 \gamma_2 \rangle \leftrightarrow \langle p_2, \gamma_2 \gamma_3 \rangle \leftrightarrow \langle p_3, \gamma_3 \rangle
\]

is expanded by path formula:

\[
\langle \bar{a}_1 \cdot \bar{a}_0 \rangle \cdot \langle \bar{b}_1 \cdot \bar{b}_0 \rangle \cdot \langle \bar{a}_1' \cdot a_0' \rangle \cdot \langle \bar{b}_1' \cdot b_0' \rangle \cdot \langle a_1'' \cdot a_0'' \rangle \cdot \langle b_1'' \cdot b_0'' \rangle
\]

where the variables \( \{a_0, a_1, b_0, b_1, a_0', a_1', b_0', b_1' \} \) are used for the representation of \( s_0 \), the variables \( \{a_0'', a_1'', b_0'', b_1'' \} \) for \( s_1 \), and so on. The parts of the formula that refer to \( s_1 \) and \( s_2 \) constrain only the topmost element of the stack. The content of the bottom element of the stack \( \gamma \) is determined by the expansion rule \( \langle p_0, \gamma_0 \rangle \leftrightarrow \langle p_1, \gamma_1 \gamma_2 \rangle \), but the neutration rule cannot access this element. It only becomes “visible” to subsequently applied transition rules after the contraction \( \langle p_2, \gamma_3 \rangle \leftrightarrow \langle p_3, \epsilon \rangle \).

As discussed in Section 3.3, this sequence of transitions gives rise to the symbolic summary \( \bar{a}_1 \cdot \bar{a}_1 \cdot \bar{b}_1 \cdot a_1' \cdot a_1' \cdot b_1' \). The summary is obtained by existentially quantifying the variables that represent the intermediate heads (i.e., \( \{a_0', a_1', b_0', b_1' \} \) and \( \{a_0'', a_1'', b_0'', b_1'' \} \) in our example). Each symbolic summary is a propositional relation over a set of primed and unprimed variables.

### Merging Paths

Whenever the algorithm encounters a branch (as illustrated in Figure 3.5(a)) it splits the path and constructs a new formula for each branch. To avoid an exponential blowup, path formulas are merged (by means of a disjunction) when they agree on their initial and final CFG nodes (see, for instance, [103]). A detailed description of an algorithm that performs aggressive merging by delaying transitions until merging becomes possible is given in [20].
4.2.2 Using BMC to Compute Universal Summaries

The symbolic algorithms discussed compute the least fix-point of reachable summaries [13, 20]. This fix point detection is implemented using either BDDs or a QBF solver. Unfortunately, neither of these approaches scales for a large number of variables. Bounded Model Checking (BMC) addresses this issue by avoiding fix point detection altogether: The transition system is simply unrolled up to a bounded path length \( k \). This idea is illustrated in Figure 4.5(b) for the cyclic transition system shown in Figure 4.5(a) (instead of unrolling each path separately, we merge paths as discussed in Section 4.2.1). The satisfiability of the resulting path formula can be decided using an efficient SAT-solver (e.g., MiniSat [59]).

![Diagram of a PDS transition system with a cycle](image)

Figure 4.5: Bounded Model Checking for Pushdown Systems

BMC is complete with respect to reachability if (and only if) \( k \) is large enough to guarantee that all reachable states of the transition system are considered (the smallest \( k \) that has this property is called the reachability diameter of a transition system [97]). For a PDS with an infinite state space, there is no such finite \( k \).

However, a function containing only neutrations is a finite state transition system. For a set of neutrations that are represented by \( \rightarrow \) and a symbolic representation \( I(s_0) \) of the initial state(s), the constant

\[
k = \max \{ i \in \mathbb{N} | \exists s_0, \ldots, s_i \in P \times \Gamma^*, I(s_0) \land \bigwedge_{j=0}^{i-1} s_j \xrightarrow{R^n} s_{j+1} \land \bigwedge_{0 \leq j < i \leq i} s_j \neq s_l \}
\]

is the length of the longest loop-free path that contains only neutrations (this corresponds to the reachability recurrence diameter of a finite state transition system [97]). Let \( \langle p, \gamma \rangle \xrightarrow{i} \langle p', \gamma' \rangle \) denote the path formula obtained by means of unrolling \( \rightarrow \) exactly \( i \) times. Then, the relation

\[
R^\rightarrow^* (\langle p, \gamma \rangle, \langle p', \gamma' \rangle) \overset{def}{=} \bigvee_{i=1}^{\infty} \langle p, \gamma \rangle \xrightarrow{i} \langle p', \gamma' \rangle
\]

is sufficient to determine all heads \( \langle p', \gamma' \rangle \) that are reachable from \( \langle p, \gamma \rangle \) by means of neutrations. Using this technique, we can compute a path formula that represents all heads reachable from an initial
state \( \langle p, \gamma \rangle \in I(s_0) \) by the loop in Figure 4.5(a). In particular, if \( I(s_0) = true \), then the relation \( R \rightarrow^* \) determines the states reachable from an arbitrary initial state.

Given an explicit representation of the CFG (as suggested in Section 3.1), it is possible to determine the innermost function \( f \) that contains no expansion/contraction rules (at least as long as \( f \) is not a recursive function). Let \( R_{f}^\rightarrow \) denote the neutrations of this function, and let \( R_{f}^\leftarrow \) and \( R_{f}^\leftarrow \) the initial expansion and the final contraction, respectively. Furthermore, let \( R_{f}^\rightarrow \) denote the unrolled path formula for the neutrations \( R_{f}^\rightarrow \) and an arbitrary initial state \( I(s_0) = true \). Then, we obtain a universal summary for \( f \) by composing \( R_{f}^\rightarrow \) with \( R_{f}^\leftarrow \) and \( R_{f}^\leftarrow \):

\[
\Sigma_f(\langle p, \gamma \rangle, \langle p', \gamma' \rangle) \overset{\text{def}}{=} R_f^\rightarrow(\langle p, \gamma \rangle, \langle p_1, \gamma \gamma' \rangle) \land R_f^\rightarrow(\langle p_1, \gamma \gamma' \rangle, \langle p_2, \gamma_2 \rangle) \land R_f^\rightarrow(\langle p_2, \gamma_2 \rangle, \langle p', \epsilon \rangle)
\]

We proceed by finding a function \( g \) that calls only \( f \) and compute the universal summary for \( R_{g}^\rightarrow \) using the universal summary for \( f \). Thus, a universal summary for the whole PDS can be obtained in a top-down manner (assuming that the CFG representation of the PDS does not contain recursive function calls).

**Corollary 4.4** Let \( k \) be the length of the longest loop-free path through a recursion-free function \( f \) of a PDS. Then, the summary that subsumes all loop-free paths through \( f \) up to length \( k \) is a universal summary for the function \( f \).

### 4.3 Structural Abstraction with Summaries

The technique discussed in the previous section (and presented in [20]) applies universal summaries in an eager manner: Whenever the search algorithm encounters an expansion rule and an appropriate (universal) summary is available, the summary replaces the expansion transition. If we are only interested in the reachability of a given head (or a program location), this approach is wasteful: A subsequence of a path may be sufficient to show that a head is not reachable. In that case, computing and applying the universal summaries for the nested functions in a top-down manner does not contribute to the infeasibility of the resulting path formula.

Therefore, we propose to compute universal summaries for functions on demand, and to apply them in a bottom-up manner. Given the transition rules of a function \( g \) of the PDS, we obtain an over-approximation of the corresponding universal summary \( \Sigma_g^f \) by replacing all occurrences of \( f \) in \( g \) by a non-deterministic summary \( \Sigma_f^f \):

\[
\Sigma_f^f(\langle p, \gamma \rangle, \langle p', \gamma' \rangle) \overset{\text{def}}{=} \exists \langle p_1, \gamma_1 \rangle, \langle p_2, \gamma_2 \rangle. R_f^\rightarrow(\langle p, \gamma \rangle, \langle p_1, \gamma \gamma' \rangle) \land R_f^\rightarrow(\langle p_2, \gamma_2 \rangle, \langle p', \epsilon \rangle)
\]

The summary \( \Sigma_f^f \) is a conservative over-approximation of \( \Sigma_g^f \), since

\[
\Sigma_f^f(\langle p, \gamma \rangle, \langle p', \gamma' \rangle) \implies \Sigma_f^f(\langle p, \gamma \rangle, \langle p', \gamma' \rangle)
\]

always holds. A head \( \langle p', \gamma' \rangle \) that is not reachable via the over-approximated summary for \( g \) is also not reachable using \( \Sigma_g^f \). The reverse does not hold.

**Example 4.1** Consider the following transition rules for a function \( f \):
The composition of \( R_f^\rightarrow \) and \( R_f^\rightarrow \) yields the path formula in Figure 4.6(a). The corresponding over-approximation of the summary for \( f \) is

\[
\Sigma_f^\star (a, b, a'', b'') = \exists d' b' a_\star \cdot (a \cdot b) \cdot (a' = \overline{a}) \cdot (b' = b) \cdot b'' \cdot (a'' = a_\star)
\]

The summary \( \Sigma_f^\star \) does not constrain the value of \( a'' \) (see Figure 4.6(b)), even though the control state represented by \( a'' = 1 \) on return contradicts the path formula in Figure 4.6(a).

Now consider the transitions of a function \( g \) shown in Figure 4.7, and assume that the rules \( R_g^\rightarrow \) require that transitions from \( n_2 \) to \( n_3 \) are only feasible if \( a'' = 1 \) holds at \( n_2 \) (e.g., \( R_g^\rightarrow (a, b, a', b') = a \cdot a' \cdot (b' = b) \) for the transition from \( n_2 \) to \( n_3 \)). If we over-approximate the function \( f \) as indicated in Figure 4.7(a), then there exists a valuation (with \( a'' = 1 \) at \( n_2 \)) to the variables of the corresponding path formula that represents a path through \( n_0, n_1, n_2 \) and \( n_3 \).

Unfortunately, this path is spurious, i.e., there is no feasible corresponding path in the original PDS. Therefore, we have to eliminate it from our over-approximated transition system. This can be
achieved by computing $\Sigma_f$ and using it to constrain the transition from $n_1$ to $n_2$ (as illustrated in Figure 4.7(b)).

The reachability of a head $\langle p, \gamma \rangle$ at a node $n$ can be determined by repeatedly refining the transition system until either a feasible path is found, or the head becomes unreachable. Figure 4.8 shows the pseudo code for this algorithm. Unfortunately, this algorithm does not work if the CFG contains recursive function calls. Therefore, our implementation still uses the QBF-based approach presented in [20] to compute summaries for recursive functions. Universal summaries and the refinement technique are orthogonal to this approach and can be integrated easily.

```plaintext
1: procedure ISREACHABLE(PDS $\langle P, \Gamma, \Delta, s_0 \rangle$, head $\langle p, \gamma \rangle$, node $n$)
2: for all functions $f \in$ CFG of PDS $\langle P, \Gamma, \Delta, s_0 \rangle$ do
3: $\Sigma(f) := \Sigma_f$;
4: while true do
5: if $n$ contained in function $f$ s.t. $\Sigma(f) = \Sigma_f$ then
6: $n' :=$ exit node of $f$;
7: else
8: $n' := n$;
9: Use BMC and $\Sigma$ to construct a path formula $\varphi$ ending at $n'$;
10: if $\varphi(s_0, \langle p, \gamma \rangle)$ is satisfiable then
11: if path does not traverse a function $f$ with $\Sigma(f) = \Sigma_f$ then
12: return reachable;
13: else
14: $\Sigma(f) := \Sigma(f)_{\Sigma_f}$; \hfill $\triangleright$ Use $\Sigma$ for function calls in $f$
15: else
16: return unreachable;
```

Figure 4.8: Abstraction/Refinement algorithm for PDS

4.4 Recursion

In this section, we generalize corollary 4.4 and extend the algorithm in Figure 4.8 in order to enable the construction of universal summaries for recursive functions.

Given a recursive function $f$, we can compute an over-approximation $\Sigma_f$ of $\Sigma_f^{\Sigma_f}$ by replacing all recursive calls to $f$ with $\Sigma_f$. A refined over-approximation $\Sigma_f^{\Sigma_f}$ can then be obtained by applying $\Sigma_f^{\Sigma_f}$ for all calls to $f$. Unfortunately, this technique may fail to eliminate all spurious paths, since any $\Sigma_f^{\Sigma_f}$ contains a nested summary $\Sigma_f$ (i.e., nested according to the grammar in Figure 4.1).

We can eliminate these spurious paths by “blocking” all paths in $\Sigma_f$ that traverse $\Sigma_f$, i.e., we can replace the corresponding expansion by $false$. Unfortunately, this approach may also eliminate feasible paths. The following Theorem states that it is sufficient to consider only paths up to a certain nesting depth:

**Theorem 4.5 (Universal Summaries with Recursion)** Let $r$ be the largest natural number for which both of the following conditions hold:
1. There is a feasible path which contains \( r \) nested summaries, and

2. this path contains no pair of nested summaries \( \langle p_0, \gamma_0 \rangle \Rightarrow^* \langle p'_0, \gamma'_0 \rangle \) and \( \langle p_1, \gamma_1 \rangle \Rightarrow^* \langle p'_1, \gamma'_1 \rangle \) for which \( \langle p_0, \gamma_0 \rangle = \langle p_1, \gamma_1 \rangle \) and \( \langle p'_0, \gamma'_0 \rangle = \langle p'_1, \gamma'_1 \rangle \) holds.

We claim that

a) such a finite \( r \) always exists and can be computed, and

b) a summary that subsumes all loop-free paths with at most \( r \) nested summary applications is a universal summary \( \Sigma_{\gamma} \).

**Proof** The proof of claim a) is simple: Given a summary \( \langle p, \gamma \rangle \Rightarrow^* \langle p', \gamma' \rangle \), we call \( \langle p, \gamma \rangle \) the entry-head and \( \langle p', \gamma' \rangle \) the exit-head. There are at most \( |P|^2 \cdot |\Gamma|^2 \) different combinations of entry- and exit-heads. After a path reaches a certain recursion depth \( r \leq |P|^2 \cdot |\Gamma|^2 \), the pairs of heads inevitably start to repeat. Furthermore, if this path exceeds a length \( \ell \) of at most \( |P| \cdot |\Sigma_{\gamma}| \cdot |\Gamma|^r \), then there is a state \( \langle p, w \rangle \) that is visited twice. Thus, \( r \) can be computed by examining all paths up to depth \( |P|^2 \cdot |\Gamma|^2 \) and length \( |P| \cdot |\Sigma_{\gamma}| \cdot |\Gamma|^r \).

![Figure 4.9: Nested summaries with repeating entry- and exit-heads](image)

Claim b) follows from the observations made above: Figure 4.9 shows a path that contains two nested summaries for which the entry-heads and exit-heads are equal. By eliminating the control states and stack elements that are colored gray in Figure 4.9, we obtain a new path with a smaller number of nested summaries. This truncation has no impact on the states reachable from the final state \( \langle p_5, \gamma_2 \gamma_0 \rangle \) of the path. Formally, let

\[
\langle p_0, \gamma_0 \rangle \Rightarrow \langle p_1, \gamma_1 w_1 \rangle \Rightarrow \langle p_2, \gamma_2 w_2 \rangle \Rightarrow \ldots \Rightarrow \\
\langle p_i, \gamma_i w_i \rangle \Rightarrow \langle p_{i+1}, \gamma_{i+1} w_{i+1} \rangle \Rightarrow \ldots \Rightarrow \langle p_{j-1}, \gamma_{j-1} w_{j-1} \rangle \Rightarrow \langle p_j, \gamma_j w_j \rangle \\
\Rightarrow \ldots \Rightarrow \langle p_{k-1}, \gamma_{k-1} w_{k-1} \rangle \Rightarrow \langle p_k, \gamma_k w_k \rangle \Rightarrow \langle p_{k+1}, \gamma_{k+1} \rangle
\]

be a summary of the PDS, where \( |w_1| = |w_k|, |w_i| = |w_j|, |w_1| < |w_2| < \ldots < |w_i| < |w_{i+1}| \) and \( |w_j| > \ldots > |w_{j-1}| > |w_k| \), i.e., the summaries \( \langle p_1, \gamma_1 \rangle \Rightarrow^* \langle p_k, \gamma_k \rangle \) and \( \langle p_i, \gamma_i \rangle \Rightarrow^* \langle p_j, \gamma_j \rangle \) are nested. Furthermore, let \( p_1 = p_i, \gamma_1 = \gamma_i, p_k = p_j, \) and \( \gamma_k = \gamma_j \). Then, there exists a summary

\[
\langle p_0, \gamma_0 \rangle \Rightarrow \langle p_1, \gamma_1 w_1 \rangle \Rightarrow \langle p_{i+1}, \gamma_{i+1} w_{i+1} \rangle \Rightarrow \ldots \Rightarrow \\
\langle p_{j-1}, \gamma_{j-1} w_{j-1} \rangle \Rightarrow \langle p_j, \gamma_j w_j \rangle \Rightarrow \langle p_{k+1}, \gamma_{k+1} \rangle
\]

that also covers \( \langle p_0, \gamma_0 \rangle \Rightarrow^* \langle p_{k+1}, \gamma_{k+1} \rangle \), and the nesting depth of this summary is smaller than the nesting depth of the original summary. Thus, any path with a pair of nested summaries can be truncated such that condition 2 holds without changing the set of states reachable via this path. A similar argument can be made for paths that contain a certain state twice (i.e., for paths that are not loop-free).
The same proof technique has been used by Richard Büchi to show that the set of reachable states of a PDS can be expressed using a finite automaton [35].

There is an obvious similarity between the reachability recurrence diameter presented in Section 4.2.2 and the bound for the nesting depth introduced in theorem 4.5. The reachability recurrence diameter of a PDS is two-dimensional and comprises of a sufficiently large nesting depth $r$ and the length $l$ of the longest loop-free path with a nesting depth at most $r$. This nesting depth can be computed symbolically using the same SAT-based unrolling technique: The longest loop-free path that contains no nested summaries is of length $|P| \cdot |\Gamma|$. If we increase the depth of the nestings to one, this length increases to $|P| \cdot (|\Gamma| + |\Gamma|^2)$, since each summary in this path may be of length $|P| \cdot |\Gamma|$. For any nesting depth greater than 1, we perform a pairwise comparison of the nested summaries. This can be achieved by means of a SAT-formula that is of quadratic size in the number of nested summaries. By repeatedly increasing the nesting depth $r$, we can determine the largest $r$ for which the properties in theorem 4.5 hold. Note, that if the second condition of theorem 4.5 fails for all paths represented by a symbolic path that contains the summary $\Sigma^{f_\star i}$, then it still fails if we replace $\Sigma^{f_\star i}$ with $\Sigma^{f_\star (i+1)}$ (assuming that the first condition still holds after this transformation). In that case, it is not necessary to unroll the summary to the worst case depth $|P|^2 \cdot |\Gamma|^2$.

### 4.5 Experiments

We implemented the algorithm in Figure 4.8 and evaluated it using 40 PDSs generated by SLAM. In the scatter graphs in Figure 4.10 we distinguish between PDSs with reachable error locations (indicated by ×) and with unreachable error locations (indicated by □). Figure 4.10(a) shows the scatter graph of our comparison of BEBOP and the version of BOOM (see Chapter 10) that applies universal summaries eagerly. We conclude from these results that our algorithm that applies universal summaries eagerly (BOOM) tends to perform better than the BDD based model checker BEBOP when the location in question is reachable in the PDS. It performs worse than BEBOP when it has to examine the whole state space. Figure 4.10(b) compares the effect of the lazy abstraction approach (called BOOM*) that we presented in Section 4.3 to the eager algorithm (BOOM*). The situation is less obvious than in Figure 4.10(a). To some extent, the algorithm improves the performance for model checking PDSs with reachable error locations. Unfortunately, this cannot be generalized. We observed that about a third of the non-deterministic summaries are not replaced by refined summaries by the algorithm. We believe that we can still improve on these results, but despite our efforts, the QBF solver remains the bottleneck of our approach.

### 4.6 Summary

BMC is an efficient technique for finding bugs. We showed how it can be applied to PDSs. Our algorithm uses BMC to compute universal summaries that relate arbitrary input states to their respective return states according to the transition relation of the function. Universal summaries can be applied in any calling context. We implemented an algorithm that uses SAT to compute universal summaries for functions without recursive calls, and QBF to compute summaries in the presence of recursion. Our benchmarks show that this approach performs better than BDD based algorithms when it comes to detecting bugs, but is less efficient for proving the unreachability of error states. This is a very useful result, since CEGAR-based model checkers generate PDSs with reachable error locations in all but the last iteration. Furthermore, we describe an extension to our algorithm that generates compute universal summaries for functions with recursion.
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Model Checking Concurrent Boolean Programs

With the advent of multi-core systems, a paradigm shift in the software industry happened. Nowadays most software systems are multi-threaded in order to utilize the parallel hardware. Unexpected interactions between threads generate subtle errors, which are very hard to find. Thus, concurrent software became an important target of computer-aided verification. Concurrent software verification means — in the scope of this thesis — model checking of concurrent Boolean programs, which will be discussed for the remaining sections.

In this chapter we will extend sequential Boolean programs with instructions to support dynamic thread creation and synchronization. Chapter 6 demonstrates how existing partial order reduction techniques can be combined with Boolean programs. Chapter 7 discusses efficient algorithms for model checking concurrent Boolean programs with bounded thread creation. We show how to apply counter abstraction to concurrent Boolean programs to factor out redundancy due to thread replication. Chapter 8 introduces an extended algorithm that allows unbounded dynamic thread creation.

5.1 Extensions with Concurrency Primitives

We extend the syntax of sequential Boolean programs (see Section 3.1) with four statements\(^1\) to support concurrency. Dynamic thread creation is supported by the two following statements:

- The **start_thread goto** \(\ell\) instruction creates a new thread that starts execution at the program location \(\ell\). It gets a copy of the local variables of the current thread, which continues execution at the proceeding statement.

- The **end_thread** statement terminates the actual thread, i.e., the actual thread is not executable

\(^1\)The syntax of Boolean programs can be found in appendix A.1.
Atomic blocks are modeled using the keywords `atomic_begin` and `atomic_end`:

- The `atomic_begin` statement prevents the scheduler from making any context switches. That is, no thread is allowed to run other than the currently executing thread.

- The `atomic_end` instruction allows any thread to be executed.

The literature knows two classes of atomicity:

**Weak Atomicity** Only one thread is allowed to reside in a single atomic block. This model permits multiple threads to be in different atomic blocks.

**Strong Atomicity** Just one thread is permitted within an atomic block.

We support only the strong atomicity model, since it is anticipated by SATABS. An implementation of a scheduler that complies to this model could non-deterministically pick the next thread to execute from the set of runnable threads, if no thread is running atomically. If a thread has executed the `atomic_-begin` statement, then the scheduler would schedule this thread only, until an `atomic_end` instruction is encountered. Note that such a scheduling policy does not need `atomic_begin` and `atomic_end` to form nested blocks.

Communication among threads is performed via shared variables. There exists no explicit locking statement, since locks can be simulated using shared variables (Listing 5.1).

```
Listing 5.1: Locking and unlocking simulated via access to a global variable

dcl g_lock;       // (0 = free, 1 = taken)

void lock() begin
    g_lock := T constrain !g_lock;
end

void unlock() begin
    g_lock := F;
end
```

The support for concurrency is orthogonal to the methods used in the CEGAR loop, thus, a concurrent original program results in a concurrent Boolean program. An example of a translation of a fragment of the Apache web server into a Boolean program is given by Listing 5.2 and Listing 5.3.

### 5.2 Semantics of the Concurrent Language Extensions

With the extended syntax in mind, we are now able to describe the concurrent Boolean program semantics. Table 5.1 defines the extended statements and their semantics. The symbol `pc` represents the program counter, `V` the set of program variables. A global state has the atomic proposition `atomic` associated with it, which is set to `true` if context switching is prohibited, otherwise it is set to `false`. The symbol `id` denotes the thread identifier of the thread that is being executed. Analogously, the symbol
5.2. Semantics of the Concurrent Language Extensions

Listing 5.2: C program

```c
while (1) {
    for (i = 0; i < ap_threads_per_child; i++) {
        int status = ap_scoreboard.image->servers[child_num_arg][i].status;
        if (status != SERVER_GRACEFUL && status != SERVER_DEAD)
            continue;

        apr_status_t rv = apr_thread_create(&threads[i], thread_attr, worker_thread, my_info, pchild);
        if (rv != APR_SUCCESS) {
            apr_log_error(APLOG_MARK, APLOG_ALERT, rv, ap_server_conf, "apr_thread_create: cannot create worker_thread");
            clean_child_exit(APEXIT_CHILD Sick);
        }
        threads_created++;
    }
    // handle service requests
}
```

Listing 5.3: Possible translation into a Boolean program

```c
main() begin
decl i_lt_ap_threads_per_child, status_eq_SRV_GRACEFUL, status_eq_SRV_DEAD, rv_eq_AP_SUCCESS;
    // predicate for "i < ap_threads_per_child"
    L0: i_lt_ap_threads_per_child := true;
    L1: goto L2, L9; // for-loop
    L2: assume (i_lt_ap_threads_per_child); // for-loop
        status_eq_SRV_GRACEFUL := *;
        status_eq_SRV_DEAD := *;
        goto L3, L4;
    L3: assume (status_eq_SRV_GRACEFUL || status_eq_SRV_DEAD);
        goto L8; // "continue"
    L4: assume (!status_eq_SRV_GRACEFUL && !status_eq_SRV_DEAD);
        start_thread L1i; // Li: start location for thread
    L5: rv_eq_AP SUCCESS := *
        goto L6, L7;
    L6: assume (!rv_eq_AP_SUCCESS); // "if (rv != APR_SUCCESS)"
        rv_eq_AP_SUCCESS := *; // possible side effect of apr_log_error(...) 
        goto L1; // end for
    L7: assume (rv_eq_AP_SUCCESS);
    L8: i_lt_ap_threads_per_child := *; // "i++"
        goto L1; // end for
    L9: assume (!i_lt_ap_threads_per_child);
        // handle service requests
    ... goto L0; // end while
```
Table 5.1: Semantics of fundamental Boolean program statements

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>( v_1, \ldots, v_z := expr_1, \ldots, expr_z )</td>
<td>( (expr_i \Rightarrow pc' = pc + 1 \land \forall i \in {1, \ldots, z}, v'_i = expr_i \land ) )</td>
</tr>
<tr>
<td>( \text{constrain } expr_c )</td>
<td>( \text{same}(V \setminus {v_1, \ldots, v_z}) \land \neg expr_c \Rightarrow \bot) \land )</td>
</tr>
<tr>
<td>( )</td>
<td>( (\text{atomic}' = \text{atomic}) \land (\text{atomic} \Rightarrow (id = id_{last})) )</td>
</tr>
<tr>
<td>( \text{goto } l_1, \ldots, l_z )</td>
<td>( \forall l \in {l_1, \ldots, l_z} ) ( pc' = l \land \text{same}(V) \land )</td>
</tr>
<tr>
<td></td>
<td>( (\text{atomic}' = \text{atomic}) \land (\text{atomic} \Rightarrow (id = id_{last})) )</td>
</tr>
<tr>
<td>( \text{start}_{\text{thread}} P )</td>
<td>( pc' = pc + 1 \land \text{same}(V) \land )</td>
</tr>
<tr>
<td></td>
<td>( (\text{atomic}' = \text{atomic}) \land (\text{atomic} \Rightarrow (id = id_{last})) )</td>
</tr>
<tr>
<td>( \text{end}_{\text{thread}} )</td>
<td>( \text{true} \land )</td>
</tr>
<tr>
<td></td>
<td>( (\text{atomic}' = \text{atomic}) \land (\text{atomic} \Rightarrow (id = id_{last})) )</td>
</tr>
<tr>
<td>( \text{atomic}_{\text{begin}} )</td>
<td>( \neg \text{atomic}' \land (\text{atomic} \Rightarrow (id = id_{last})) )</td>
</tr>
<tr>
<td>( \text{atomic}_{\text{end}} )</td>
<td>( \text{see main text} )</td>
</tr>
</tbody>
</table>

\( id_{last} \) stores the thread identifier of the last thread executed. Primes represent the next-state value of variables, and \( \text{same}(Z) \) abbreviates \( \bigwedge_{v \in Z} v' = v \), for some set of variables \( Z \). The set of well-formed expressions is the Boolean closure of constants 0, 1 and \( \star \) (representing either value), and variable identifiers. The constructs \( \text{assume } expr \) and \( \text{skip} \) are shorthands for \( v := v \) \( \text{constrain } expr \) and \( \text{assume } 1 \), respectively. We do not define semantics for branching statements such as \( \text{if} \) or \( \text{while} \), because their behavior can be emulated using a combination of non-deterministic \( \text{goto} \) and \( \text{assume} \). The \( \text{start}_{\text{thread}} \) and \( \text{end}_{\text{thread}} \) commands are used in Boolean programs concurrently executed by multiple threads and discussed in the next section. The table only shows their effects on the executing thread; see the next paragraph for side-effects.

We sketch how a Boolean program \( \mathbb{P} \) induces a \textit{concurrent system} \( \mathbb{P}^{||} \); a full formalization is given by Cook, Kroening and Sharygina [48]. The set \( V \) of program variables is partitioned into two subsets \( V_s \) and \( V_t \) of \textit{shared} and \textit{thread-local} variables, respectively. A (global) state \( \tau \) of \( \mathbb{P}^{||} \) has the form \( (n, PC, \Omega) \), where \( n \) is the number of threads running in state \( \tau \), function \( PC: \{1, \ldots, n\} \rightarrow \{1, \ldots, pc_{\text{max}}\} \) maps each thread identifier to the PC the corresponding thread is located at, and \( \Omega: V_s \cup (\{1, \ldots, n\} \times V_t) \rightarrow \mathbb{B} \cup \{\star\} \) is the valuation of the program variables.

The execution model of \( \mathbb{P}^{||} \) is asynchronous. That is, a step of \( \mathbb{P}^{||} \) is performed by a single thread, say with identifier \( i \in \{1, \ldots, n\} \), executing the statement of \( \mathbb{P} \) at location \( PC(i) \). Changes to the values of \( pc \) and the variables in \( V \) are reflected in updates to the state components \( PC \) and \( \Omega \), as indicated by symbolic constraints in Table 5.1. The value of \( n \) changes exactly in two circumstances:

- thread \( i \) executes a \( \text{start}_{\text{thread}} P \) command. In this case, the state is updated as follows. Let \( N \) be the bound on the number of threads that may be created. If \( n < N \), then \( n' = n + 1 \), \( PC'(i) = PC(i) + 1 \), \( PC'(n') = P \), and for each thread-local variable \( v_l \in V_t \), \( \Omega((n', v_l)) = \Omega((i, v_l)) \), i.e., thread \( i \) is cloned. All other values are unchanged. If \( n = N \), then \( n' = n \), \( PC'(i) = PC(i) + 1 \), and all other values are unchanged. That is, if the number of dynamically created threads is exhausted, \( \text{start}_{\text{thread}} \) behaves like \( \text{skip} \) for the executing thread, and is free of side-effects.

- thread \( i \) executes an \( \text{end}_{\text{thread}} \) command. In this case, \( n' = n - 1 \), and \( PC \) and \( \Omega \) are unchanged.
Finally, let $n_0$ be a natural number with $1 \leq n_0 \leq N$, the initial number of threads. The set of initial states of $P ||$ is given by $n = n_0$, $PC(i) = 0$, and $\Omega((i,v_l)) = $, for each $i$ in $\{1, \ldots, n_0\}$ and each thread-local variable $v_l$. A classical concurrent system of a fixed number of threads is an instance of this formalization with $n_0 = n = N$ and a Boolean program without start_thread or end_thread commands.

When reasoning about the concurrent program $P ||$, the notation of a state can be simplified by considering the PC simply as a thread-local variable. In that case, a state of $P ||$ can be described in the form $(s, l_1, \ldots, l_n)$, where vector $s$ is a valuation of the shared variables $V_s$, and $l_i$ stands for the local state of thread $i$, comprising the value of the program counter $PC(i)$ and the value $\Omega((i,v_l))$, for each thread-local variable $v_l \in V_l$. The translation between the notations $(n, PC, \Omega)$ and $(s, l_1, \ldots, l_n)$ is straightforward. The thread state of thread $i$ is the pair $(s, l_i)$. Intuitively, for $i \in \{1, \ldots, n\}$, thread $i$ has full access to the shared variables and to the $i$-th copy of the thread-local variables. It has neither read nor write access to any other thread-local variables.

5.3 Thread-State Reachability

The concurrent verification problem considered in this thesis is that of thread-state reachability. A thread state comprises the local state of one thread, plus a valuation of the shared program variables. Thread states can be used to encode many common safety properties of systems, even if they involve several threads, such as mutually exclusive resource access.

5.4 Overview of Model Checking Methods

The model checking problem for reachability properties of sequential Boolean programs is, as we have seen in Chapter 4, decidable even in the presence of unbounded stacks. In contrast, recursion renders the concurrent verification problem undecidable, even for Boolean programs [121].

There are several approaches known in literature to get decidability for the concurrent model checking problem. We will — without making a claim to be complete — present a short survey of possible approaches.

**No stacks.** Decidability can be retained, if recursion is prohibited. Thread-state reachability properties are decidable for replicated finite-state systems, even in the presence of dynamic thread creation. This model has the advantage, that it is still exact, whereas other approaches described in this section lose precision. Because Boolean programs are already abstractions of higher-level programs, it is desirable to obtain exact results for this case. Therefore this is the approach taken within this thesis and will be discussed in the following chapters.

**Bounded context switching.** Quadeer and Wu [119] show that many bugs in concurrent software emerge with a small number of context switches. They coin the term context-bounded reachability and prove that the bounded context-switching reachability problem is decidable, even for recursive programs [118].

In [102], Lal and Reps propose an eager context-bounded translation of concurrent Boolean programs into sequential ones in order to reduce the problem to sequential reachability. Their approach consists of two parts. First, they specify program locations where context switches are allowed to happen and set the shared variables to non-deterministic values at exactly these points, then each thread is
checked individually. In a second step these over-approximated runs are stitched together to produce the full trace and rule out infeasible paths. This approach avoids creating a BDD that contains the global state, instead only thread-states are built.

Subsequently, this work is amended with a lazy approach by Torre et al. [132]. Their state representation is based on thread-states as well but manages to avoid the over-approximation that is happening in the first part of the eager algorithm. The key idea is to restart the thread that is supposed to take control after a context switch, until a point is reached, where the shared variables match with the current state. It is worth mentioning that in the context of a summarizing sequential model checker as the underlaying reachability engine, the re-running step corresponds to a mere look-up of a summary that has been computed in a previous context.

The same authors also show that an even less restricted system is decidable: it suffices to bound the number of phases, where in each phase all processes can enter procedures but only one is allowed to return from the procedures [130].

**Thread-modular model checking.** One option to cope with recursion is to use an over-approximation, as done by Cook, Kroening, and Sharygina in [48]. The authors propose an algorithm that simulates an infinite number of threads by introducing new transitions that apply any observable transition of any thread to any state in the history.

**Summarization.** The summarization idea for sequential model checking is extended to concurrent software in [117]. Although the problem remains undecidable in general, the authors present an algorithm is able to terminate for some programs.

**Others.** Rewriting-based reachability analysis of concurrent pushdown systems is covered by [30] and [33]. Boujiani and Esparza survey approaches that use rewriting to solve the reachability problem for sequential as well as for concurrent pushdown systems [29].
6 Partial Order Reduction

When computing the successors of a concurrent symbolic state, we usually have to consider the possibility that any of the enabled threads can make a transition. The problem is that the number of states explored can grow dramatically with the number of threads. In contrast to that, a sequential program only requires as many symbolic states as there are execution steps. The different orderings of the interleaved executions of the threads cause state space explosion. A well-known remedy to limit this is partial-order reduction. It exploits the fact that the effect of concurrent executions is often independent of their ordering. In this chapter we present several approaches to integrate well-known partial order reduction techniques into a symbolic model checker for Boolean programs.

6.1 Introduction

The purpose of partial-order reduction (POR) [88] is to explore only a representative subset of all possible program traces. The key idea is to identify commutable transitions, and pick only a representative schedule of those transitions. Deciding what constitutes a representative schedule, however, may be as hard as the Model Checking problem itself. Instead, static analysis techniques can be used to approximate the dependencies between transitions, resulting in suboptimal but affordable POR methods.

The traditional literature classifies these methods into two following approaches:

The “Sleep sets” [79] technique avoids executing all transitions but still explores the whole state space. “Persistent sets” [79] reduce the number of states that have to be explored by checking if a transition potentially collides with an infinite future of another thread.

Several approaches have been presented to combine partial-order reduction with symbolic Model Checking. One possibility is an up-front transformation of the system [99] such that redundant interleavings are prohibited. The idea is to restrict the transition relations of a thread depending on the local state of other threads. Unfortunately this method could result in utterly complex transition relations...
and can not be combined in a straightforward way with our symbolic counter abstraction algorithm. A recent method [93] that is specially tailored for a SAT-based Model Checker encodes the scheduler within the formula passed to the SAT-solver and adds additional constraints in order to give the solver hints where the search space can be pruned.

Since we use a hybrid approach to represent states, we are able to use classic partial-order reduction techniques without the additional overhead that symbolic methods usually bring along.

6.2 Ample Sets

The approach we take is related to what many explicit state model checkers implement. We look for a thread $t$ that makes an invisible transition: one that is independent of any possible future transitions made by any other thread $t' \neq t$ [46]. This is know as ample set in the literature [40]. In order to give a formal definition of an ample set, we need to introduce some notation. Recall that an abstract global state is a sequence of tuples consisting of local state and counter: $\sigma = (S, (L_1, n_1), \ldots, (L_k, n_k))$. We use $\sigma \xrightarrow{\alpha} \sigma'$ to denote that an $\alpha$-labeled transition from state $\sigma$ to state $\sigma'$ is possible.

**Definition 6.1 (Ample Set)** The literature [40] defines four constraints that an ample set must fulfill:

**At-least-one-successor condition (C0):** $\text{Ample}(\sigma) = \emptyset$ if and only if $\text{Enabled}(\sigma) = \emptyset$. A transition $\alpha$ is called enabled in a state $\sigma$, if there exists a state $\sigma'$ such that $\sigma \xrightarrow{\alpha} \sigma'$, and we write $\alpha \in \text{Enabled}(\sigma)$ to denote this fact.

**Dependent-transition condition (C1):** Any every execution sequence of transitions in a Boolean program $\mathcal{P}$ that starts at $\sigma$, a transition that is dependent on any transition in $\text{Ample}(\sigma)$ cannot be executed without a transition from $\text{Ample}(\sigma)$ occurring first.

**Visibility condition (C2):** If $\text{Ample}(\sigma) \neq \text{Enabled}(\sigma)$, then every transition $\alpha \in \text{Ample}(\sigma)$ is invisible. This condition also holds by construction since we only seek after invisible transitions.

**Cycle condition (C3) [113]:** A cycle is not allowed if it contains a state in which some transition $\alpha$ is enabled, but is never included in $\text{Ample}(\sigma)$ for any state $\sigma$ on the cycle.

6.2.1 Symbolic Computation of Ample Sets

Our method of computing ample sets is explained in Algorithm 6.1.

**Algorithm 6.1 Computing an ample set $\text{Ample}(\sigma)$ for state $\sigma$**

1: procedure $\text{GET\_AMPLE}(\sigma)$
2:   for all $\alpha_t \in \text{Enabled}(\sigma)$ do
3:     if $\alpha$ is goto statement with a back edge then continue
4:     if $W_i(\alpha) \cap \bigcup_{j \neq t} R_j^\infty(n) \cup W_i^\infty(\alpha) = \emptyset$ then $\triangleright \not\exists \beta_j$ that is dependent on $\alpha_t$
5:        if $R_t(\alpha) \cap \bigcup_{j \neq t} W_i^\infty(\alpha) = \emptyset$ then
6:           return $\{\alpha_t\}$
7:   return $\text{Enabled}(\sigma)$

The algorithm ensures each condition mentioned in Definition 6.1 as follows.
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C0: This condition guarantees that if at least one transition is enabled, then the reduced set of transitions also contains a transition. This condition is fulfilled by construction of the ample set because we execute all thread interleavings if no invisible transition can be found. Any thread that has not yet terminated is enabled in our setting.

C1: This condition ensures that all transitions of any thread \( t' \neq t \) are independent of the transition \( \alpha_t \in \text{Ample}(\sigma) \).

As [40] points out, the condition C1 is the most difficult among all constraints. A computation of the exact dependencies among transitions can be as hard as the model checking problem itself. Therefore we use static analysis techniques to over-approximate the dependencies between transitions.

Our strategy is based on the set \( W_t \) of variables written by thread \( t \), and the set \( R_t \) of variables read by \( t \), in the current state. Analogously, let \( R_t^\infty \) and \( W_t^\infty \) denote the set of variables read or written at some time in the future (present included). As common in static analysis, these sets are computed using data-flow equations based on conservative assumptions of what constitutes a read or write. In particular, the set \( W_t \) contains all variables that appear in an instruction that could restrict the state space. Such an instruction may disable some instructions of other threads and must thus be considered a write. Specific to Boolean programs, the assume statement and constrained assignments belong to this category; see Example 6.1 below.

We use these sets in our POR algorithm as follows. If a thread \( t \) is found satisfying \( W_t \cap (\bigcup_{i \neq t} R_i^\infty \cup W_i^\infty) = \emptyset \) (no variable written by \( t \) is ever used by another thread) and \( R_t \cap \bigcup_{i \neq t} W_i^\infty = \emptyset \) (no variable read by \( t \) is ever written by another thread), we only explore the successors generated by executing \( t \), but not by any other thread. Intuitively, \( t \) does not communicate with other threads during this transition. All other transitions are discarded at the current state. We illustrate this technique with a few examples.

C2: This condition also holds by construction since we only seek invisible transitions.

C3 Without this condition there is a possibility that some transitions will be postponed indefinitely because of a cycle in the reduced model.

The cycle condition can be ensured as follows: if the instruction to be executed is not a goto statement with a back edge, then the normal ample set is computed (Line 3). Otherwise all interleavings are considered. This check is very favorable, since the program counter is stored explicitly. A similar approach to avoid delaying a transition forever has been proposed in [2]: the authors define an ample function with respect to the current history. That is, it insists on exploring all enabled transitions unless a state is visited, which is not in the current history. Thus, if a thread is looping in a cycle, eventually any succeeding state has been seen before and the postponed transitions are explored. However, in this setting, all interleavings may be explored more frequently than with our back edge detection approach.

6.2.2 Context-Sensitive Over-Approximation of Dependencies

Let a Boolean program \( \mathcal{P} \) be given as a control-flow graph (CFG) consisting of a set of nodes \( \mathcal{N}_\mathcal{P} \) and their successor function \( \text{Succ}_\mathcal{P} : \mathcal{N}_\mathcal{P} \mapsto 2^{\mathcal{N}_\mathcal{P}} \).

The sets of variables that are read or written in the infinite future by a thread executing node \( n \) can be over-approximated using equations that are similar to equations know from a classical live-variable analysis (see Table 6.1).
Table 6.1: Data-flow equations to over-approximate the sets of variables that might be read or written by a thread at node $n$.

Sets of variables that are read or written by an instruction can be computed using a syntactic analysis over the expressions that are used (see Table 6.2.2). It is somewhat surprising that the effect that an `assume` statement has on the shared variables must be considered as a write operation. This stems from the fact a thread that executes an `assume` instruction might restrict the symbolic state and thus disable transitions of other threads.

**Example 6.1**  Consider the Boolean program in Listing 6.1. Suppose the `assume` instruction counts as a read access to the variables in its expression (only $s$ in this case). Then, after the second thread has been created, both threads are about to execute invisible statements only. If POR picks the thread that continues execution at $P_1$ and runs it until the end, the second thread cannot reach the `assert` instruction anymore, and the path that violates the property will remain undiscovered.

**Example 6.2**  Consider the Boolean program in Listing 6.2, and a state where the threads are at location $P_1$ and $P_2$, respectively. One thread is about to execute the invisible statement $l := T$. The other thread is reading from $s$ and thus does not interfere with the instruction of the first thread. One might therefore be tempted to regard the `assert` statement as invisible, and omit other possible interleavings at this point. The consequence would again be that the violation of the assertion in the other thread goes undetected.

**Atomic Sections**  All instructions within an `atomic_begin / atomic_end` block need to be considered as a single instruction and therefore the sets of variables that can be read and written within such a block must be considered. These sets are over-approximated as $R_{\text{atomic}}$ and $W_{\text{atomic}}$ in the data-flow equations (Table 6.1).
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Listing 6.1: An assume stmt. disabling other threads

```
decl s;
void main() begin
  s := *;
  start_thread P2;
P1: assume (s);
  end_thread;
P2: assume (!s);
  assert (F);
end
```

Listing 6.2: Effect of future transitions on POR

```
decl s;
void main() begin
  decl l;
  s := T;
  start_thread P2;
P1: l := T;
  s := F;
  end_thread;
P2: assert (s);
end
```

<table>
<thead>
<tr>
<th>Instruction</th>
<th>R</th>
<th>W</th>
</tr>
</thead>
<tbody>
<tr>
<td>skip, goto (\ell_1, \ldots, \ell_k)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>assume (e)</td>
<td>(\omega(e))</td>
<td>(\omega(e))</td>
</tr>
<tr>
<td>assert (e)</td>
<td>(\omega(e))</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>(x_1, \ldots, x_k := e_1, \ldots, e_k) constrain (e)</td>
<td>(\omega(e_1) \cup \ldots \cup \omega(e_k) \cup \omega(e))</td>
<td>({x_1, \ldots, x_k} \cup \omega(e))</td>
</tr>
<tr>
<td>atomic_begin</td>
<td>(R^{\text{atomic}})</td>
<td>(W^{\text{atomic}})</td>
</tr>
<tr>
<td>atomic_end</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

Table 6.2: Sets of variables read and written.

6.2.3 Benchmarks

We measured the effect of the symbolic partial-order reduction using ample sets with the plain symbolic implementation on the benchmarks described in appendix B. The performance improvements are illustrated in Figure 6.1; on average a speedup of 4.2 has been measured and 85% of for all benchmarks were accelerated.

6.3 Symbolic Computation of Persistent Sets

If we cannot find an ample set at a state, then we might still be able to compute a persistent set [79]. We aim at splitting the set of threads into subsets such that every thread only communicates with threads among its subset. More formally a sets of threads \(P(\sigma_0) \in \text{Enabled}(\sigma_0)\) is persistent in \(\sigma_0\), if and only if for all \(\beta \in P(\sigma_0)\) and all sub-traces \(\sigma_0 \xrightarrow{\alpha_0} \sigma_1 \xrightarrow{\alpha_1} \sigma_2 \ldots \sigma_n \xrightarrow{\alpha_n} \sigma_{n+1}\) obtained from transitions \(\alpha_i \notin P(\sigma_0)\), \(\beta\) and \(\alpha_i\) are independent in \(\sigma_i\).
Figure 6.1: Running time of (symbolic) BOOM with partial-order reduction vs. (symbolic) BOOM, for various thread counts
Algorithm 6.2 describes our approach to compute persistent sets. It resembles the ample set algorithm (Algorithm 6.1) but the notion of independence is slightly different: a thread \( t_i \) belongs to a different persistent set than thread \( t_j \), if every of \( t_i \)'s future transitions is independent of any future transition of \( t_j \).

Algorithm 6.2 Computing persistent sets \( \text{Persistent}(\sigma) \) at state \( \sigma \)

1: \textbf{procedure} \text{GET\_PERSISTENT\_SETS}(\sigma) 
2: \( P(\sigma) := \{\{t_1\}, \ldots, \{t_k\}\}, t_1, \ldots, k \in \text{Enabled}(\sigma) \) 
3: \textbf{for all} \( P_i(\sigma) \in P(\sigma) \) \textbf{do}  \( \triangleright \) Merge dependent sets 
4: \textbf{for all} \( P_j(\sigma) \in P(\sigma) \) \textbf{do} 
5: \textbf{if} \( i > j \) \textbf{then continue} 
6: \textbf{if} \( \text{ARE\_SETS\_DEPENDENT}(P_i(\sigma), P_j(\sigma)) \) \textbf{then} 
7: \( P_i(s) := P_i(s) \cup P_j(s) \) 
8: \( P(s) := P(s) - P_j(s) \) 
9: \textbf{return} \( P(\sigma) \) 

10: \textbf{procedure} \text{ARE\_SETS\_DEPENDENT}(P(\sigma), P'(\sigma)) 
11: \textbf{return} \( \exists t \in P, \exists t' \in P'. (W_t^\infty \cap (R_t^\infty \cup W_t'^\infty) \neq \emptyset \text{ or } R_t^\infty \cap W_t'^\infty \neq \emptyset) \)

Note that the cycle condition has been omitted as well. Instead we make use of the following observation: if a persistent set \( P(\sigma) \) has been found, i.e., \( P(\sigma) \neq \text{Enabled}(\sigma) \), then any persistent set of a successor state \( \sigma' \) of \( \sigma \) will be equal or a subset of \( \text{Persistent}(\sigma) \).

More formally: \( \exists P(\sigma') \in \text{Persistent}(\sigma'), \exists P(\sigma) \in \text{Persistent}(\sigma). P(\sigma') \subseteq P(\sigma) \).

If persistent sets have been found, we create a copy of the symbolic state for each persistent set and disable any thread not in that set (see Algorithm 6.3). Thus instead of postponing transitions of threads not in the persistent set, we partition the search space up-front such that unnecessary interleavings are not allowed to happen anymore. In fact, this corresponds to Cartesian Semantics (see Section 6.4) and provides an explanation why Cartesian partial order reduction saves at least as much states as persistent sets.

Algorithm 6.3 Partitioning a symbolic state \( \sigma \) according to its persistent sets

1: \textbf{procedure} \text{PARTITION\_STATE}(\sigma) 
2: \( \mathcal{S} := \emptyset \) 
3: \( \text{Persistent}(\sigma) = \text{GET\_PERSISTENT\_SETS}(\sigma) \) 
4: \textbf{for all} \( P(\sigma) \in \text{Persistent}(\sigma) \) \textbf{do} 
5: \( \hat{\sigma} := \sigma \text{ such that } \text{Enabled}(\hat{\sigma}) = P(\sigma) \) 
6: \textbf{add} \( \hat{\sigma} \) \textbf{to} \( \mathcal{S} \) 
7: \textbf{return} \( \mathcal{S} \)

### 6.4 Cartesian Partial Order Reduction

*Cartesian partial order reduction* (see [82]) delays context switches as known from standard partial order reduction techniques, but in contrast, only considers a finite future. If no thread is about to execute an invisible transition (i.e., a transition that has no influence on the infinite future of any other thread), then a reduction might still be possible, if the current transition of some thread has no influence
on a finite future of any other thread. This results in an effective reduction technique, if one or more threads are executing loops in a way such that there is a circular dependency between these threads.

This is illustrated in Listing 6.3\(^1\). The main thread creates two threads: \(t_1\) increments a shared 3-Bit counter and then checks an assertion on a shared flag variable. The thread \(t_2\) just flips the shared variable once and subsequently checks an assertion on the counter. Starting from a state where \(t_1\) and \(t_2\) are created, Cartesian partial-order reduction leads to exploration of two paths (also called vectors): one path where always \(t_1\) is executed until it hits the statement `assert (g)` and one path where \(t_2\) flips the global variable. Only after this point, the threads are interleaved. Thus interleavings between statements within the loop of \(t_1\) and the global variable flip of \(t_2\) are discarded. Using ample sets or persistent sets would not help to remove the redundant interleavings because there is a mutual dependency between the two threads.

Listing 6.3: Example where Cartesian partial-order reduction is able to reduce the number of interleavings

```plaintext
decl a,b,c;
decl g;
void t1() begin
  while(!a||!b||!c) do
    if (!a) then
      a := 1;
    elsif (!b) then
      a,b := 0,1;
    elsif (!c) then
      a,b,c := 0,0,1;
    fi
  od
  assert (g);
end
void t2() begin
  g := !g;
  assert (! (a&b&c ));
end
void main() begin
  a,b,c,g := 0,0,0,0;
  atomic_begin;
  ASYNC_1: t1();
  ASYNC_2: t2();
  atomic_end;
end
```

Listing 6.4: Example where persistent sets are more optimal than cartesian vectors

```plaintext
decl x,y;
void t1() begin
  goto L1, L2;
L1:  x := !y;
    x := !x;
    x := !x;
    x := !x;
L2:  skip;
end
void t2() begin
  goto L1, L2;
L1:  y := !x;
    y := !y;
    y := !y;
    y := !y;
L2:  skip;
end
void main() begin
  atomic_begin;
  ASYNC_1: t1();
  ASYNC_2: t1();
  ASYNC_3: t2();
  ASYNC_4: t2();
  atomic_end;
end
```

Cartesian semantics do not necessarily outmatch persistent sets, e.g., consider Listing 6.4: there are two groups of threads that communicate among each other. If every spawned thread has executed its first instruction, then it is sufficient to interleave only the threads that execute \(t_1\) or \(t_2\) respectively. Thus this fact is recognized by the persistent sets algorithm. A model checker that relies on Cartesian partial order will not be able to extend its Cartesian vectors with more than one statement at a time,

\(^1\)We are using `while` and `if` statements to make the example more readable. BOOM (see Chapter 10) is able to parse this example and rewrites these keywords internally into `assume` and `goto` statements.
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since there is a dependency between two threads.

A comparison of the symbolic algorithm with an implementation that uses Cartesian partial order reduction is presented in Figure 6.2. On average a speedup of 160 resulted and 91% of the benchmarks were solved quicker².

Figure 6.2: Running time of symbolic BOOM vs symbolic BOOM with Cartesian partial order reduction

Figure 6.3 illustrates that a combination of ample sets and Cartesian partial order reduction is beneficial in most of the cases. Almost 80% of the benchmarks show an improvement (which is a factor of 167 on average).

²Appendix B explains the experimental setup.
Figure 6.3: Running time of symbolic BOOM with Cartesian partial Order reduction vs symbolic BOOM with Cartesian partial Order reduction and ample sets
In this chapter we show how to apply counter abstraction to real-world concurrent programs to factor out redundancy due to thread replication. The traditional global state representation as a vector of local states is replaced by a vector of thread counters, one per local state. In practice, straightforward implementations of this idea are unfavorably sensitive to the number of local states. We present a novel symbolic exploration algorithm that avoids this problem by carefully scheduling which counters to track at any moment during the search.\footnote{This chapter presents and extends our work that has been published at the International Conference on Computer Aided Verification in the year 2009 [21].}

7.1 Introduction

Recently, there have been attempts to extend Predicate abstraction (see Section 2.6) to the verification of concurrent software [137]. The resulting abstractions face the classical state space explosion problem: the number of reachable program states grows exponentially with the number of concurrent threads, which renders naive exploration impractical. The authors of [137] conclude that none of the currently available tools is able to handle device drivers of realistic size in the presence of many threads.

One observation that comes to the rescue is that concurrent components of multi-threaded software are often simply replications of a template program describing the behavior of a component. The ensuing regularity in the induced system model can be exploited to reduce the verification complexity. One technique towards this goal is counter abstraction. The idea is to record the global state of a system as a vector of counters, one per local state, tracking how many of the \( n \) components currently reside in the local state. This technique turns a formal model of size exponential in \( n \) into one of size polynomial in \( n \), promising a serious stab at state space explosion.
Emerson and Trefler proposed counter abstraction as a way of achieving symmetry reduction for fixed-size systems [67]. In their approach, the template program $P$ is converted into a local-state transition diagram, by identifying a set of local states a component can be in, and translating the program statements into local state changes. Such a conversion is straightforward if there are only few component configurations, such as with certain high-level communication protocols [58]. For concurrent software, however, $P$ is given in a C-like language, with assignments to variables, branches, loops, etc. A local state is then defined as a valuation of all thread-local variables of a thread. As a result, there are exponentially many local states, measured in the number of thread-local variables. Introducing a counter variable for each local state is impractical and only possible for tiny programs.

In this chapter, we present a strategy to solve these complexity problems. Our solution is two-fold. First, we interleave the translation of individual program statements with the model checking phase. This has the advantage that our algorithm is context-aware: the local-state context in which the statement is executed is known; the context determines which local-state counters need to be updated. If the translation is performed up-front, one has to embed each statement into all contexts where the statement is enabled, which is infeasible for realistic programs. As a side-effect of the on-the-fly translation, only counters for reachable local states are ever introduced. Second, in a global state we keep counters only for those local states that at least one thread resides in. This idea leverages a simple counting argument: given $n$ threads with $l$ conceivable local states each, at most $n$ of the corresponding local state counters are non-zero at any time during execution. Since $n$ is typically much smaller than $l$, omitting the zero-valued counters results in huge savings: the sensitivity of counter abstraction to the local state space explosion problem mentioned in the previous paragraph is reduced from exponential in $l$ to exponential in $\min\{n,l\}$.

**Contributions.** We present an efficient algorithm for BDD-based symbolic state space exploration of Boolean programs executed by a bounded number of possibly dynamically created parallel threads. This generalizes the traditional setting for symmetry reduction of systems with a fixed number of components known at modeling time. The algorithm’s primary accomplishment is to curb the local state space explosion problem, the classical bottleneck in implementations of counter abstraction. We demonstrate the effectiveness of our approach on a substantial set of Boolean program benchmarks, generated by two very different CEGAR-based toolkits, SATABS [44] and SLAM [15]. Since symmetry reduction, of which bounded counter abstraction is an instance, has so far been implemented more successfully in explicit-state model checkers, we also include an experimental comparison of an explicit-state version of our method against explicit-state symmetry reduction, using the well-known MUR\$\varphi$ model checker [109]. Finally, this chapter provides an extensive comparison of our counter abstraction method with partial-order reduction, an alternative technique to curb the verification complexity for programs with interleaved concurrent threads.

We believe our algorithm marks a major step towards the solution of an exigent problem in verification today, namely that of model checking concurrent software. While the concepts underlying our solution are relatively straightforward, exploiting them in symbolic model checking is not. The succinctness of state space representations that BDDs often permit is paid for by rather rigid data manipulation mechanisms. To the best of our knowledge, our implementation is the first scalable approach to counter abstraction in symbolic verification of concurrent software with replicated threads.


7.2 Preliminaries

7.2.1 Execution Model

Concurrent Boolean programs are described in Section 5.1. In this chapter we use an execution model that bounds the number of threads that are allowed to run concurrently. That is, we modify the semantics as follows. Let thread $i$ execute a `start_thread` $P$ command. Let $N$ be the bound on the number of threads that may be created. If $n < N$, then thread $i$ is cloned: $n' = n + 1$, $PC'(i) = PC(i) + 1$, $PC'(n') = P$, and for each thread-local variable $v_i \in V_i$, $\Omega((n', v_i)) = \Omega((i, v_i))$. All other values are unchanged. If $n = N$, then $n' = n$, $PC'(i) = PC(i) + 1$, and all other values are unchanged. That is, if the number of dynamically created threads is exhausted, `start_thread` behaves like `skip` for the executing thread, and is free of side-effects.

Let finally $n_0$ be a natural number with $1 \leq n_0 \leq N$, the initial number of threads. The set of initial states of the concurrent system $P ||$ is given by $n = n_0$, $PC(i) = 0$, and $\Omega((i, v_i)) = \star$, for each $i$ in $\{1, \ldots, n_0\}$ and each thread-local variable $v_i$. A classical concurrent system of a fixed number of threads is an instance of this formalization with $n_0 = n = N$ and a Boolean program without `start_thread` or `end_thread` commands.

The code is assumed to be free of recursion. In a preprocessing step, any function calls are inlined.

7.2.2 Symmetry Reduction

Full symmetry is the property of a Kripke model of concurrent components to be invariant under permutations of these components. This invariance is traditionally formalized using permutations. A permutation $\pi$ on $\{1, \ldots, n\}$ is defined to act on a state $\sigma = (s, l_1, \ldots, l_n)$ by acting on the thread indices, i.e. $\pi(\sigma) = (s, l_\pi(1), \ldots, l_\pi(n))$. We extend $\pi$ to act on a transition $(\sigma, \tau)$ by acting point-wise on $\sigma$ and $\tau$.

**Definition 7.1** Structure $M$ with transition relation $R$ is (fully) symmetric if for all $r \in R$ and all permutations $\pi$ on $\{1, \ldots, n\}$, $\pi(r) \in R$.

We observe that a concurrent Boolean program built by replicating a template written in the syntax given in Section 7.2.1 is (trivially) symmetric: the syntax does not allow thread identifiers in the program text, which could potentially break symmetry.

From a symmetric structure $M$, a reduced quotient structure $\overline{M}$ can be constructed using standard existential abstraction. The quotient is based on the orbit relation on states, defined as $\sigma \equiv \tau$ if there exists $\pi$ such that $\pi(\sigma) = \tau$.

**Theorem 7.2 ([39, 60])** Let $f$ be a $\mu$-calculus formula with atomic propositions that are invariant under thread index permutations. Let further $\sigma$ be state of $M$ and $\overline{\sigma}$ be the equivalence class of $\sigma$ under $\equiv$.

$$M, \sigma \models f \iff \overline{M, \overline{\sigma}} \models f.$$  

Thus, verification over $M$ can be replaced by verification over $\overline{M}$, without loss of precision. This theorem can be proved by a bi-simulation argument; the bi-simulation relation between $M$ and $\overline{M}$ relates states of $M$ to their orbit equivalence classes. In addition, $\overline{M}$ is roughly exponentially smaller than $M$: the equivalence classes of $\equiv$ collapse up to $n!$ many states of $M$. Symmetry reduction thus combines two often antagonistic features of abstractions – precision and compression.
Symmetry reduction in the above formalization has been tremendously successful as an abstraction technique in model checkers based on explicit state enumeration; see Section 7.7 for examples. It has enjoyed much less popularity in BDD-based symbolic model checking. The reason is that the state canonization that is required by symmetry reduction can be expensive to perform using BDDs. In particular, it was shown in [39] that the orbit relation has no succinct BDD representation, for any variable order. Emerson and Wahl present a symbolic symmetry reduction technique that avoids the orbit relation but still relies on state canonization [68].

Counter abstraction, the topic of this chapter, can be viewed as a form of symmetry reduction where state canonization is an automatic by-product of the state representation and thus does not have to be performed explicitly. The new representation, if used naively, has to be paid for with a blow-up of the program text, however, as we demonstrate in the next section.

### 7.3 Classical Counter Abstraction – Merits and Problems

Counter abstraction is an alternative formalization of symmetry reduction, namely using process counters. The idea is that two global states are identical up to permutations of the local states of the components exactly if, for every local state \( L \), the same number of components reside in \( L \). To implement this idea, we introduce a counter for each existing local state and translate a transition from local state \( A \) to local state \( B \) as a decrement of the counter for \( A \) and an increment of that for \( B \). With some effort, this translation can actually be performed statically on the text of a symmetric program \( P \), before building a Kripke model. The resulting counter-abstracted program \( \hat{P} \) gives rise to a Kripke structure \( \hat{M} \) whose reachable part is isomorphic to that of the traditional quotient \( M \) and that can be model-checked without further symmetry considerations.

Counter abstraction can be viewed as a translation that turns a state space of potential size \( l^n \) (n local states over \( \{1, \ldots, l\} \)) to one of potential size \( (n+1)^l \) (l counters over \( \{0, \ldots, n\} \)). The abstraction therefore reduces a problem of size exponential in \( n \) to one of size polynomial in \( n \). Since, for any given Boolean program, \( l \) is a constant, we appear to have solved the state-space explosion problem.

Let us look at an example. Classical counter abstraction assumes that the behavior of a single process is given as a local state transition diagram, as the one in Figure 7.1 (left). This abstraction level is often used in descriptions of communication and cache-coherence protocols. The result of counter-abstracting this program is shown in the same figure on the right, in a guarded-command notation. We see that the reduction happens completely statically, i.e., on the program text. The new program is single-threaded; thus there are no notions of shared and thread-local variables. The Kripke structure corresponding to the program has shrunk from exponential size \( \mathcal{O}(3^n) \) to low-degree polynomial size \( \mathcal{O}(n^3) \). The reduced structure can be model-checked for hundreds if not thousands of processes.

![Figure 7.1: A model \( P \) of a semaphore-based Mutex algorithm (left); its counter-abstracted version \( \hat{P} \) (right)](image-url)
This view does not, however, withstand a practical evaluation for concurrent software, where thread behavior is given in the form of a program that manipulates thread-local variables. The straightforward definition of a local state as a valuation of all thread-local variables is incompatible in practice with the idea of counter abstraction: the number of local states generated is simply too large. The Boolean program in Listing 5.3 declares only four thread-local Boolean variables and the PC with range \{1, \ldots, 12\}, but gives rise to already $2^4 \times 12 = 192$ local states. In applications of the magnitude we consider, concurrent Boolean programs routinely have several dozens of thread-local variables and many dozens of program lines (even after optimizations), resulting in many millions of local states. As a result of this local state explosion problem, the state space of the counter program is of size $\Omega(n^{n|V_L|})$, doubly-exponential in the number of thread-local variables.

Let us apply these observations to the complexity analysis of counter abstraction. As seen, the abstract state space has size high-degree polynomial in $n$. This means that only for very large values of $n$, the classical counter abstraction approach will offer benefits over a model checking strategy that ignores symmetry and stores the local state for each thread.\(^2\) The goal of this chapter is to demonstrate how we can reap the benefits of counter abstraction even for thread counts that are small compared to the number of local states. Our approach is two-fold:

1. Instead of statically translating each statement $s$ of the input program into counter updates (which would require enumerating the many possible local states in which $s$ is enabled), we make the algorithm context-aware, by triggering the translation on the fly. This way we have to execute $s$ only in the narrow context of a given (and, thus, reachable) local state.

2. Instead of storing the counter values for all local states in a global state, store only the non-zero counters. This (obvious) idea exploits the observation that, if $l \gg n$, in every system state most counters are zero.

As a result, the worst-case size of the Kripke structure of the counter-abstracted program is reduced from proportional to $n^l$, to proportional to $n^{\min(n,l)}$, completely eliminating the sensitivity to the local state space explosion problem. In the rest of this chapter, we describe the symbolic state space exploration algorithm that implements this approach.

### 7.4 Symbolic Counter Abstraction

In this section, we present the contribution of this chapter, a symbolic algorithm for state space exploration of concurrent Boolean programs that achieves efficiency through counter abstraction. We first describe a data structure used to store system states compactly, and then present the algorithm.

#### 7.4.1 A Compact Symbolic Representation

Resulting from predicate abstractions of C code, Boolean programs make heavy use of data-nondeterminism, in the form of the non-deterministic Boolean value $\star$. Enumerating all possible values, an expression involving $\star$ can stand for is infeasible in practice. A better approach is to interpret the value $\star$ symbolically, as the set \{0, 1\}. This interpretation is not only compatible with encodings of Boolean programs using BDDs, but can also be combined well with counter abstraction.

---

\(^2\)Even if model checkers of the future are able to explore systems with huge thread counts, it seems hard to conceive a scenario in which one would care to verify the behavior of a system with, say, 2 million threads.
Our approach to counter abstraction is to count sets of local states represented by propositional formulas, rather than individual local states. Consider 3 threads executing a Boolean program with a single thread-local Boolean variable \( x \), and the global state \( \tau = (\ast, \ast, \ast) \): all threads satisfy \( x = \ast \). Defining the local state set \( \mathcal{B} := \{0, 1\} \), we can represent \( \tau \) compactly as the single abstract state characterized by \( n_\mathcal{B} = 3 \), indicating that there are 3 threads whose value for \( x \) belongs to \( \mathcal{B} \) (all other counters are zero).

To formalize our state representation, let \( L \) be the set of conceivable local states, i.e., \( |L| = l \). An abstract global state takes the form of a set \( S \) of valuations of the shared variables, followed by a list of pairs of a local state set and a counter:

\[
(S, (L_1, n_1), \ldots, (L_k, n_k)).
\]

In this notation, \( L_i \subseteq L \) and \( n_i \in \mathbb{N} \). We further maintain the invariant \( n_i \geq 1 \). The semantics of this representation is given by the set of concrete states that expression (7.1) represents, namely the states of the form \((s, l_1, \ldots, l_n)\) such that

\[
\begin{align*}
(a) & \ s \in S, \\
(b) & \ n = \sum_{i=1}^{k} n_i, \text{ and} \\
(c) & \text{there exists a partition } \{I_1, \ldots, I_k\} \text{ of } \{1, \ldots, n\} \text{ such that} \\
& \text{for all } i \in \{1, \ldots, k\}, |I_i| = n_i, \text{ and for all } j \in I_i, l_j \in L_i.
\end{align*}
\]

That is, an abstract state of the form (7.1) represents precisely the concrete states in the Cartesian product of valuations of the shared variables in \( S \), and valuations of the thread-local variables satisfying the constraint (7.2) (c). Intuitively, the number of threads active in the current global state is \( \sum_{i=1}^{k} n_i \); this quantity is represented by \( n \) in the concretization (7.2). Further, each pair \((L_i, n_i)\) represents the \( n_i \) threads such that the most precise information on their local states is that they belong to \( L_i \). For instance, the abstract global state \( \langle \{\{x = 0\}\}, 3; \{\{x = \ast\}\}, 4 \rangle \) represents those concrete states where 3 threads satisfy \( x = 0 \), whereas we have no information on \( x \) for the remaining 4 threads. This example also shows that we do not require the sets \( L_i \) to be disjoint: forcing the symbolic local state \( x = 0 \) to be merged into the symbolic local state \( x = \ast \) would imply a loss of information, as the constraint \( x = 0 \) is more precise.

Traditional approaches that statically counter-abstract the entire input program often use a data structure that can be seen as a special case of (7.1), namely with \( k = l = |L| \). Such implementations do not enforce the invariant \( n_i \geq 1 \) and thus suffer from the potential redundancy of \( n_i \) being 0 for most \( i \).

On the other hand, representation (7.1) is marred by two caveats. The first is that constraints between shared and thread-local variables, such as introduced by an assignment of the form \( \text{shared} := \text{local} \), are inexpressible. The reason is that neither \( S \) nor the sets \( L_i \) are defined by expressions over both shared and thread-local variables. Clearly, however, Boolean programs can introduce such constraints. Section 7.4.2 describes how our algorithm addresses this problem.

The second caveat is an artifact of not associating with each local state a fixed position in the counter vector. This opens up redundancy due to different orders of the tuples \((L_i, n_i)\) in (7.1), which seems to require a call to a sorting routine. This is somewhat peculiar, since the very purpose of counter abstraction is to remove the requirement of sorting to canonicalize states.

As an example, the abstract global states \( \langle \{\{A\}\}, 1; \{\{B\}\}, 2 \rangle \) and \( \langle \{\{B\}\}, 2; \{\{A\}\}, 1 \rangle \) both legitimately represent one thread in local state \( A \) and two threads in local state \( B \). To avoid redundancy, we require the local-state sets \( L_i \) to obey some total order. The choice of order is irrelevant; one can for instance simply base it on the numerical pointer value of the BDD representing \( L_i \). This canonicity requirement is cheaply enforced in practice by sorting emerging \((L_i, n_i)\) pairs into the existing representation (7.1); the cost is logarithmic in the size \( k \) of the global state.
7.4.2 Symbolic State Space Exploration

We present a symbolic algorithm for reachability analysis of symmetric Boolean programs with on-the-fly counter abstraction that employs the state representation described in Section 7.4.1. The input consists of a template program $P$ and the initial number $n_0$ of concurrent threads; the algorithm computes the counter-abstracted set of states reachable from a given set of initial states.

Algorithm 7.1 Symbolic Counter Abstraction

1: $R := \{(S_0,(L_0,n_0))\}$; insert $(S_0,(L_0,n_0))$ into $\mathcal{W}$ \hfill $\triangleright n_0$ threads with local state in $L_0$
2: while $\mathcal{W} \neq \emptyset$ do
3: remove $\tau = \langle S,F \rangle$, with $F = \{(L_1,n_1),\ldots,(L_k,n_k)\}$, from $\mathcal{W}$
4: for $i \in \{1,\ldots,k\}$ do
5: $T := \langle S,L_i \rangle$ \hfill $\triangleright$ extract $i$-th thread state from $\tau$
6: for $v \in$ valuations of $\text{SpliceVariables}(T)$ do
7: $T' = \langle S',L' \rangle := \text{Image}(T|_v)$ \hfill $\triangleright$ compute one image cofactor of $T$
8: $\tau' := \langle S',\text{UPDATECOUNTERS}(F,i,L') \rangle$ \hfill $\triangleright$ build new system state $\tau'$ from $T'$
9: if $\tau' \notin R$ then
10: $R := R \cup \tau'$ \hfill $\triangleright$ if new, store $\tau'$ as reachable
11: insert $\tau'$ into $\mathcal{W}$
12: procedure $\text{UPDATECOUNTERS}(F,i,L')$
13: let $(L_i,n_i)$ be the $i$-th pair in $F$
14: $F' := F \setminus \{(L_i,n_i)\} \cup \{(n_i > 1 ? (L_i,n_i - 1) : \emptyset) \}$ \hfill $\triangleright$ update or eliminate pair $(L_i,n_i)$
15: if $\exists j : (L',n_j) \in F$ then
16: $F' := F' \setminus \{(L',n_j)\} \cup \{(L',n_j + 1)\}$ \hfill $\triangleright$ update or add pair for $L'$
17: else
18: $F' := F' \cup \{(L',1)\}$
19: return $F'$

Algorithm 7.1 expands unexplored system states from a work list $\mathcal{W}$, initialized to contain the symbolic state that constrains all threads to location 0. The loop in line 4 iterates over all pairs $(L_i,n_i)$ contained in the popped state $\tau$. To expand an individual pair, the algorithm first projects it to the $i$-th symbolic thread state.

The next, and crucial, step is to compute the successor thread states induced by the Boolean program (lines 6–7). Recall from the previous section that our Cartesian state representation does not permit constraints between shared and thread-local variables, which can, however, be introduced by the program.

Consider a shared variable $s$ and a thread-local variable $l$, and the statement $\langle 1 := s \rangle$. A naïve way of computing the successor state of the symbolic system state $\langle \{s = *\},\{l = 0\},2 \rangle$ is the following. Since the symbolic transition function ranges over shared and local variables and they are stored as separate sets, a symbolic thread state $\langle \{s = * \land l = 0\} \rangle$ must be computed first. In the second step, the image function is applied, resulting in the symbolic state $\langle \{l = *\}, \{l = 0\} \rangle$. That thread state is, however, an over-approximation of the exact set of successor thread states $\langle \{s = 0\}, \{l = 0\}, \{s = 1\}, \{l = 1\} \rangle$. In order to make this constraint precisely expressible, we treat certain assignments and related statements specially.
**Definition 7.3** A **splice state** is a symbolic thread state given as a predicate $f$ over the variables in $V_s \cup V_l \cup \{pc\}$ such that

$$(\exists V_s . f) \land (\exists V_l \exists pc . f) \neq f.$$  

A **splice statement** is a statement $s$ such that there exists a thread state $u$ whose PC points to $s$ and that, when executed on $u$, results in a splice state. A **splice variable** is a shared variable dependent on $\exists V_s . f$.

A splice statement marks a point where a thread communicates data via the shared variables, in a way that constrains its local state with the values of some splice variables. Fortunately, statements with the potential to induce such communication can be identified syntactically:

- assignments whose left-hand side is a shared variable and the right-hand side expression refers to thread-local variables, or vice versa,
- assignments with a `constrain` clause whose expression refers to both shared and thread-local variables, and
- `assume` statements whose expression refers to both shared and thread-local variables.

Before executing a splice statement, the current thread state is **split** using Shannon decomposition. Executing the statement on the separate co-factors yields a symbolic successor that can be represented precisely in the form (7.1). That is, if variable $v$ is the splice variable of the statement in $T$, denoted by $\text{SpliceVariables}(T) = \{v\}$, we decompose $\text{Image}(T)$ as follows:

$$\text{Image}(T) = \text{Image}(T | v=0) \lor \text{Image}(T | v=1).$$  

The price of this expansion is an explosion worst-case exponential in the number of splice variables. However, as we observed in our experiments (see Section 7.5),

1. the percentage of splice statements is relatively small,
2. even within a splice statement, the number of splice variables involved is usually very small (1 or 2),
3. a significant fraction of Shannon co-factors encountered during the exploration is actually unsatisfiable and does not contribute new states.

As a result, the potential combinatorial explosion never materialized in our experiments.

We note in passing that the goal of splitting a state is similar to the goal of the focus operator presented in [12]. Its authors use the focus operator to increase the precision of Cartesian abstraction applied to image operators. Our motivation is different: we want to rewrite constraints that cannot be expressed in our representation, in order to avoid any imprecision.

After the image has been computed for each co-factor, the algorithm constructs the respective system state for it (line 8). The `UPDATECOUNTERS` function uses the local state part $L'$ of the newly computed thread state to determine the new set of (state, counter) pairs $F'$. If no more threads reside in the departed state $L_i$, the $i$-th pair is eliminated (line 14). If the new local state $L'$ was already present in the system state, its counter $n_j$ is incremented, otherwise the state is inserted with counter value 1 (lines 15–18).

Finally, the algorithm adds the states encountered for the first time to the set of reachable states, and to the work list of states to expand (lines 9–11).
Theorem 7.4 Let $\mathcal{R}$ be as computed by Algorithm 7.1 on termination, and let $\gamma$ be the concretization function for abstract states defined in Equation (7.2). The set $\gamma(\mathcal{R}) = \{\gamma(r) | r \in \mathcal{R}\}$ is the set of reachable states of the concurrent system induced by the Boolean program $P$. 

Proof[sketch]: The proof of termination of Algorithm 7.1 follows since the explored state space is finite: the imposed bound $N$ on the number of threads that may be created, and of which the `start-thread` command is aware, ensures that there is only a finite number of global states, whether they are represented in the concrete or abstract form. Algorithm 7.1 performs a standard search over this finite state space and thus terminates. The correctness argument of the algorithm follows from (i) the equivalent theorems for classical state space exploration under symmetry using canonical state representatives, and (ii) the isomorphism of the structures over such representatives and the counter representation.

7.4.3 Error Detection and Counterexample Generation

Errors are program locations containing violated assertions, say of the form $\text{assert}(Y)$. The predicate $Y$ expresses a condition over the current thread state. The violation of this condition is checked in Algorithm 7.1 in line 7, by testing the new thread state $T' = \langle S', L' \rangle$ against the condition $\neg Y$: if the BDD for $S' \land L' \land \neg Y$ is non-empty, $T'$ violates the assertion $Y$.

We now need to obtain a concrete path from an initial global state to a global state that contains thread state $T'$. Such a path can be presented in the form of a sequence of global states over Boolean program variables, including the PC. We have omitted from our data structure the standard back edges, and from the algorithm a description of the standard mechanisms to trace back a reached state to the initial state. Non-standard is the shape of the resulting path, namely a sequence $U$ of states of the form $\langle S, (L_1, n_1), \ldots, (L_k, n_k) \rangle$, ending in $\tau'$ (line line 8). This abstract trace can be mapped to a concrete trace over the concurrent Boolean program as in Algorithm 7.2.

Algorithm 7.2 Computing a concrete error trace

Require: abstract global state $\tau'$, set-of-states list $U$

1: $e :=$ some concrete global state represented by $\tau'$, according to Equation (7.2)
2: $p := (e)$ \hfill $\triangleright$ $p$ is the path to be constructed
3: for all sets $Z$ in $U$ in reverse order do
   4: \hspace{1em} $I := \text{PreIm}\_P(e)$ \hfill $\triangleright$ concrete concurrent pre-image operator
   5: \hspace{1em} $e :=$ some element of $\alpha(I) \cap Z$
   6: \hspace{1em} push $e$ to the front of $p$
7: Return $p$

In the algorithm, operator $\text{PreIm}$ computes the concrete pre-image of state $e$ under the concurrent Boolean program, i.e., for each thread in turn. The resulting set $I$ is canonized in line 5 using the abstraction function $\alpha$, which converts each state in $I$ into the form (7.1). The pre-image applied in line 4 may lead out of the abstract error trace $U$ given as input. The algorithm therefore intersects the abstraction of $I$ with the current set $Z$ of sequence $U$ and selects a new element $e$ from the intersection (still line 5), which is guaranteed to be non-empty. The new element is a suitable predecessor along the error path that is being constructed.
7.5 Experimental Evaluation

We have implemented the algorithm presented in this section in BOOM. While our main goal is the symbolic analysis of Boolean programs (Section 7.5.1), we have also built an explicit-state version of our tool. The reason is that symmetry reduction has so far proven to be more successful in explicit-state than symbolic model checking, which begs a comparison against explicit-state symmetry reduction. As a competitor, we chose the well-known Murϕ model checker [109] (Section 7.5.2).

Before we discuss our experiments, we would like to refer the reader to appendix B, where we describe in detail the experimental setup and how the benchmarks were generated.

7.5.1 Symbolic Experiments

Since other symbolic model checkers do not scale to interesting thread counts (including the few tools with built-in support for symmetry, see Section 7.7), we compare the symbolic algorithm to a “plain” symbolic reference implementation in BOOM that ignores the symmetry. On sequential programs, the performance of the reference implementation is similar to that of the model checker that ships with SLAM.

BOOM uses the CUDD BDD library by Fabio Somenzi ([126, version 2.4.1]) as the decision diagram package. Our implementation stores the sets $S$ and $L_i$ of shared and thread-local variable valuations as separate BDDs; the conjunction of $S$ and $L_i$ forms the thread-visible state $T_i$. As in most symbolic model checkers for software, the program counters are stored in explicit form: this permits partitioning the transition relation and ensures a minimum number of splice tests.

Figure 7.2 summarizes the running times of the symbolic counter abstraction implementation in BOOM and the plain symbolic exploration algorithm. The uniform distribution in the upper triangle signifies the improvement in scalability due to counter abstraction. The runs where traditional model checking is faster contain a small number of threads; in fact, our algorithm can verify many instances for 7 or more threads. Overall, BOOM is faster on 83 % of all tests, and on 96 % of those running three or more threads. Among those, the speed-up is five orders of magnitude and more.

Splice statements amount to less than 12 % of all statements. Where they occur, they do not cause a blow-up, in any of the benchmarks. In fact, the average number of splice variables they involve are small (in our benchmarks, mean 2.1, median 1), and the average number of cases with two valid cofactors encountered for each variable is less than 10 %. Each such variable produces two satisfiable co-factors in only 10 % of the cases.

State merging. Since states are not represented by a single BDD, but rather a set of pairs, we run the risk of obtaining many symbolic states that could be represented in a more consolidated way. Consider the case in which $\langle \{A\}, 1 \rangle, \langle \{B\}, 2 \rangle$ is encountered and in a subsequent step the state $\langle \{B\}, 2 \rangle, \langle \{C\}, 1 \rangle$ is found. Both of the states can be represented more compactly by the state $\langle \{A, C\}, 1 \rangle, \langle \{B\}, 2 \rangle$. Thus our implementation of the last step of Algorithm 7.1 (lines 9–10) uses state merging, an important optimization to compress sets of symbolic states. Two distinct symbolic states can be merged if they are identical except for (i) the valuation of the shared variables, or (ii) the local state of exactly one thread. This check is linear in the number of local-state pairs because they are totally ordered (see Section 7.4.1). The application of these merging rules provides an average speed-up of 83 % over exploration without merging.
State subsumption. A state \( \sigma \) is said to subsume a state \( \sigma' \), written \( \sigma' \subseteq \sigma \), if \( \sigma \) contains every state that is present in \( \sigma' \). A consequence of our state representation is that checking if \( \sigma \) subsumes \( \sigma' \), is not trivial (Algorithm 7.1, lines 9–11). Consider for example the state \( \langle \{ A \}, 1 \rangle, \langle \{ B \}, 2 \rangle \rangle \), which is subsumed by \( \langle \{ A, B \}, 3 \rangle \). An algorithm that detects this fact needs to be able to map a single local state pair of a state \( \sigma \) to a set of local state pairs of another state \( \sigma' \). Since this partial mapping can become very expensive, we confine our notion of subsumption to the following approximation.

**Definition 7.5** A state \( \sigma = \langle S, (L_1, n_1), \ldots, (L_k, n_k) \rangle \) subsumes a state \( \sigma' = \langle S', (L'_1, n'_1), \ldots, (L'_k, n'_k) \rangle \) iff

1. \( S' \subseteq S \), and
2. there is a bijection \( f : \{1, \ldots, k\} \rightarrow \{1, \ldots, k\} \) : \( \forall i, 1 \leq i \leq k. L_i \subseteq L'_{f(i)} \) and \( n_i = n'_{f(i)} \).

Note that there is no total order on the BDDs that respects the set order. Thus, in the worst case we need to enumerate any permutations of local state pairs. There is, however, a simple argument why that is still efficient in practice. Since the program location and the local state counter are stored explicitly, it suffices to look at permutations of the local state pairs that have the same program locations and counter values but different valuations of local variables. This case turned out to occur rather rarely in our experiments. We ascribe this fact 1) to the non-determinism inherent in Boolean programs, that allows many variables to have either truth value and 2) to the symmetric nature of the benchmarks. We also investigated why the threads, which reside at the same program location, often have exactly the same variables. The analysis revealed that, at small exploration depths, the threads actually have different variables but in about 75% of the cases those threads that feature only a subset of the variable valuations of others, were able to take the same transitions at a later stage of the state space exploration.
7.5.2 Explicit-State Experiments

We compare our explicit-state implementation to M$\varphi$ [109], a mature and popular model checker with long-standing support for symmetry reduction. Since M$\varphi$ does not allow data non-determinism, we replace every occurrence of $\star$ in the input programs randomly by 0 or 1. The resulting programs are converted into M$\varphi$’s input language using one M$\varphi$ rule per statement, guarded by the program counter value. In the explicit-state experiments, we compare the performance of explicit-state BOOM on each determinized Boolean program against M$\varphi$ on the guarded-rule version of the same program.

Figure 7.3 is a scatter plot of the running times of BOOM and of M$\varphi$ with symmetry reduction. BOOM is faster than M$\varphi$ on 94% of the tests; on 23%, the improvement is better than one order of magnitude. It completes successfully on a significant number of problems where M$\varphi$ times out (19%). In seven cases (1.2%), our tool runs out of memory. Note that removing the data non-determinism simplifies the programs, which is why the explicit-state explorations can often handle larger thread counts than the symbolic ones, reported in the previous section.

Figure 7.3: Running time of explicit-state BOOM vs M$\varphi$, for various thread counts

7.5.3 Comparison with Partial-Order Methods

As shown in Section 6.2.3, the effect of our POR on the plain symbolic algorithm (without using counter abstraction) is an average speedup of 4.2 and combined runtime improvements of 85% for all benchmarks. We now compare our POR method to counter abstraction in various ways. We use the same sets of benchmarks and timing constraints as before.
Figure 7.4 shows the additional improvement of counter abstraction on an implementation that employs POR. The combination of both techniques is on average 156 times faster than POR alone. This indicates that counter abstraction is by no means “subsumed” by POR.

Figure 7.4: Running time of symbolic BOOM with partial-order reduction vs. symbolic BOOM with counter abstraction and partial-order reduction, for various thread counts

The scatter plot in Figure 7.5 depicts the speedup of employing POR and counter abstraction versus counter abstraction alone. In total, an average speedup of 140 could be measured. This indicates inversely that POR is not subsumed by counter abstraction either. Figures 7.4 and 7.5 support the general observation that symmetry based and partial-order based methods are combinable for yet better compression.

Finally, Figure 7.6 compares the methods directly against each other: counter abstraction alone outperforms partial-order reduction alone; the former gave an average speedup of 4.2.

7.5.4 Comparison with Other Methods

Table 7.1 compares the symbolic version of BOOM with counter abstraction against the lazy version of GETAFix (see Section 5.4). We opted for the lazy variant, because it has better performance than the eager one. GETAFix targets recursive Boolean programs with a bounded number of context-switches. To compare with BOOM, we chose the non-recursive driver example provided on the GETAFix website. This concurrent Boolean program (printed in appendix A.2) models a Windows NT Bluetooth driver. It consists of two types of threads: adders and stoppers. An adder thread calls an I/O procedure in the driver, whereas a stopper thread calls a procedure to halt the driver. An error state is reached, if both kinds of threads enter a race and the driver stops, although a new request is added.
Figure 7.5: Running time of symbolic BOOM with counter abstraction vs. symbolic BOOM with counter abstraction and partial-order reduction, for various thread counts
Figure 7.6: Running time of symbolic BOOM with partial-order reduction vs. symbolic BOOM with counter abstraction, for various thread counts.
The time for GetaFix to convert the example into a sequential program is negligible and has been omitted. Since GetaFix creates a separate thread for each function in the Boolean program, we need to replicate each thread by hand, e.g., see Listing A.2 for the case of 2 adders and 2 stoppers\(^3\). Since Boom uses either dynamic thread creation or replicates the main method internally, we had to add the code snippet illustrated in Listing A.4 that 1) initializes the global variables and 2) eventually non-deterministically jumps in in the adder or stopper procedure (see the last instruction). Thus, in the comparison we check any combination of adder and stopper threads for a fixed number of threads. Table 7.1 illustrates the time to explore the sequentialized program using Moped-1, for different context-switch bounds. Note that Boom, in contrast, explores any interleaving and any combination of adder / stopper threads.

<table>
<thead>
<tr>
<th>n</th>
<th>Boom [sec]</th>
<th>GetaFix/cont. bd. [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>&lt; 0.1</td>
<td>0.1 0.4 2.0 8.7 41 139</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.1 1.0 0.6 4.8 30 187</td>
</tr>
<tr>
<td>4</td>
<td>1.2</td>
<td>0.1 1.9 1.2 12.2 146 1318</td>
</tr>
<tr>
<td>5</td>
<td>12.1</td>
<td>0.14 2.8 2.3 30.6 426 —</td>
</tr>
<tr>
<td>6</td>
<td>88.8</td>
<td>0.2 3.9 3.1 51.7 901 —</td>
</tr>
</tbody>
</table>

Table 7.1: GetaFix & Moped-1 vs. Boom benchmarks on Intel 3GHz, with timeout 60 mins, memory-out 4 GB.

### 7.5.5 Alternative Global State Representations

We have also considered global state representations alternative to equation (7.1). In one implementation, we use a monolithic BDD to represent the shared variables and all thread states, along with their counters. In another, we keep the counters explicit, but use a monolithic BDD for all other variables. Both implementations allow us to retain the inter-thread constraints introduced by splice statements, and thus render the decomposition step unnecessary. The first implementation has the additional advantage of not requiring state merging techniques (Section 7.5.1): given a single BDD, merging happens automatically when adding new frontier states to the BDD.

A technical challenge with these alternative representations is that they require more complex manipulations for computing successor states, especially in order to update the counters. These representations are also less compact than non-monolithic ones, because the system state is not comprised of the Cartesian product of the local states. The more serious downside, however, is efficiency, as is often the case with monolithic symbolic data structures: the resulting BDD for the set of reachable states is complex, foiling the scalability advantage inherent in counter abstraction. In fact, the separation of a global state into thread states and associated counters suggests a natural way of partitioning the BDD for the reachable states set, which should not be given up lightly. On our benchmarks, the algorithm proposed in Section 7.4 is at least 30% faster than all alternatives.

A variant of our proposed algorithm keeps a copy of the global variables within the BDD of each local-state pair and thus allows the image function to be applied directly, i.e., without prior building the conjunction of the BDDs representing the global and local variables. The price paid for omitting this

\(^3\)We used the combinations 1 adder / 1 stopper, 1 adder / 2 stoppers, 2 adders / 2 stoppers, 2 adders / 3 stoppers, and 3 adders / 3 stoppers.
operation is that after any change to one pair of the global variables, any other pair has to be updated, too. For this reason, this alternative algorithm is at least 20% slower than the proposed solution.

7.6 Summary

We have presented an algorithm for BDD-based symbolic state space exploration of concurrent Boolean programs, a significant branch of the pressing problem of concurrent software verification. The algorithm draws its efficiency from counter abstraction as a reduction technique, without resorting to approximation at any time. It is specifically designed to cope with large numbers of local states and thus addresses a classical bottleneck in implementations of counter abstraction. We have shown how to avoid the local state space explosion problem using a combination of two techniques: 1) achieving context-awareness by interleaving the translation with the state space exploration, and 2) ensuring that only non-zero counters and their corresponding local states are kept in memory.

We have presented experimental results both for an explicit-state and, more importantly, a symbolic implementation. While standard symmetry reduction is employed in tools like MURϕ and RULEBASE, we are not aware of a prior implementation of counter abstraction that is efficient on programs other than abstract protocols with very few control states. We believe our model checker to be the first with a true potential for scalability in concurrent software verification, thanks to its polynomial dependence on the thread count $n$, while incurring little verification time overhead.

We have also investigated in detail the relationship between our implementation of counter abstraction and partial-order methods. Our experiments seem to confirm the folk wisdom that symmetry and partial-order reduction are, although not independent, certainly complementary and can be combined for yet more effective compression (see, for instance, the work by Emerson, Jha, and Peled [64]).

Traditional symmetry reduction, no matter of what flavor, is limited in scope in that it considers only systems of a number of concurrent components that is a design-time constant. We have, in this chapter, extended the technique to software with bounded dynamic thread creation. An obvious extension is to consider unbounded dynamic thread creation, or the parametrized version of the concurrent reachability problem. Both topics are addressed in the next chapter.

7.7 Bibliographic Notes

The principal idea of using process counters already appeared in early work by Lubachevsky [104], generic representatives were suggested by Emerson and Trefler [67] as a means of addressing the complexity of symmetry-reducing symbolically represented systems. However, the term counter abstraction was actually coined by Pnueli, Xu, and Zuck, in the context of parametrized verification of liveness properties [114]. The counters are cut off at some value $c$, indicating that at least $c$ components currently reside in the corresponding local state. We emphasize that, in this chapter, we use the term counter abstraction in the sense of exact counters. The method we propose can be seen as an “exact abstraction”, a notion that is common in symmetry reduction and other bisimulation-preserving reduction methods.

Local state-space explosion was identified by Emerson and Wahl as the major obstacle to using generic representatives with non-trivial symmetric programs [61]. The paper ameliorates this problem using a static live-variable analysis, and using an approximate but inexpensive local state reachability test. Being heuristic in nature, this work cannot guarantee a reduced complexity of the abstract program.
We are aware of a few significant works that resulted in tools using counter abstraction in symbolic model checking: by Wei, Gurfinkel, and Chechik [136], in the context of virtual symmetry [63], and by Donaldson and Miller [58], for probabilistic models. While valuable in their respective domains, both approaches suffer from a limitation that makes them unsuitable for general software: they are based on a system model (such as the GSST of [136]) that describes the process behavior by local state changes and thus require an up-front translation from whatever input language is used. The examples in [136, 58] include communication and mutual-exclusion protocols with at most a few dozen local states. The BEACON model checker [8] has been applied to a multi-threaded memory management system with 256 local states. In our benchmarks, threads have millions of local states (see Section 7.5).

Henzinger, Jhala, and Majumdar apply 0-1-∞ counter abstraction to predicate-abstracted concurrent C programs for race detection [85]. The counters monitor the states of context threads. To avoid local state space explosion, each context thread is simplified to an abstract control flow automaton (ACFA). According to the authors, the ACFA has at most a few dozen vertices and can thus be explicitly constructed. In contrast, our goal is a general solution for arbitrary predicate abstractions, where we cannot rely on a small number of predicates and, thus, local states. Consequently, our work does not require first building a local state transition diagram.

Compared to canonization-based symmetry reduction approaches such as in MURϕ [109] and ZING [3] (explicit-state) or SViSS [134] and RULEBASE [16] (symbolic), the model checking overhead that counter abstraction incurs reduces to translating the program statements into local state counter updates. Sorting local state sequences, or other representative mapping techniques, are implicit in the translation.

Finally, the general problem of symbolically verifying multi-threaded programs has been tackled in many recent publications [46, 129, and others]. None of these address the symmetry that concurrent Boolean programs exhibit, although some investigate partial-order based methods [74]. This chapter includes an extensive experimental comparison of our proposed algorithm to partial-order reduction techniques; see Section 7.5.3.
In this chapter, we consider non-recursive multi-threaded Boolean programs, the principal ingredient in predicate abstraction. In the previous chapter, we introduced a scalable method for thread-state reachability analysis of concurrent Boolean programs with a bounded number of threads. In this chapter, we extend this method to programs with unbounded thread creation. We present a novel implementation of the Karp-Miller procedure for vector addition systems, and evaluate its performance using a substantial set of Boolean program benchmarks.

8.1 Introduction

In chapter, we consider the case in which no a-priori bound on the number \( n \) of concurrent threads is known. This is the scenario most relevant in practice; it applies, for example, to a server that spawns additional worker threads in response to a high work load. The verification problem for such software is undecidable in general [4]. We focus on the special case of replicated finite-state programs: the program itself only allows finitely many configurations, but is executed by an unknown number of threads, thus generating an unbounded state space. An important practical instance of this scenario is given by non-recursive concurrent Boolean programs, where the threads communicate via shared program variables and have local storage. Boolean program verification is the bottleneck in the widely-used predicate abstraction-refinement framework.

Thread-state reachability (see Section 5.3) for replicated finite-state programs can be shown to be decidable — even in the absence of a bound on the number of threads that can be spawned — by a reduction to the coverability problem for vector addition systems (VASS). This problem in turn has been known to be decidable since the work by Karp and Miller [95]. In principle, this reduction can be used as the starting point for an algorithm to decide the thread-state reachability problem. In attempting to do so, however, we face two practical obstacles:
1. replicated finite-state programs are not vector addition systems: while the former can be converted to the latter using thread counters, doing so naïvely results in an unmanageably large number of counters and, thus, addition systems of prohibitively large dimension;

2. the worst-case complexity of the known VASS decision procedures is intractably high, even with later improvements due to Rackoff [120].

The conversion of replicated finite-state programs into vector addition systems can be accomplished using a form of counter abstraction: we keep an (unbounded) counter per local state that records the number of threads in that local state. The problem with this conversion is that the number of counters thus introduced is exponential in the number of local variables per thread; in practice, this can amount to millions of counters. This phenomenon was identified as the local state explosion problem in [61]. In the previous chapter, we presented a solution for the case of a bounded number of components.

In this chapter, we extend this solution to programs with unbounded dynamic thread creation, which allows us to overcome the first of the two obstacles mentioned above. We then demonstrate, using substantial experimentation, that our Karp-Miller procedure for Boolean programs performs much better in practice than its worst-case complexity seems to suggest. Our benchmark harness is drawn from a large and diverse set of benchmark Boolean programs generated from Linux and Windows kernel components. Our solution is, to our knowledge, the first practically useful and exact thread-state reachability implementation for realistic concurrent Boolean programs with arbitrarily many threads.

### 8.2 Computational Model

A replicated finite-state system is a tuple \( \mathcal{D} = (S, L, \Delta, c_0) \), where \( S \) is a finite set of shared states and \( L \) is a finite set of local states. \( \Delta \) is a relation containing thread transitions of the form \( (s, l) \rightarrow (s', l') \) and \( (s, l) \rightarrow (s', l', l'') \). The system \( \mathcal{D} \) gives rise to a Kripke structure \( M \) as follows. The state set of \( M \) is \( S \times L^* \); in particular, \( c_0 \) is the initial global state. Whenever \( (s, l) \rightarrow (s', l') \in \Delta \), we have a transition \( (s, l_1, \ldots, l_n) \rightarrow (s', l'_1, \ldots, l'_n) \) in \( M \) where \( l_k = l \) and \( l'_j = l' \) for some \( k \), and \( l_j = l'_j \) for all \( j \neq k \). Similarly, whenever \( (s, l) \rightarrow (s', l', l'') \in \Delta \), we have a transition \( (s, l_1, \ldots, l_n) \rightarrow (s', l'_1, \ldots, l'_n, l'') \) where \( l_k = l \) and \( l'_k = l' \) for some \( k \), and \( l_j = l'_j \) for all \( j \neq k \). The second type of transition models the dynamic creation of a thread. Thread termination can be simulated by forcing a thread into a self-loop.

In practice, replicated finite-state systems are given in the form of a single program \( \mathbb{P} \) that permits only finitely many configurations. In particular, \( \mathbb{P} \)'s variables are of finite range. Further, if the language in which \( \mathbb{P} \) is written supports function calls, the call graph of \( \mathbb{P} \) is acyclic. An instance of this scenario is given by non-recursive Boolean programs.

To make \( \mathbb{P} \) amenable to parallel execution, its variables are declared to be either shared or local. When \( \mathbb{P} \) is executed by several threads, there is one copy of all shared variables of \( \mathbb{P} \). Further, there is one copy per thread of all local variables of \( \mathbb{P} \). A shared state is then given by a valuation of the shared variables, a local state by a valuation of (one copy of) the local variables. A thread state is a pair \((s, l)\), where \( s \) is a shared state and \( l \) is a local state. A thread state completely describes the information accessible to a single thread, namely, the shared variables and the thread’s copy of the local variables. A thread has neither read nor write access to any other local variables.

We remark that our model of replicated finite-state systems covers both classical parameterized systems, where the number of threads running is fixed up-front but unknown, and dynamic systems, where the number of threads can change at runtime. It is quite easy to show that the two types have equivalent expressive power, as each can simulate the other.
8.3 The Karp-Miller Coverability Tree

We review the basics of vector addition systems with states (VASS) and the Karp-Miller procedure since they are both fundamental to this chapter.

A Vector Addition System with States (VASS) is a finite-state machine whose (directed) edges are labeled with \( m \)-tuples of integers. A configuration of a VASS is a pair \((q, x)\) where \( q \) is a state and \( x \) is an \( m \)-tuple of non-negative integers. There is a transition \((q, x) \rightarrow (q', x')\) if \( q \stackrel{x}{\rightarrow} q' \) is an edge in the VASS, and \( x' = x + v \), where \( + \) denotes point-wise addition. Figure 8.1 illustrates an example of a VASS. Given an initial configuration \((q_0, x_0)\), a configuration \((q, x)\) is reachable if there exists a sequence of transitions starting at \((q_0, x_0)\) and ending at \((q, x)\). The coverability problem asks whether a given configuration \((q, x)\) is covered by the VASS, i.e., whether a configuration \((q, x')\) is reachable such that \( x' \geq x \).

\[\begin{align*}
\text{decl} & \quad s := 0; \\
0 & : \quad \text{goto} \ 1; \\
1 & : \quad s := 1; \\
2 & : \quad s := 0; \\
3 & : \quad \text{assert}(!s);
\end{align*}\]

(a) Replicated Boolean program

\[\begin{align*}
x_0 & = (0, 0, 0, 0) \\
(-1, 1, 0, 0) & \quad \rightarrow \\
(0, 0, 0, 0) & \quad \rightarrow \\
(0, 0, -1, 1) & \quad \rightarrow \\
(0, -1, 1, 0) & \quad \rightarrow
\end{align*}\]

(b) Corresponding VASS, where \( q_0 = i, x_0 = (0, 0, 0, 0) \)

Figure 8.1: Example of a replicated Boolean program and its corresponding VASS

**Theorem 8.1 ([95])** The coverability problem for VASS is decidable.

The algorithm by Karp and Miller [95] builds a rooted tree \( T \) that compactly represents the set of covered configurations of a vector addition system. Each node of \( T \) is labeled with a pair consisting of a state and a vector over \( \mathbb{N} \cup \{\omega\} \) (\( \omega \) means ‘any natural number’). The root is labeled with the initial configuration of the VASS. Each node \( \eta \), say with label \((q, x)\), is incrementally expanded: there is a successor \( \eta' \) for each edge \( q \rightarrow q' \) of the finite-state machine such that \( x + v \geq 0 \). The state component of \( \eta' \)'s label is \( q' \). The \( i \)-th coordinate of the vector component of \( \eta' \)'s label is \( x_i + v_i \), except in the following situation: there exists a node \( \xi \) along the path from the root to \( \eta \) with label \((q', y)\) for some \( y \) such that \( y \leq x + v \) and \( y_i < x_i + v_i \). In that case, the \( i \)-th coordinate of the vector component of \( \eta' \)'s label is \( \omega \).

These rules are recursively applied to any node with a new label. This procedure eventually reaches a fix-point, as the set of labels that can be generated this way is finite [95]. A configuration \((q, x)\) is then covered by the VASS exactly if there exists a label \((q, v)\) in the tree whose vector component \( v \) satisfies \( x \leq v \), with the obvious extension of \( \leq \) to \( \omega \).

Figure 8.2 depicts the Coverability Tree of the example in Figure 8.1.

**Replicated finite-state systems as vector addition systems.** Using the components of a vector to count the number of threads in each of the possible local states, a VASS can simulate a replicated finite-state system\(^1\): a thread transition \((s, l) \rightarrow (s', l')\) is represented by a VASS edge \( s \xrightarrow{\eta} s' \) such that

\(^1\)Similar reductions can be found in [78, 55, 8, 29].
Figure 8.2: Corresponding Karp-Miller tree for Figure 8.1
the $l$-th component of $v$ is $-1$, the $l'$-th component is 1, and all others are 0. Dynamic thread creation $(s, l) \rightarrow (s', l', l'')$ is modeled by a VASS edge $s \xrightarrow{l} s'$ such that the $l$-th component of $v$ is $-1$, the $l'$-th and the $l''$-th components are 1, and all others are 0. A thread state $(s, l)$ of the program is reachable in the program’s concurrent execution exactly if there is a reachable VASS configuration $(s, x)$ such that the $l$-th component of $x$ is at least 1. By definition, this is the case exactly if the VASS configuration $(s, x_0)$ is covered, where $x_0$ is all-zero except that position $l$ equals 1. The latter problem is decidable by theorem 8.1. We obtain:

**Corollary 8.2** The thread-state reachability problem for replicated finite-state programs is decidable.

The original Karp-Miller algorithm is of non-primitive recursive space complexity. Rackoff later improved this to operate in exponential space, which is close to optimal [120]. While daunting, these complexity measures are not terminal for our approach: vector addition systems encoding concurrent Boolean programs are of very simple structure, with most integer vectors having all-but-two zero entries.

We conclude this section by observing that the coverability problem for a VASS can inversely be reduced to a thread-state reachability problem. For this reduction, given vectors of $m$ components, we introduce $m$ local states. The number of threads in state $i$ gives the value of the $i$-th component of the VASS configuration vector. As a result, the thread-state reachability problem for replicated finite-state systems and the coverability problem for vector addition systems are polynomial-time equivalent.

### 8.4 Thread-State Reachability in Boolean Programs

The proof of decidability of the thread-state reachability problem relies on the reduction of this problem to VASS coverability, and the solution of the latter problem using the Karp-Miller construction. While this proof is constructive, both parts of it translate into very inefficient algorithms if done naively. In this section, we describe how to curb the complexity, and our experiences with the performance of the resulting implementation in practice.

#### 8.4.1 The Karp-Miller Graph Construction for Boolean Programs

The reduction of thread-state reachability to VASS coverability can be viewed as a form of *counter abstraction* [114]: instead of storing the system state of the concurrent Boolean program as a tuple of a shared state and a vector of thread-local states, we introduce a counter per local state. The counter program can be directly encoded as a VASS.

In this chapter, we extend these ideas to, and implement them for, the case of arbitrarily many threads. The counters are unbounded; in particular, dynamic thread creation is allowed in any program state and leads to an increase in the total number of threads. We dynamically determine the effect of each Boolean program statement on the counters. The aforementioned local state explosion problem directly translates into what is known as the *dimensionality problem* of VASS and Petri nets [75]. Our solution is to use vectors of variable dimension — the counters are *volatile*: they disappear if they ever become zero. Counters for emerging local states are created as needed. See Section 8.6 for a comparison with other approaches to the dimensionality problem.

The additional cost of the Karp-Miller procedure, compared to one that explores states for a bounded number of threads, comes from the need to check labels of new nodes for coverage against labels of previously discovered nodes. This information is used both in the process of introducing the
\( \omega \) symbol into a node label, as well as to discard nodes with labels that are covered by previously discovered nodes on different paths. To make the search for redundant nodes efficient, our implementation keeps a separate copy of those discovered nodes that are maximal with respect to the covering relation as partial order. New labels are compared against these maximal nodes only. In particular, this subset of the discovered nodes forms an anti-chain in the covering partial order.

More precisely, when a new node \( \eta \) is found, our algorithm first checks whether some previously discovered node covers \( \eta \); if so, \( \eta \) is discarded. To detect this, it is sufficient to compare \( \eta \) against the maximal elements of each chain in the covering partial order. Conversely, the algorithm checks whether \( \eta \) covers some previously discovered node \( \theta \) that is yet to be expanded; if so, \( \theta \) can be discarded from the Unexplored list. The reason is a monotonicity argument: adding threads to a global state, such as represented by \( \theta \), can at most increase the set of global states reachable from it. We can think of \( \eta \) subsuming \( \theta \). In both directions, we only need to compare \( \theta \) against maximal candidates.

Algorithm 8.1 illustrates a symbolic Karp-Miller procedure that is based on the counter abstraction algorithm presented in Chapter 7. It differs from Algorithm 7.1 in two locations: the call to UpdateCounters needs to supply the values of the shared variables and a call to a function UpdateCover has been added.

**Algorithm 8.1 Symbolic Coverability Tree**

1: \( R := \{S_0, (L_0, n_0)\}; \) insert \( S_0, (L_0, n_0) \) into \( W \) \( \triangleright \) \( n_0 \) threads with local state in \( L_0 \)
2: while \( W \neq \emptyset \) do
3: \( \tau := (S, F) \), with \( F = \{(L_1, n_1), \ldots, (L_k, n_k)\} \), from \( W \)
4: for \( i \in \{1, \ldots, k\} \) do
5: \( T := (S, L_i) \) \( \triangleright \) extract \( i \)-th thread state from \( \tau \)
6: for \( v \in \text{valuations of SpliceVariables}(T) \) do
7: \( T' = (S', L') := \text{Image}(T|_v) \) \( \triangleright \) compute one image cofactor of \( T \)
8: \( \tau' := \text{UpdateCounters}(S, S', F, i, L') \) \( \triangleright \) build new system state \( \tau' \) from \( T' \)
9: \( \tau'' := \text{UpdateCover}(\tau') \) \( \triangleright \) build covered system state
10: if \( \tau'' \notin R \) then
11: \( R := R \cup \tau' \) \( \triangleright \) if new, store \( \tau' \) as reachable
12: insert \( \tau' \) into \( W \)

We impose minor modifications to the function UpdateCounters (see Algorithm 8.2) in order to ensure that a pair with \( n = \omega \) is processed correctly. We describe this explicitly because this results in a more efficient algorithm in practice. A pair whose counter value is \( \omega \) is never updated (line 4), since we have \( \omega - 1 = \omega \). Similarly, if \( n_j = \omega \) (the value of the counter of the new thread state \( L' \)), then it is not incremented (line 6), because we have \( \omega + 1 = \omega \). A simple but effective optimization that can often be applied in practice, is applied in line 8 and line 12. If the shared variables are not affected by the last transition taken and an unbounded number of threads still reside in that state (i.e., \( n_i = \omega \)), we can conclude that any number of threads are able to execute the same transition and thus \( n_j = \omega \). This optimization seems to be negligible at first glance but it is motivated by the following observation. A considerable fraction of the explored states have \( n = \omega \) for any thread state counter and thus, if we check upfront, we can omit walking the coverability tree back to the root for any non-\( \omega \) counter values.

The procedure UpdateCover (see Algorithm 8.3) introduces the value \( \omega \) for thread states that can be reached by an unbounded number of threads. The idea is to look for cycles in the execution path that spawn new threads infinitely often. That is, we walk backwards towards the initial state (line 4) and check if any preceding state is subsumed by the actual state \( \tau \). Note that in addition the values
8.4. Thread-State Reachability in Boolean Programs

Algorithm 8.2 Symbolic Coverability Tree

1: procedure UPDATECOUNTERS($S, S', F, i, L'$)
2:   let $(L_i, n_i)$ be the $i$-th pair in $F$
3:   if $n_i \neq \omega$ then
4:      $F' := F \setminus \{(L_i, n_i)\} \cup (n_i + 1) \? \{(L_i, n_i - 1)\} : \emptyset$ \hspace{1cm} $\triangleright$ update or eliminate pair
5:   if $\exists j : (L_j, n_j) \in F$ then
6:      if $n_j \neq \omega$ then
7:         if $n_i = \omega$ and $S' = S$ then
8:            $F' := F' \setminus \{(L_j, n_j)\} \cup \{(L_j, \omega)\}$ \hspace{1cm} $\triangleright$ add with $\omega$ if transition can be re-taken
9:         else
10:            $F' := F' \setminus \{(L_j, n_j)\} \cup \{(L_j, n_j + 1)\}$
11:      else if $n_i = \omega$ and $S' = S$ then
12:         $F' := F' \setminus \{(L_j, n_j)\} \cup \{(L_j, \omega)\}$ \hspace{1cm} $\triangleright$ add with $\omega$ if transition can be re-taken
13:      else
14:         $F' := F' \setminus \{(L_j, 1)\}$
15:   return $\langle S', F' \rangle$

of the global variables have to be exactly the same. If such a state $\tau'$ has been found (line 5), any pair $(L_i, n_i)$ that occurs in the new state $\tau$ with a higher counter value than in the preceding state $\tau'$ is replaced by the pair $(L_i, \omega)$ in lines 6 - 8.

Algorithm 8.3 Covering States

1: procedure UPDATECOVER($\tau$)
2:   $\sigma = \tau$
3:   let $(L_i, n_i)$ be the $i$-th pair in $\sigma = \langle S, (L_1, n_1), \ldots, (L_k, n_k) \rangle$
4:   for all $\tau' \in \text{Pred}(\tau)$ do
5:     if $\tau' \subseteq \tau$ and $S' = S$ then $\triangleright$ $\tau$ subsumes $\tau'$ and globals match
6:        let $(L'_j, n'_j)$ be the $j$-th pair in $\tau' = \langle S', (L'_1, n'_1), \ldots, (L'_m, n'_m) \rangle$
7:        $I := \{i \mid L'_j = L_i, n'_j < n_i\}$ \hspace{1cm} $\triangleright$ get partial index mapping from subsumption
8:        $\sigma := \sigma[(L_i, n_i)/(L_i, \omega), i \in I]$ $\triangleright$ ‘Accelerate’ counters
9:   return $\sigma$

Note that — in contrast to an approach by Finkel [72] — we discard unexplored nodes instead of entire sub-trees. Our algorithm therefore does not suffer from the problems that make Finkel’s method incomplete (see also [77]). Our implementation can be seen as a version of the Karp-Miller procedure that operates directly on a Boolean program, as opposed to on a VASS. Bypassing the VASS gives us the opportunity to avoid the blowup that a static translation into any type of addition system invariably entails.

8.4.2 Practical Evaluation

We have implemented our algorithm both in an explicit-state and a symbolic version (see two sub-sections below). We have evaluated the implementation’s performance on the same set of Boolean programs as the counter abstraction implementation (see Section 7.5 for a description).
Explicit-State Experiments

The explicit-state experiments are based on a collection of 131 Boolean programs; the programs are listed in Figure 8.3 for increasing running time. We note that explicit-state exploration engines cannot cope effectively with the data non-determinism, represented by the special value $\ast$, that Boolean programs exhibit [46]. To make the explicit-state experiments meaningful, especially for large programs, we determinized the Boolean programs before feeding them into the tool. The transformed Boolean programs have between 17 and 3884 lines of code. The threads communicate using shared variables; the number of shared variables ranges from 1 to more than a thousand, resulting in a huge number of shared states. The experiments were performed on a 2.53 GHz, 4 GB Intel machine, running Linux.

![Graph showing performance of explicit-state implementation on Boolean programs](image)

Figure 8.3: Performance of our explicit-state implementation on Boolean programs

In 20 cases, our Karp-Miller engine timed out; these cases are not shown in the figure. The running times for the remaining 111 cases range from under 1 s to about 30 min. The number of shared variables in these cases ranges between 0 and 37. The programs without shared variables stem from very coarse Boolean abstractions; there are only 10 such examples (9%).

Symbolic Experiments

Our symbolic experiments are based on a collection of 270 Boolean programs for which our Karp-Miller implementation terminates; we chose a timeout of 60 min.

Recall that for a concurrent system with a fixed number of threads, the number of non-zero counters in a state is bounded by the number of threads. With dynamic thread creation, there is no such formal bound. Empirically, however, we observed no more than 43 non-zero counters, and the average being
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Figure 8.4: Performance of our Symbolic implementation on Boolean programs
This illustrates drastically the difference to a method that keeps counters for all local states, which can be millions.

Our experiments disclosed that a state subsumes its predecessor in 20% of the cases. Not surprisingly, recently discovered states have a higher likelihood to be subsumed by new states. Therefore, every expanded state is compared to the list of history states in reverse order. When we started working on the implementation, a profiler revealed that over 40% of the running time were spent in maintaining the history of maximal states. This motivated the search for more optimized data structures, which are described in the last chapter.

We also observe that a symbolic implementation is enabling for the verification of Boolean programs; the performance of the symbolic implementation is about one order of magnitude better than that of the explicit-state implementation, despite the fact that the benchmarks given to the explicit-state implementation have been simplified.

8.5 Summary

In this chapter, we have investigated the thread-state reachability problem for concurrent systems that originate from replicating a given finite-state program. This problem is algorithmically decidable by a reduction to VASS coverability. We have presented a new application of the idea of this reduction — the construction of what has become known as the Karp-Miller tree — directly to Boolean programs. Our experimental results demonstrate the effectiveness of our implementation.

8.6 Bibliographic Notes

There is a vast amount of literature on tackling reachability analysis for concurrent software, with or without recursion, but the entire coverage of it is far beyond the scope of this thesis. We remark in passing that many of the results for vector addition systems can be equivalently applied to, or have been discovered in the context of, Petri nets.

Vector Addition Systems: Many data structures and algorithms have been proposed for the efficient analysis and coverability checking of VASS [76, 72, 56]. Most of these algorithms, however, do not address the problem of an intractable number of vector elements in the translation from (Boolean) programs. Thus, in BDD-based implementations, the encoding typically contains one variable per potential vector element.

Pastor and Cortadella provide a better technique that identifies, using linear programming, sets of elements such that only one element will be non-zero at any time [112]. This improvement is based on static estimates on the set of reachable configurations. In contrast, our solution is dynamic in nature; the vector dimension varies from state to state, allowing for a much more aggressive compression. Recent work by Raskin et al. has attempted to address the dimensionality problem using an abstraction refinement loop [75], where abstract models of the Petri net under investigation are of lower dimension than the original. When spurious results occur, the abstraction is refined, leading to increased dimensions. In contrast to our solution, this obviously suffers from the necessity to go through several iterations before finding a dimension that is “precise enough”.

General techniques to reduce the time and memory requirements of Petri net analysis are based on different choices of data structures such as multi-valued decision diagrams [37] and Data Decision
Diagrams \[50\], or based on algorithmic improvements such as symmetry reduction \[128\], deleting configurations that will not be seen again \[36\], or partial-order techniques \[70\].

**Tools:** There are many tools available for the analysis of VASS \[84\]. The PEP tool is a popular cover-ability checker \[81\] that takes as input a variety of languages such as $B(PN)^2$ and SDL. A more recent tool implements the *Expand, Enlarge and Check* algorithms due to Geeraerts et al. \[76\]. Furthermore, VASS analysis has been applied to Java programs \[55\] and Boolean programs \[8\]. These tools compile their input into an explicit-state representation of the underlying program, which may result in very high-dimensional VASSs. They are therefore susceptible to the local state-space explosion problem; our experimental experiments indicate that a symbolic representation is mandatory for the verification of Boolean programs.
Thread-State Reachability Cutoffs

In the previous chapter, we have seen that the Karp-Miller procedure can effectively be used to decide, for a given Boolean program, the reachability of some thread state. We achieved much better performance than one could perhaps hope for, given the high worst-case complexity of the procedure. In this section, we trade completeness for efficiency: we present a method that (i) is more efficient than the Karp-Miller procedure, (ii) is not guaranteed to find all reachable thread states, but (iii) likely does find all reachable thread states for many programs. The method can therefore be seen as an efficient, incomplete but often exhaustive reachability analysis.

9.1 Existence of Cutoffs

We begin by observing that the set of reachable thread states is finite. When considering the same Boolean program for increasing numbers of created threads, this set can therefore grow only a finite number of times. This implies that, for every Boolean program \( P \), there is a number \( n \) such that any thread state reachable given some (arbitrarily large) number of threads can in fact be reached given \( n \) threads.\(^1\) We call the smallest such number the reachability cutoff of \( P \) and denote it by \( n_0 \).

If the reachability cutoff of a Boolean program is known, the thread-state reachability problem can be solved by analyzing the program for the fixed cutoff-number of threads, without the Karp-Miller procedure. We show in the rest of this section why that might be useful, and why the observations made above can have a significant impact in practice even if the cutoff is not known.

\(^1\) One can in fact show a slightly stronger result. Let \( \mathcal{R}_d^n \) denote the set of thread states reachable up to exploration depth \( d \) in an \( n \)-thread system. For every program \( P \), there is a number \( N \) such that for all \( n \geq N \) and for all \( d \), \( \mathcal{R}_d^n = \mathcal{R}_d^N \). We call the smallest such number the uniform cutoff of \( P \) and denote it by \( N_0 \). It can be shown that \( n_0 \leq N_0 \), and that \( n_0 < N_0 \) for many examples. Given at least \( N_0 \) threads, the set of thread states reachable at any given exploration depth \( d \) is independent of the thread count. Put in other words, given two numbers \( n_1, n_2 \geq N_0 \), the two structures derived from replicating \( P \) \( n_1 \) or \( n_2 \) times, respectively, are bounded-reach equivalent. This means that the structures satisfy the same formulas expressible in bounded-reachability logic \([87]\). This logic is similar to CTL, but allows only non-nested reachability and bounded-reachability modalities, \( EF P \) and \( EF^\leq i P \), respectively.


9.2 Reachability Cutoffs in Practice

The cutoff of a concurrent program can be arbitrarily large. As an example, given some number \( c \), consider a program that first increments a shared variable \( s \) of range \( \{0, \ldots, c\} \) and, in the next instruction, throws an exception if \( s \) equals \( c \). This program has a reachability (and uniform) cutoff of exactly \( c \).

Such behavior is, however, not typical. The chart on the right shows the distribution of the reachability cutoffs on our set of Boolean program benchmarks. The cutoff was computed using our tool STAR: we first determine the exact set of reachable thread states, and then incrementally calculated how many threads are necessary to reach these thread states. The latter can be done with any concurrent Boolean program reachability engine requiring a bound on the number of threads; we used the model checker BOOM for this purpose (see Chapter 10). We observe that the cutoff is below 5 in all but very few examples.

9.3 Reachability Cutoffs and the Karp-Miller Construction

In this section we demonstrate empirically that running a bounded-thread reachability analysis engine such as BOOM with the cutoff number of threads tends to be much cheaper than running the full Karp-Miller algorithm. Figures 9.1 (explicit) and 9.2 (symbolic) compare, for our set of Boolean program benchmarks, the runtime performance of BOOM with the cutoff number of threads to the runtime performance of STAR on the same instance.

Figure 9.1: Comparing Karp-Miller and Cutoffs (explicit state)
We see from the figures that the cutoff-based solution is always faster, except in very few cases for which BOOM takes a tiny amount of time. The differences in the running times vary, they reach up to 25 min. Note that the figures do not contain cases for which Karp-Miller timed out, since for those we cannot compute the exact cutoff. The memory consumption of the two procedures relates as follows: our implementation of the Karp-Miller procedure uses, on average, 3–5 times as much memory as used by the bounded one, and orders of magnitude more in some cases.

The consequences of our findings are two-fold. First, if the cutoff can be pre-computed or at least tightly estimated, computing the reachable thread states until the cutoff bound is likely very efficient and gives the same precise result as the Karp-Miller procedure. Second, if the cutoff is not known, one can still capture a large fraction of the reachable thread states by analyzing the program for a fixed and small number of threads, say one that terminates before a reasonable time-out. The result is an efficient and highly effective bug-finding strategy.

Folklore tells us that often few threads suffice to exhibit all relevant concurrent behavior that may lead to a bug. To quote from an early work by Clarke, Grumberg and Browne [41]: “It is easy to contrive an example in which some pathological behavior only occurs when, say, 100 processes are connected together. … Nevertheless, one has the feeling that in many cases this kind of intuitive reasoning\(^2\) does lead to correct results.” Our work confirms that this “gut-feeling” achieves a high level of precision for selections of (Boolean) programs with a common designation, such as those abstracted from OS kernel components.

### 9.4 Summary

In order to explore a potentially yet more efficient solution to the coverability problem, we investigated the reachability cutoff of concurrent Boolean programs. We have demonstrated empirically that this

\(^2\)i.e., inferring correctness for all from correctness for a few
cutoff tends to be very small in practice. In fact, it is often so small that running a fixed-thread model checker with the cutoff number of threads is more, sometimes much more, efficient than building the Karp-Miller tree. Even without knowing the exact cutoff, our findings suggest a frequently exhaustive reachability method.

9.5 Bibliographic Notes

Much of the work on verifying concurrent programs using cutoffs restricts communication [41, 65, 32, &c.]. For example, fixed cutoffs are known for ring networks communicating only by token passing [66]. Recently, multi-threaded programs communicating solely using locks were investigated by Kahlon, Gupta and Ivančić [92]. Such programs provably permit very small cutoffs, depending on the property to be checked. These results do not hold with general shared-variable concurrency, as we consider it.

Bingham presents a cutoff-like technique for coverability [27]. The algorithm applies to parameterized finite-state systems. Beginning from an initial number of threads \( n \), standard finite-state BDD techniques are used to compute the set of global states that are predecessors of the set of covering vectors. The analysis is repeated with increasing values of \( n \) until some necessary and sufficient convergence criterion is met. Unfortunately, Bingham does not discuss the experimental values of \( n \) at which his algorithm terminates. His technique seems to outperform standard Petri net covering techniques only in some cases.

Related Approaches. Similar in spirit to our cutoff work, Qadeer and Rehof propose an algorithm that focuses on finding bugs, rather than proving correctness. Their algorithm limits the number of context switches between threads, thus omitting some interleavings [118, &c.]. The authors argue for the high coverage of their method in practice. In contrast to our work, the reason for introducing the context bound is to make the problem decidable, as they permit recursion. Due to the undecidability of the problem with an unbounded number of context-switches, the authors cannot automatically verify for a large number of samples that a certain context bound indeed catches all bugs.
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The Model Checker BOOM

The previous chapters described the model checking algorithms from a high-level perspective. However, these high-level descriptions need to be divided into many small steps that are suitable for implementation. There are many design choices that influence the running time of an actual implementation and could potentially hamper an efficient algorithm in such a way that it performs worse than a less sophisticated algorithm.¹

This chapter presents BOOM [18], our model checking platform for Boolean programs. It contains an implementation of every algorithm presented in the previous chapters. We describe relevant ingredients of the implementation and compare alternative choices and their effects on efficiency.

BOOM and the benchmark set used in this thesis are available under the following URL:

http://www.cprover.org/boom.

10.1 Brief History of BOOM

The library supports concurrency mechanisms, which is important since the current elementary mode BOOM has been developed during four years and has grown to over 120'000 lines of code written in C++. The goal was a competitive reachability checker for the SATABS-framework [44]. It started as the first tool that implemented the summarization algorithm for Boolean programs using solvers for SAT and QBF formulas. Currently, MINISAT [59], QUANTOR [24] and SKIZZO [22] are supported.

In the course of about the past two years, support for concurrent Boolean programs has been added; we focused here on BDD-based data structures. Beginning with a simple symbolic exploration engine, we added various forms of partial-order reduction to optimize the performance. This was

¹Practice seems to favor simple solutions. The author was quite surprised by the improved runtime, when he replaced the classic logarithmic algorithm for computing dominators in a control-flow graph (needed for static single assignment form) with a very simple algorithm with quadratic complexity [49]! The constant of the logarithmic algorithm was in a region, where even a Boolean programs of substantial size was not large enough to outperform the quadratic algorithm.
followed by our implementation of counter abstraction (Chapter 7), which is conceptually easy, but technically non-trivial in a symbolic setting. From there, it was a relatively small step to extend the method to unbounded threads, realizing that converting a Boolean program to a vector-addition system is tantamount to applying unbounded counter abstraction to it. The challenge is rather to make the exploration of the resulting counter machine efficient.

The remainder of this chapter describes in detail our efforts to obtain an implementation that is efficient on one hand and on the other hand modular enough to allow reuse of core components as, e.g., partial-order reduction.

### 10.2 Explicit vs. Symbolic Program Counters

The idea of partitioning the transition relation has been known in the literature for a while (see e.g. [17]). The purpose of this optimization is to minimize formula size and existentially quantify variables as soon as possible.

We adopt a disjunctive partitioning over the program counter as proposed in [13]. Its authors propose to use a hybrid state representation that keeps only the variables in BDDs and stores the program counter in explicit form. This comes natural for Boolean programs. We find several advantages of this approach compared to an encoding that uses a single formula to represent the whole Boolean program:

- In combination with a live variable analysis (see Section 10.9), dead variables can be identified and subsequently quantified existentially in a BDD or removed from the QBF-formula that is used for fix-point detection.

- Partial order reduction methods need to know about the dependency of transitions (see, e.g., Section 6.2.1). This information can be computed over the set of variables read and written in a statement.

- Since the program counter is not encoded symbolically, the formula and therefore the BDD becomes smaller.

- Our implementation of a symbolic counter-abstraction algorithm needs to identify states that have to be split in order to avoid a loss of precision in the representation. Having the program counter available in explicit form allows an up-front identification of possible locations where a splice-test has to be applied. Moreover, we found empirical evidence that counter-abstraction without explicit program counters performs worse compared to our chosen approach (see Section 7.5.5).

In combination with a SAT-based approach, the hybrid state representation using an explicit program counter offers some additional benefits:

- Only the parts of the transition relation that are relevant for the reachable locations are unrolled. This slows down formula growth.

- Since the program counter is not encoded in the formula, states that only differ in the program locations result in the same QBF formula for fix-point computation and caching thereof improves runtime substantially.

- A SAT-solver can detect infeasible paths and prevents them from being explored further.
Experimental Evaluation  The first BDD-based symbolic algorithm for reachability checking of non-recursive Boolean programs we implemented within BOOM used a symbolic representation of the program counter. Its advantage was its simplicity. The transition relation of the whole Boolean program can be represented within a single BDD, leading to a simple saturating loop as the model checkers core. The more sophisticated hybrid variant was subsequently developed could then be cross-checked against the simple and less error-prone implementation.

We compared both implementations on the benchmark set explained in appendix B. These concurrent benchmarks were instantiated with only one thread and stripped of any skip statements. The timeout was set to 3600s and any benchmark, which finished in less than 0.05s, has been filtered out. As Figure 10.1 depicts, the hybrid algorithm that uses an explicit program counter outperformed the symbolic encoding by three orders of magnitude on average. This confirms that the common practice of keeping the program counter explicitly is faster than storing it in the BDD.

![Figure 10.1: Comparing a symbolic with an explicit program counter](image)

Variable Ordering  The BDD-based parts of BOOM use a heuristic in hope to find an order over the variables such that the BDDs are small. A static analysis of the Boolean program determines any variables that are involved in assignments and tries to place the dependent variables as close as possible. We borrowed this idea from [13]. A detailed descriptions on how the variable ordering of a BDD-based model checker can be tuned to Boolean programs can be found on page 148 ff. in [122]. The optimal variable ordering for a symbolic encoding of the program counter is to place the program counter first and then the global/local variables according to the dependency.

Example 10.1 We visualize a possible variable ordering for a fictive non-recursive Boolean program,
that has \( n \) replicated threads. The (bit-blasted) program counters are represented by ranges of variables \( p_c \), for each thread \( t \). The global and local variables are ordered in a concatenated manner, that is, replications of a local variable \( l \) are placed adjacent (i.e., as \( l[0], \ldots, l[n] \)).

\[
\begin{array}{c|c|c|c|c}
\text{pc}_0, \ldots, \text{pc}_n & \text{g}_0 & \text{g}_1 & l_0[0], \ldots, l_0[n] & \text{g}_2 & l_1[0], l_2[0], \ldots, l_1[n], l_2[n] & \ldots \\
\end{array}
\]

### 10.3 State Representation

We use the hybrid state representation (as mentioned in the last section) for the SAT- and BDD-based algorithms. As a logical consequence of the fact that a symbolic state is not represented by a single formula alone, we choose build complex state objects. Each state contains a Boolean flag that indicates, if any thread resides in an atomic section. The thread identifier of the last thread scheduled is stored explicitly as an integer number.

#### 10.3.1 States in a SAT-based Environment

Figure 10.2 sketches the layout of a concurrent SAT-state. The guard \( \gamma \) (see also Definition 3.3), the shared, and the local variables are shared pointers to formulæ. Representing the variables of a Boolean program as a vector of shared formulas has several advantages. The translation into conjunctive normal form (CNF) does not lead to an unnecessary blow-up in the size of the formula, e.g., if two variables get assigned to the same expression.

![Figure 10.2: Representation of a concurrent SAT-state](image)

**Example 10.2** Let us recapitulate Example 3.3 while illustrating the manipulated data structures. Recall that we would like to construct the symbolic successor for the state

\[
\left( \ell_{10}, (\star_1 \lor \star_2), \left\{ \begin{array}{c}
  a \mapsto \star_1, \\
  b \mapsto (\neg \star_1 \land \star_2)
\end{array} \right\} \right)
\]

which is drawn in Figure 10.3. The arguments of the Boolean connectives are shared pointers (denoted by \( \star \)), that point to objects of type formulæ representing the expression. The statement executed has been slightly modified. We added an assignment of a non-deterministic value to \( b \):

\[
a, b := \neg a, \star \textbf{constrain} \ (\neg b \lor a')
\]

According to Table 3.1, we obtain \( \omega_2 = \{ a \mapsto \neg \star_1, b \mapsto \star_3 \} \) and \( \gamma_2 = (\star_1 \lor \star_2) \land (\star_1 \lor \neg \star_2 \lor \neg \star_1) \equiv (\star_1 \lor \star_2) \). Thus, the symbolic successor state results in:

\[
\left( \ell_{11}, (\star_1 \lor \star_2), \left\{ \begin{array}{c}
  a \mapsto \neg \star_1, \\
  b \mapsto \star_3
\end{array} \right\} \right)
\]
Note that, the corresponding data structure illustrated in Figure 10.4 cannot simplify the expression of the guard $\gamma_2$ nor is it able to detect the redundant negation of the non-deterministic variable $\star_1$. The non-determinism in the assignment to $b$ results in allocation of a fresh variable $\star_3$.

As Example 10.2 already indicates, every non-deterministic variable, which is used in an expression, is added to the guard or assigned to a variable, needs to be replaced first with a fresh non-deterministic variable. Thus, whenever an expression of the abstract syntax tree is used or a path-summary (Definition 4.2) is applied, the corresponding formula representation is translated into a new formula with a fresh set of non-deterministic variables. Simplifications of the formula such as constant propagation can be done during this translation process.

Optimizations. Many automatically generated Boolean programs contain a large amount of skip and single-successor goto statements. They do not change the symbolically encoded part of the state, namely the guard and the variables. Thus they induce the same fix-point formulæ. Although an up-front optimization step is able to remove many of these statements, we found a significant improvement in runtime, if the QBF-formulæ used for fix-point computations are stored in a cache that is organized as a hash table.

10.3.2 States in a BDD-based Environment

The representation of a concurrent symbolic state using BDDs is illustrated in Figure 10.5. A single BDD encodes the values of the shared and local variables whereas the program counters of the threads are stored explicitly. An alternative method of storing hybrid states is proposed by the authors of BEBOP for the case of sequential Boolean programs. They associate an array of BDDs with each statement in the syntax tree. The index $i$ in the array contains the symbolic values of the variables, reachable after $i$ steps from the initial location. In contrast to their approach, our solution works for sequential as well as for concurrent Boolean programs.
10.4 Path-Wise Unrolling

As a consequence of the hybrid state representation, we explore the Boolean program path-wise. Every state contains a pointer to its predecessor. That is, we build a tree of reachable states from the initial state. As we shall see later, the Karp-Miller coverability tree construction for unbounded threads depends on exactly such a structure, that allows to walk backwards from any reachable state to the initial state. Note that this approach allows the stack to be modeled as well. In order to go to the preceding stack frame, it suffices to follow the chain of pointers to preceding states, until we hit a state in which a call instruction is executed. Such a path that runs from a return statement backwards to the matching call statement corresponds to a summary edge. It can be inserted at another call site by 1) renaming any \( \star \)-variables with fresh variables and 2) adding a constraint that forces the entry variables

\[ \begin{array}{c|c|c|c}
 f & pc_0 & \vdots & pc_n \\
\end{array} \]

Figure 10.5: Representation of a concurrent BDD-state
of the summary edge to be equal to the entry variables of the call.

Unrolling the transition relation only along reachable paths has the advantage that infeasible paths are not explored.

10.5 State Merging

Exploring the set of reachable states path by path in a naïve way causes an explosion in the number of paths. Thus, we merge multiple symbolic states into one. However, for some settings, such as the symbolic counter abstraction (see Section 7.5.1), this is not always possible.

Merging states in a BDD-based implementation is straightforward: a new state is built by taking the disjunction of the BDD-part of all merged states. The SAT-based implementation is more complex: we need to introduce a fresh non-deterministic auxiliary variable, whenever two states are merged into one.

Example 10.3 Consider the code snippet in Listing 10.1 and the following symbolic entry state of procedure foo:

\[
\ell_0, \text{true}, \{ a \mapsto \star_1, b \mapsto \star_2 \} \quad (10.3)
\]

Applying the rules of Table 3.1 results in:

\[
\ell_1, \neg \star_1, \{ a \mapsto \star_1, b \mapsto \star_1 \} \quad (10.4)
\]

There are now two paths that produce a state at location \( \ell_2 \), one from the transition \( \ell_1 \to \ell_2 \):

\[
\sigma' = \ell_2, \star_1, \{ a \mapsto \star_1, b \mapsto \star_2 \} \quad (10.5)
\]

and one from the transition \( \ell_0 \to \ell_2 \):

\[
\sigma'' = \ell_2, \neg \star_1, \{ a \mapsto \star_1, b \mapsto \star_1 \} \quad (10.6)
\]

Let \( \star_m \) be the non-deterministic variable used for the merging process. Hence, the merged state is:

\[
\sigma = \text{if } \star_m \text{ then } \sigma' \text{ else } \sigma'' = \ell_2, \star_m \land \star_1 \lor \neg \star_m \land \neg \star_1, \{ a \mapsto \star_1, b \mapsto \star_m \land \star_2 \lor \neg \star_m \land \star_1 \} \quad (10.7)
\]

Example 10.3 demonstrates that merging states is the essential ingredient to obtaining a single formula that represents the unrolled transition relation of a function. Recall that we presented in Section 4.2 universal summaries as an alternative to path summaries. An implementation that builds these universal summaries needs to unroll each loop, until the longest path without a recurring state is found. One possibility to achieve this, is to copy the loop body for each unrolling and generate static single assignment form (SSA) [51]. Its \( \phi \)-functions could be used to build a disjunctive formula for each variable of converging paths. However, in combination with a work-list that delays the expansion of states closer to the exit location of a function, the state merging approach completely avoids the need for SSA.
Listing 10.1: Corresponding code snippet for Example 10.3

```c
#decl a, b;

void foo() begin
10: if a then goto 12;
11: b := a;
12: return;
end
```

10.6 Organization of Work-lists

BOOM employs two work-lists to organize the states. One work-list, called the history, collects any state visited during the search. Its purpose is to circumvent re-expansion of states that have been seen before. After the expansion of a state, its successor states are compared against the history and any new state is added to the so-called frontier work-list. It contains any state that still needs to be expanded.

At this point, we list some possible flavors of frontier work-lists:

- A **depth-first** search is obtained by using a first-in-first-out stack: states are always added and removed from the same end.

- In order to perform a **breadth-first** search, it is advantageous to use two frontier work-lists instead of a last-in-first-out stack: the first work-list contains any states that can be reached after $n$ steps whereas the second work-list contains states reachable after $n + 1$ steps. The states to expands are removed from the first work-list, while the new states are added to the second one. When the first work-list is empty, it is swapped with the second work-list. This approach does not imply an ordering on the states in the work-lists. Hence, we are able to choose a data structure that allows a fast lookup of states with specific program counters. Before a state is added to the work-list, we check, if it already contains a state suitable for merging and if this is the case, we merge both states. This results in a shorter work-list, because we merge states whenever possible.

- A work-list that aggressively merges states is obtained by prioritizing states according to 1) the distance from the entry node of a function and 2) the type of instruction that is executed next. If we assign the lowest priorities to the **call** and **return** statement, then we are able to favor internal transitions of a procedure. As the authors of [131] argue, internal transitions occur more often than calls or returns from a procedure and are also more expensive, since, e.g., in the setting of BDDs, two quantification operations are needed. Algorithm 10.1 assigns a priority to each node in the CFG such that nodes that are further away from an return node have higher priority. The idea is that states with nodes that are closer to a return statement are **delayed** until any state with a predecessor node has been executed.

BOOM uses breadth-first search work-lists for the counter abstraction / Karp-Miller construction and the maximal merging work-list for the sequential algorithms. In the context of the plain symbolic algorithm and the symbolic counter abstraction, the underlying data structure of the work-list is a mapping from a multiset of program locations / counter tuples to a list of states residing at these program locations (i.e., these states differ only in the values of the variables).

Clearly, state merging (see Section 10.5) is always appropriate in a BDD-based setting but the same is not true for a SAT-based implementation. State merging could, in the worst case, let the formulae...
10.7 Optimizations for the Karp-Miller Coverability Tree

Section 8.4.2 demonstrates that our Karp-Miller implementation times out on many instances, despite our efforts to obtain an efficient implementation. This section explains optimizations, which improved the runtime of the first implementation by a factor of 4-5. However, a more sophisticated algorithm than the original one from Karp and Miller, combined with tailored data structures (as done by the authors of [77]), could change the picture dramatically.

10.7.1 Efficient State Subsumption

During the development of the first implementation, we could significantly improve the performance on our benchmarks, by switching to a history work-list that keeps only copies of the maximal states with respect to the covering relation as a partial order (the coverability tree is stored implicitly, since every state has a pointer to its predecessor(s)). We over-approximate the subsumption test, since an exact test would require solving a problem similar to the subset cover problem whenever there are thread states that have the same program locations and counter but different values of the variables. Recall that every symbolic state contains a mapping from a local variables / program locations pair of its counter (we order it according to the hash key of the BDD). This ordering permits an over-approximating subsumption check that is linear in the size of this map.

Not surprisingly, maintaining the history became the bottleneck. Since the number of threads is not constant anymore, a mapping from program locations / counter values to a list of states is not appropriate to sort out states that cannot be supersets or subsets. Thus, the first yet naïve implementation kept any states in a list and applied the subsumption check for every new state against any state in this list, see Algorithm 10.2. We observed that the check for subsumption (both directions) seems to find a subsumed state quicker if a new state is compared to the most recent states first. We attribute this to

Algorithm 10.1 Assigning priorities to statements such that merging is maximized

1: procedure ASSIGNPRIORITIES(pr)
2: for all nodes $n \in CFG(pr)$ do $\triangleright$ initialize data structures
3: $\text{SIZE}(n) := 0$;
4: $\text{VISITED} := \emptyset$;
5: COMPUTESIZE(ENTRYNODE(CFG(pr)))); $\triangleright$ start with procedure entry
6: sort nodes in CFG according to size of each node
7: assign highest priority to node with biggest subtree
8: procedure COMPUTESIZE(n) $\triangleright$ compute size of successor subtree
9: insert $n$ into VISITED;
10: $size := 1$;
11: for all $s \in \text{SUCCESSORS}(n)$ do $\triangleright$ ignore cycles
12: if $s \notin \text{VISITED}$ then $\triangleright$ recursively compute size
13: COMPUTESIZE(s);
14: $size := size + \text{SIZE}(s)$;
15: $\text{SIZE}(n) := size$;

grow exponentially. A compromise, that works well in practice, is to merge only states that are in the frontier work-list and not use merging for states in the history work-list.
our finding that in up to 20% of the cases, a state subsumes its predecessor.

**Algorithm 10.2** Adding a state to a work-list of reachable and *maximally* covering states

1: procedure **I**S**I**STORY(σ)
2:     for all σ′ ∈ History do  ▷ Traverse History forwards
3:         if σ ⊆ σ′ then return true  ▷ σ is subsumed by σ′
4:         if σ ⊇ σ′ then  ▷ σ subsumes σ′
5:             Remove σ′
6:     Add σ to front of History
7: return false

**An Improvement Using Bitsets.** Algorithm 10.2 can be optimized by adapting a trick that is widely used in compiler construction. Namely, the idea to use bitsets as the data structure to represent sets. Their main advantage is that set union and intersection operations are performed in parallel by the hardware. With help of these operations we can build a fast subset check, which is essential for our improved history check. It picks up the same concept of mapping program counters to a list of states as for the case of bounded threads. We project only the program counters of the threads in a state to a bitset. Thus we get an efficient over-approximation for the subsumption check: a state can only be subsumed by another state, if the corresponding bitset is a subset. This avoids many negative subsumption checks and results in the mentioned speedup.

### 10.8 Handling of Non-determinism in Expressions

Expressions occurring in assignments and conditions of Boolean programs can contain an arbitrary number of non-deterministic values (see Section 3.1). The extra non-determinism in expressions is necessary to preserve the soundness of the abstraction. This section describes how non-deterministic values in expressions are handled by a symbolic model checker. A naïve implementation can result in a considerable loss of performance.

The usage of symbolic algorithms in model checkers is often motivated by data non-determinism. Symbolic state representations allow a compact representation of non-deterministic values. Similarly, non-determinism must be allowed in transition functions in order to keep them compact. However, explicit non-deterministic values in expressions (denoted by *) raise a problem: the value of * can not be represented by a Boolean formula, since it must resolve both to true and to false. Thus an explicit-state model checker would evaluate such a formula once for every possible value of the non-deterministic value * (we will coin the term “* variable” for them).

**Example 10.4** Consider the expression “a := b ∨ *”: If b is false, then the expression non-deterministically evaluates to false or true, but if b is true the expression becomes true as well.

Computing every possible value of an expression containing non-determinism is exponential in the number of * variables and runs contrary to the purpose of a symbolic transition relation. Unfortunately there is a catch in a BDD-based model checker: adding auxiliary variables can hamper an optimal variable ordering and increase the size of the BDD significantly. Thus we are interested in a method that does not need any auxiliary variables to handle the * variables.

In the remainder of this section we will show how * variables can be handled efficiently using BDDs.
**Conditionals:** Within assume expressions, every non-deterministic value \( \star \) can be considered as existentially quantified (i.e. if the expression evaluates to false, there is no succeeding state) and thus the formula can be simplified accordingly.

**Example 10.5** The instruction “assume \((b \land \star)\);” can be simplified to “assume \((b)\);”.

**Assignments:** Assignments of the form “\( v := \star \) constrain \((c)\);” (where \( c \) does not contain any \( \star \)-variables) do not need any auxiliary variables during the next state computation. Consider \( \Omega \) representing the formula of the current state and \( \Omega' \) of the next state accordingly. An image function for such a statement would build the conjunction of the formula representing the actual state and subsequently quantify existentially all variables that are set to \( \star \): \( \Omega' \equiv \exists v . \Omega \land b \). Then a renaming step permutates every primed variable with its unprimed counterpart.

**Assignments in Boolean programs generated by SLAM:** They feature no \( \star \) values within conditions. Only nondeterministic assignments using the schoose statement are allowed (e.g., “\( a := \star; \)” is written as “\( a := \) schoose \([F,F];\)”). The image function of the general form “\( v := \) schoose \([a,b];\)” can be built in a similar way as before: \( \Omega' \equiv \Omega \land (a \land v') \lor (\neg a \land b \land \neg v') \)

The question that arises now is:

*How can we treat an assignment like “\( v := \star \lor b; \)” in a BDD-based Model Checker without having to resort to auxiliary variables for the \( \star \)-variables?*

Any assignment of the form “\( v := e; \)” can be rewritten as “\( v := \) constrain \((v' = e);\)” . Since the constrain-expression is added using a conjunction to the formula of the next state, every \( \star \)-variable can be quantified universally without affecting the satisfiability of the formula that represents the transition relation.

**Example 10.6** Consider the statement: “\( a := (b \land \star \lor (c \lor \star)) \lor \star; \)” :

The same rewriting boils down to “\( a := \star \) constrain \( a' = (b \land \star \lor (c \lor \star)) \lor \star; \)”.

Now the \( \star \)-variables are quantified universally:

\[
\begin{align*}
da' &= (b \land \star \lor (c \lor \star)) \lor \star \\
\equiv & \quad a' = [(b \land 0 \lor (c \lor 0)) \lor 0] \\
\lor & \quad a' = [(b \land 0 \lor (c \lor 0)) \lor 1] \\
\lor & \quad a' = [(b \land 0 \lor (c \lor 1)) \lor 0] \\
\lor & \quad a' = [(b \land 0 \lor (c \lor 1)) \lor 1] \\
\lor & \quad a' = [(b \land 1 \lor (c \lor 0)) \lor 0] \\
\lor & \quad a' = [(b \land 1 \lor (c \lor 0)) \lor 1] \\
\lor & \quad a' = [(b \land 1 \lor (c \lor 1)) \lor 0] \\
\lor & \quad a' = [(b \land 1 \lor (c \lor 1)) \lor 1] \\
\equiv & \quad a' = c \\
\lor & \quad a' = \top \\
\lor & \quad a' = b \land c
\end{align*}
\]

This analysis reveals that \( a \) can always become true or false if \( c = 0 \), but if \( c \) is true (since \( c \lor (b \land c) \equiv c \)), \( a \) must be true as well. Therefore the assignment can be rewritten as: “\( a := \star \) constrain \( c \Longrightarrow a' \);”.

However, in the event of many \( \star \)-variables this approach could become very expensive. Thus this observation gives rise to an algorithm based on BDDs (Algorithm 10.3 ) that normalizes every
assignment of the form “v := e”, where e may contain ⋆-variables, into an equivalent assignment of the form “v := ⋆ constrain c” such that c does not contain any ⋆-variables.

Algorithm 10.3 Normalize an assignment “v := e” into the form “v := ⋆ constrain c”

1: procedure NORMALIZE_ASSIGNMENT(“v := e;”)  
2: \[ \Omega := \text{BUILDBDDFOREXPRESSION}(“v := e’”) \otimes v’ \]  
3: \[ \Omega_\star := \forall \star \mathrel{\in} \Omega \]  
\[ \Rightarrow \text{Quantify universally every } \star \text{-variable} \]  
4: \[ \text{[maxterms}^-, \text{maxterms}^+] := \text{EXTRACTIMPLICATION}(\Omega_\star, v) \]  
5: if \[ \Omega_\star \land v’ = \neg (\Omega_\star \land \overline{v’}) \] then  
\[ \text{return } “v := \text{maxterms}^-;” \]  
\[ \Rightarrow \text{Replace with assignment} \]  
7: if \[ \lor \text{maxterms}^- \neq \text{false} \] then  
8: \[ e^- := “\lor \text{maxterms}^- \Longrightarrow v” \]  
9: else  
10: \[ e^- := \text{true} \]  
11: if \[ \lor \text{maxterms}^+ \neq \text{false} \] then  
12: \[ e^+ := “\lor \text{maxterms}^+ \Longrightarrow v” \]  
13: else  
14: \[ e^+ := \text{true} \]  
15: \[ \text{return } “v := \star \text{constrain } e^+ \land e^-” \]  
16: procedure EXTRACTIMPLICATION(\Omega, v)  
17: \[ \text{maxterms}^- := \text{maxterms}^+ := \emptyset \]  
18: for all cube \in \text{CUBES}(\neg \Omega) do  
19: \[ \mathcal{L}^- := \text{NEGATIVELITERALS}(\text{cube}) \setminus \text{LITERALS}(v) \]  
20: \[ \mathcal{L}^+ := \text{POSITIVELITERALS}(\text{cube}) \setminus \text{LITERALS}(v) \]  
21: \[ \text{maxterms}^- := \text{maxterm}^- \cup \mathcal{L}^- \]  
22: \[ \text{maxterms}^+ := \text{maxterm}^+ \cup \mathcal{L}^+ \]  
23: \[ \text{return } [\text{maxterms}^-, \text{maxterms}^+] \]

10.9 Dead Variable Optimization

The idea suggests itself to use well-known compiler optimization techniques to reduce the size of the BDDs respectively QBF-formulae. For this purpose [13, 46] already propose a live variable analysis and a mod/ref analysis. The idea of a dead variable optimization is to exploit the fact some variables are defined but never read again during analysis.

Definition 10.1 A variable is called live at a particular point n in a Boolean program \( B \) if there exists a path starting at n in the control-flow graph of \( B \) along which its value is used before being defined. The variable is dead if there is no such path.

If a variable is dead at node n, then the model checker can safely discard its value when reaching n.

10.9.1 Interprocedural Live Variable Analysis

Unfortunately, an off the shelf live variable analysis algorithm (e.g. as presented in [111]) is not sufficient for Boolean programs with function calls which are for example generated by SatAbs or
SLAM\(^2\). A local life variable analysis could consider a global variable as dead although its value is read at a later point. A trivial solution to this problem would be to treat any global variable as live at any location, regardless if it is used or not in that function. However, if we aim for a more optimized solution, then the problem is a bit more complicated.

**Example 10.7** In Listing 10.2 the global variable \( g \) is dead in function \( \text{foo} \). However, if its value is discarded in this function, then the assertion in the main function would fail. A tentative solution to this problem would be to “save” the value of the global variable over the call, and infer it again after the summary of the function \( \text{foo} \) as been inserted. However that would at first require that \( g \) is marked as live in \( \text{foo} \), which needs an interprocedural live variable analysis.

Listing 10.2: The assertion fails if \( g \) is not considered live in \( \text{foo} \)

```c
decl g;

void main()
begin
  g := T;
  foo();
  assert(g);
end

void foo()
begin
  skip;
end
```

The interprocedural live variable analysis implemented in BOOM is basically a combination of a mod/ref analysis followed by a standard live variable analysis. More details can be found in appendix C.

Both SAT- and BDD-based implementations of a model checker can exploit the fact that a variable became dead:

- SAT-based implementations may simplify the QBF formula used for fixed-point detection because only the variables that are alive must be included. (There is no positive effect on state merging, since the resulting formulæ are never read.)

- After every image computation in a model checker that uses BDDs, the “dead” variables can be existentially quantified out, such that the BDDs become more compact. Variations that allow only a restricted form of state merging (such as symbolic counter abstraction, see Chapter 7) can benefit from more opportunities to merge states.

---

\(^2\)The dead statement specifies variables that are not alive anymore but this statement is only supported by SLAM so far.
10.10 A GUI for Analyzing Boolean programs

Using Boolean programs as the choice of abstracting higher-level programs has the advantage that abstraction generation and analysis can be decoupled, and both components can be tested separately during development. This proved to be quite useful for debugging and benchmarking the Boolean model checker. Once both components work satisfactorily, it is an easy task to directly integrate the Boolean model checker into the abstraction and refinement framework. For example BOOM could be directly integrated into SATABS via a dynamically linked library and the Boolean program could be passed as an abstract syntax tree, thus bypassing the generation and parsing of an intermediate Boolean program file. A major drawback of this strict separation is that after every iteration, the Boolean model checker has to start from scratch, although the refined model might differ from the previous one only by a small incremental change. However, keeping the cache of BDDs and QBF formulæ between iterations should alleviate these effects.

Boolean programs are — although automatically generated — still humanly readable. Therefore, within the scope of this thesis, a plug-in for the Eclipse IDE[89] has been developed. A screenshot of the editor component is illustrated in Figure 10.6.

![Image of the editor with syntax highlighting](image_url)

Figure 10.6: The editor with syntax highlighting

In order to present a counterexample through the Boolean program to the user, the "Debug View", 
which is usually applied in the context of languages like Java, is imitated (see Figure 10.7). The windows that display the values of the program variables and the Boolean program itself keep their usual meaning. However, the window that usually shows the call stack is altered such that it displays the path of the counterexample (left side). The user can navigate forwards and backwards along the path in this window and the variable and source code windows will update their contents accordingly.

Figure 10.7: Displaying a counterexample in the "Debug View" of Eclipse
We conclude the thesis with a brief summary of the main contributions and discuss areas of possible future research. This thesis focuses on algorithms and their implementation for assertion checking of Boolean programs. We successively developed the tool BOOM, which incorporates every algorithm presented in the thesis. We compared BOOM with similar tools using Boolean program benchmarks that were generated by the CEGAR-based frameworks SATABS and SLAM.

11.1 Summary of Contributions

This thesis makes the following key contributions:

Algorithms for Reachability Checking of Sequential Boolean Programs We presented a SAT based model checking algorithm for sequential recursive Boolean programs that uses a QBF solver to compute the least fix-point of the set of summary edges of a procedure. Furthermore, we introduced the concept of universal summaries, that relate arbitrary input states to their respective return states according to the transition relation of the function. Universal summaries can be applied in any calling context. We implemented an algorithm that uses bounded model checking to compute universal summaries for functions without recursive calls, and QBF to compute summaries in the presence of recursion. Furthermore, we described an over-approximating algorithm for procedures that computes and applies universal summaries in a lazy manner.

Our benchmarks show that this approach performs better than BDD based algorithms when it comes to detecting bugs, but is less efficient for proving the unreachability of error states. This is a very useful result, since CEGAR-based model checkers generate Boolean programs with reachable error locations in all but the last iteration.
Algorithms for Reachability Checking of Concurrent Boolean Programs  We have presented an algorithm for BDD-based symbolic state space exploration of concurrent Boolean programs. The algorithm draws its efficiency from counter abstraction as a reduction technique, without resorting to approximation at any time. It is specifically designed to cope with large numbers of local states and thus addresses a classical bottleneck in implementations of counter abstraction. We have shown how to avoid the local state space explosion problem using a combination of two techniques: 1) achieving context-awareness by interleaving the translation with the state space exploration, and 2) ensuring that only non-zero counters and their corresponding local states are kept in memory.

We have also investigated in detail the relationship between our implementation of counter abstraction and partial-order methods. Our experiments seem to confirm the folk wisdom that symmetry and partial-order reduction are, although not independent, certainly complementary and can be combined for yet more effective compression.

Furthermore, we have presented a symbolic implementation that permits unbounded dynamic thread creation, or the parameterized version of the concurrent reachability problem. The enabling feature was our initial implementation of counter abstraction, since this facilitated a reduction to VASS coverability. We have presented a new application of the idea of this reduction — the construction of what has become known as the Karp-Miller tree — directly to Boolean programs.

The following table visualizes the types of Boolean programs that have been investigated in this thesis and refers to the corresponding chapter:

<table>
<thead>
<tr>
<th>Sequential Boolean Programs</th>
<th>Concurrent Boolean Programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chapter 4</td>
<td>Bounded #Threads</td>
</tr>
<tr>
<td>Chapter 4</td>
<td>Unbounded #Threads</td>
</tr>
<tr>
<td>No recursion</td>
<td>Chapter 7</td>
</tr>
<tr>
<td>Recursion</td>
<td>Chapter 8</td>
</tr>
</tbody>
</table>

11.2 Future Work

Unsolved Problems  Chapter 8 demonstrated empirically that the reachability cutoff of concurrent Boolean programs tends to be very small in practice. In fact, it is often so small that running a model checker with the exact cutoff-number of threads is more, sometimes much more, efficient than building the Karp-Miller tree. Thus, an interesting area of follow-up work is the search for a method that over-approximates this cutoff.

During the time this thesis has been written, Kaiser et al. continued the work presented in Chapter 9. Given a fixed number of threads $n$ and a reachability problem, the authors found a dynamic criterion to decide, if $n$ is a cutoff. Their iterative model checking algorithm works as follows. In the first step, the number of threads is bounded to a fixed number $n$. During reachability analysis, a sufficient condition
is checked that allows to conclude if $n$ is a cutoff. If $n$ is not a cutoff, then the maximal number of threads to be simulated is increased and the reachability analysis is re-run. This algorithm has been tested and implemented in BOOM (see Chapter 10) by the authors of that paper.

**Outlook**  As the experiments in Section 4.5 show, a SAT/QBF-based approach to solve the sequential reachability analysis problem works as well as a BDD-based algorithm but not much better or worse. A promising method that gained a lot of attention in the last few years is interpolation. An interesting problem to solve is to figure out, how SAT-based interpolation [108] could be integrated into the summarization algorithm for sequential Boolean programs.

This thesis has dealt with decidable problems only. The next logical step is to look at concurrent recursive Boolean programs because they are already undecidable. Since summarization has been applied successfully to sequential Boolean programs, one idea worth trying, is to apply it to concurrent recursive Boolean programs, as done in the model checker ZING [117].

An other idea is to bound the stack height and over-approximate function calls, whenever this height has been reached. An iterative algorithm could refine the approximation by increasing this limit, if a spurious counterexample has been found.

An aspect that has been ignored so far, as it goes beyond the scope of this thesis, is the automatic generation of Boolean programs. For example there is currently no support for thread-local variables, neither from BOOM nor from SATABS. Interestingly, Boolean programs with references are still decidable [116]. Maybe such an improved abstraction could be used to efficiently check programs that perform a lot of pointer manipulations. Furthermore, enriching Boolean programs with support for integers and using SMT-solvers or multi-terminal BDDs in the back-end would be an interesting approach to try.
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### A.1 Syntax of Concurrent Boolean Programs

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>prog ::= decl* proc*</code></td>
<td>A program is a list of global variable declarations followed by a list of procedure definitions</td>
</tr>
<tr>
<td><code>decl ::= decl id+ ;</code></td>
<td>Declaration of variables</td>
</tr>
<tr>
<td><code>id ::= [a-zA-Z][a-zA-Z0-9]*</code></td>
<td>An identifier is a regular C-style identifier</td>
</tr>
<tr>
<td><code>proc ::= type id(id*) begin enforce sseq end</code></td>
<td>Procedure definition</td>
</tr>
<tr>
<td>`type ::= void</td>
<td>bool</td>
</tr>
<tr>
<td><code>enforce ::= enforce ( expr ) ;</code></td>
<td>Restriction on valuations of variables</td>
</tr>
<tr>
<td><code>sseq ::= lstmt*</code></td>
<td>Sequence of statements</td>
</tr>
<tr>
<td>`lstmt ::= stmt</td>
<td>id:+ stmt`</td>
</tr>
<tr>
<td>`stmt ::= skip ;</td>
<td>goto id+ ;</td>
</tr>
<tr>
<td></td>
<td>assert ( expr ) ;</td>
</tr>
<tr>
<td>`expr ::= expr binop expr</td>
<td>! expr</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>`binop ::= ’</td>
<td>’</td>
</tr>
<tr>
<td><code>const ::= 0 / 1</code></td>
<td>False / True</td>
</tr>
</tbody>
</table>
### A.2 Original Bluetooth Driver Example

#### Listing A.1: I/O Procedures

// Shared Variables
def p0, p1, p2, p3, p4; // int pendingI0

def q0, q1, q2, q3, q4; // int PI0;

void IoDec()
begin
def q0, q1, q2, q3, q4;

// decrement pendingI0
p0, p1, p2, p3, p4, q0, q1, q2, q3, q4 :=
!p0 & ( p1 | p2 | p3 | p4 ),
(p1&p0)|(p1 & !p0 & (p2 | p3 | p4)),
((p0|p1)&p2)|(p2 & !p1 & !p0 & (p3 | p4)),
(!p0&p1 &!p2 &!p3 & p4)|(p0|p1|p2)&p3),
((p0|p1|p2)&p3&p4),
!p0 & ( p1 | p2 | p3 | p4 ),
(p1&p0)|(p1 & !p0 & (p2 | p3 | p4)),
((p0|p1)&p2)|(p2 & !p1 & !p0 & (p3 | p4)),
(!p0&p1 &!p2 &!p3 & p4)|(p0|p1|p2)&p3),
((p0|p1|p2)&p3&p4);

// test pendingI0 for zero
if ( !q4 & !q3 & !q2 & !q1 & !q0 ) then
    stoppingEvent := 1;
fi
return;
end

bool IoInc()
begin
def status;

// increment pendingI0
p0, p1, p2, p3, p4 :=
!p0 | ( p0 & p1 & p2 & p3 & p4 ),
(p1&p0)|(p1 & !p0 & (p2 | p3 | p4)),
((p0|p1)&p2)|(p2 & !p1 & !p0 & (p3 | p4)),
(!p0&p1 &!p2 &!p3 & p4)|(p0|p1|p2)&p3),
((p0|p1|p2)&p3&p4);

if ( driverStoppingFlag ) then
    IoDec();
    status := 0;
else
    status := 1;
fi
return status;
end

// example continues in next listing...
Listing A.2: Instantiation of 2 adders and 2 stoppers

```c
void thread0 ()
begin
  decl status;
  status := IoInc ();
  if (status) then
    skip;
    if (stopped) then
      SLIC_ERROR: skip; // error
      fi
    fi
  IoDec ();
  assume (F);
end

void thread1 ()
begin
  decl status;
  status := IoInc ();
  if (status) then
    skip;
    if (stopped) then
      SLIC_ERROR: skip; // error
      fi
    fi
  IoDec ();
  assume (F);
end

void thread2 ()
begin
  driverStoppingFlag := 1;
  IoDec ();
  while (!stoppingEvent)
    do
      skip;
    od
  OK: stopped := 1;
  assume (F);
end

void thread3 ()
begin
  driverStoppingFlag := 1;
  IoDec ();
  while (!stoppingEvent)
    do
      skip;
    od
  OK: stopped := 1;
  assume (F);
end
// example continues in next listing ...
```

Listing A.3: Initialization code

```c
// initial conditions
void init ()
begin
  stopped, driverStoppingFlag, stoppingEvent, p4, p3, p2, p1, p0 := 0,0,0,0,0,0,0,1;
  return;
end
```
A.3 Converted Bluetooth Driver Example

Listing A.4: Initialization of Bluetooth driver example

```c
// Shared Variables

dcl stopped, driverStoppingFlag, stoppingEvent;
dcl p0, p1, p2, p3, p4;  // int pendingIo

dcl limit;

dcl g;

void main() begin
    decl status;
    assume (!g);
    atomic_begin;
    if (!g) then
        g := T;  // initial conditions
        stopped, driverStoppingFlag, stoppingEvent, p4, p3, p2, p1, p0 := 0, 0, 0, 0, 0, 1;
    fi;
    atomic_end;
    if (*) then goto adder_process; else goto stopper_process; fi;
    // example continues in next listing...
```

Listing A.5: Stopper process of Bluetooth driver example

```c
// STOPPER process — any number of threads with this process
stopper_process:
    driverStoppingFlag := 1;

// IoDec() begin
p0, p1, p2, p3, p4, limit:=
    !p0 & ( p1 | p2 | p3 | p4 ),
    (p1&p0)|(p1 & !p0 & (p2 | p3 | p4)),
    ((p0|p1)&p2)|(p2 & !p0 & (p3 | p4)),
    ((p0|p1|p2|p3)&p4) | (p3 & !p2 & !p1 & !p0 & (p4)),
    ((p0|p1|p2|p3)&p4),
    p0 & !p1 & !p2 & !p3 & !p4;
// test pendingIo for zero
if ( limit ) then
    stoppingEvent := 1;
fi
// IoDec() end

while (!stoppingEvent)
    do skip; od
OK: stopped := 1;
thread_end;
// example continues in next listing...
```
Listing A.6: Adder process of Bluetooth driver example

```plaintext
// ADDER process (just one thread with this process)
adder_process:

// status := IoInc () begin
p0, p1, p2, p3, p4, limit := (!p0) | (p0 & p1 & p2 & p3 & p4).
  (p1 & !p0) | (!p1 & p0) | (p0 & p1 & p2 & p3 & p4).
  (p2 & (!p0 | p1)) | (!p2 & p0 | p1) | (p0 & p1 & p2 & p3 & p4).
  (p3 & (!p2 | p0 | p1)) | (!p3 & p0 | p2 | p1) | (p0 & p1 & p2 & p3 & p4).
// status := IoInc () end
assume (!limit);

limit := choose [F, F];

if (driverStoppingFlag) then

// IoDec () begin
p0, p1, p2, p3, p4, limit :=
  !p0 & (p1 | p2 | p3 | p4).
  (p1 & !p0) | (!p1 & !p0 & (p2 | p3 | p4)).
  (!p0 | p1 & p2) | (!p0 | p1 & p2 & !p0 & (p3 | p4)).
  (p0 | p2 | !p1 & !p0 | p3 & p4).
  !p0 & !p1 & !p2 & !p3 & !p4;
// test pending Io for zero
if (limit) then
  stoppingEvent := 1;
else
  status := 1;
if
// IoDec () end

if (status) then
  if (stopped) then
    SLIC_ERROR: skip // error
  fi
// IoDec () begin
p0, p1, p2, p3, p4, limit :=
  !p0 & (p1 | p2 | p3 | p4).
  (p1 & !p0) | (!p1 & !p0 & (p2 | p3 | p4)).
  (!p0 | p1 & p2) | (!p0 | p1 & p2 & !p0 & (p3 | p4)).
  (p0 | p2 | p3 | p4).
  !p0 & !p1 & !p2 & !p3 & !p4;
// test pending Io for zero
if (limit) then
  stoppingEvent := 1;
fi
// IoDec () end
fi
end;
```
Experimental Setup for Concurrent Benchmarks

This section describes the setup that has been used for benchmarking the algorithms described in Chapter 6, 7, and 8.

We applied BOOM to 444 examples from two sources: a set of 208 Boolean programs generated by SATABS that abstract part of the Linux kernel components, and a set of 236 Boolean programs generated at Microsoft Research using SLAM.

The remainder of this section describes in detail, how we obtained concurrent benchmarks from the Boolean program source. This step differs for the SLAM-generated programs and those generated with SATABS. For SLAM, we simply instantiate a sequential Boolean program once per thread; each threads executes the program’s main procedure. Variables with global scope become shared variables of the concurrent programs, while variables with local scope become thread-local variables.

In contrast, the concurrent benchmarks produced by SATABS were generated using DDV-IFY [137], a harness for Linux device drivers. The resulting concurrent model supports synchronization primitives (such as semaphores and spinlocks) and memory-mapped IO-registers for communication with the underlying hardware. Figure B.1 illustrates how parallel execution is handled. An environment thread models the operating system threads and parallelism caused by hardware events, e.g., interrupts. These functions are non-preemptive since interrupt service routines cannot be switched out during execution by the operating system kernel. The interaction between the driver and a client application is simulated in an infinite loop that nondeterministically calls the driver’s functions. This loop is executed by multiple threads, since access to a driver can be shared among clients.

The Boolean program that results from the abstraction process exhibits the same structure as the original code. In order to simplify our experiments, we create only one client thread in the original program and instantiate (dynamically) up to $N$ copies of this thread in the model checker. There is no message-passing communication between the threads, but they access the same shared data structures within the driver’s code. The benchmarks feature, on average, 123 program locations, 21 thread-local
variables, and 12 shared variables.

The experimental setup is as follows. For each tool and benchmark, we run full reachability analysis with \( n_0 = 1 \) initial threads and a bound of \( N = 2 \) on thread creation. We then increase the bound \( N \) until the tool times out. The timeout is set to 720 s and the memory limit to 12 GB. The experiments are performed on a 3 GHz Intel Xeon machine running the 64-bit variant of Linux 2.6. We use the value 1000s to indicate timeouts.
Interprocedural Data-Flow Analysis

We implemented in BOOM (see Section 10.9) an interprocedural live variable analysis as described by Srivastava and Wall. The data-flow equations and the explanations are reprinted below.

Their algorithm proceeds in two phases:

**Phase 1** Figures out which variables are modified and referenced in each function (mod/ref analysis). Note that “live” information is an over-approximation and can only be used to compute the ref sets for each function. In order to compute the mod sets, an under-approximation (“dead”) is needed because, e.g., a variable could be modified only along one path to the function’s exit.

**normal blocks:**

- \( \text{DEF}(B) = \) variables defined by \( B \) before any use in \( B \)
- \( \text{USE}(B) = \) variables used in \( B \) before any definition in \( B \)
- \( \text{LIVE}_{\text{in}}(B) = \text{USE}(B) \cup \text{LIVE}_{\text{out}}(B) - \text{DEF}(B) \)
- \( \text{LIVE}_{\text{out}}(B) = \bigcup_{S \in \text{Succ}(B)} S \cup \text{LIVE}_{\text{in}}(S) \)
- \( \text{DEAD}_{\text{in}}(B) = \text{DEF}(B) \cup \text{DEAD}_{\text{out}}(B) - \text{USE}(B) \)
- \( \text{DEAD}_{\text{out}}(B) = \bigcap_{S \in \text{Succ}(B)} \text{DEAD}_{\text{in}}(S) \)

**call and return blocks:**

- \( \text{LIVE}_{\text{out}}(\text{call}) = \text{LIVE}_{\text{in}}(\text{entry}) \cup \text{LIVE}_{\text{out}}(\text{return}) - \text{DEAD}_{\text{in}}(\text{entry}) \)
- \( \text{LIVE}_{\text{out}}(\text{return}) = \bigcup_{S \in \text{Succ}(\text{return})} \text{LIVE}_{\text{in}}(S) \)
- \( \text{DEAD}_{\text{out}}(\text{call}) = \text{DEAD}_{\text{in}}(\text{entry}) \cup \text{DEAD}_{\text{out}}(\text{return}) - \text{LIVE}_{\text{in}}(\text{entry}) \)
- \( \text{DEAD}_{\text{out}}(\text{return}) = \bigcap_{S \in \text{Succ}(\text{return})} \text{DEAD}_{\text{in}} \)

IN sets for a call or return block are identical to its OUT sets
When this converges, define, for each procedure $P$:

\[
    \text{REF}(P) = \text{LIVE}_{in}(B) \text{ where } B \text{ is the entry to } P
\]
\[
    \text{MOD}(P) = \text{DEAD}_{in}(B) \text{ where } B \text{ is the entry to } P
\]

and then throw away the \text{LIVE} and \text{DEAD} sets computed in this phase.

**Phase 2** Corresponds to a **local live variable** analysis but uses the mod/ref sets that were computed in phase 1.

*normal blocks:*

\[
    \text{DEF}(B) = \text{variables defined by } B \text{ before any use in } B
\]
\[
    \text{USE}(B) = \text{variables used in } B \text{ before any definition in } B
\]
\[
    \text{LIVE}_{in}(B) = \text{USE}(B) \cup \text{LIVE}_{out}(B) - \text{DEF}(B)
\]
\[
    \text{LIVE}_{out}(B) = \bigcup_{S \in \text{Succ}(B)} \text{LIVE}_{in}(S)
\]

*call and return blocks, for call to procedure $P$:*

\[
    \text{LIVE}_{out}(\text{call}) = \text{REF}(P) \cup \text{LIVE}_{out}(\text{return}) - \text{MOD}(P)
\]
\[
    \text{LIVE}_{out}(\text{return}) = \bigcup_{S \in \text{Succ}(\text{return})} \text{LIVE}_{in}(S)
\]

IN sets for a call or return block are identical to its OUT sets.
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