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Abstract

Feedback-directed optimization is becoming more and more important in modern exe-
cution environments. On one hand modern CPUs impose additional difficulties for the
compiler to generate efficient code: Features like multi-core and complex cache architec-
tures make things even harder for the compiler.

On the other hand, modern programming languages are often not well suited for clas-
sic compiler optimizations (due to dynamic class loading, polymorphism, etc.). JIT com-
pilation with feedback-guided optimization can provide significant benefits for such pro-
grams since the compiler/runtime is able to adapt to the running program and does not re-
quire complex static analysis like in an ahead-of-time compiler. Programming languages
like Java or C# make intensive use of references and generally deal with a large number
of small objects. As a result, data access pattern are often irregular and difficult (if not
impossible) to analyze statically.

This thesis focuses on how to gather feedback provided from the hardware platform
via hardware performance monitors (HPM) and use it for program optimizations in a
managed runtime for Java programs. We present HPM information as another source of
feedback – in addition to traditional profile-guided optimization. We work in a dynamic
compilation environment and all optimizations are done as the program runs. When do-
ing online optimizations the runtime overhead of performance monitoring is of special
importance.

We look at what kind of information is available and useful for optimizations. We
discuss the different problems and challenges that come with collecting HPM informa-
tion. The information has to be precise and unbiased. Different hardware platforms offer
different ways of obtaining HPM information. We look at two platforms in more detail:
the P4 (IA-32) and the Itanium Montecito (IPF) processor

Since the HPM data collection runs concurrently with the application it should have a
very low execution time overhead. Our solutions adaptively adjusts the sampling period
for event sampling to limit the amount of data that has to be processed by the JVM.
We present a solution to efficiently collect HPM information in an online setting with a
consistently small overhead of less than 1% on average.

The raw HPM information has to be mapped back to the source program to be useful
for performance analysis or compiler optimizations. We extended an existing JVM to
generate the meta-information necessary to perform this mapping similar to a symbolic
debugger. Detailed instruction-level information is required to achieve a reliable mapping.
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We present different applications of fine-grained (instruction-level) HPM information:

We perform a detailed performance analysis of Java applications. HPM information
can be used to identify performance-critical parts of a program at the instruction-level.
Our system is also able to measure data address profiles that allow to map HPM samples
about cache misses back to data structures on the heap. We show how to use data address
profiles to compare the performance behavior of different generational garbage collection
algorithms.

As an example of how to use HPM feedback for optimizations, we present two exam-
ples: We show how HPM information can be used to perform object co-allocation – an
online optimization that improves data locality at GC time in a Java VM. In the best case
the execution time is reduced by 16% (3% on average) and L1 cache misses by 28%.

We also demonstrate how HPM feedback can be used to improve loop unrolling in a
high-performance static compiler. We perform per-application and per-loop adaptation of
loop unrolling parameters using data about stall cycles from the PMU. In the best case we
achieve a 39% speedup (6% average) over the default heuristic at the highest optimization
level.



Zusammenfassung

Feedback-gesteuerte Optimierungen werden in modernen Laufzeitumgebungen immer
wichtiger. Auf der einen Seite haben moderne Prozessoren immer mehr Funktionen, die
es einem Compiler schwer gestalten effizienten Code zu generieren. Beispiele dafür sind
Multi-Core-Prozessoren und immer komplexere Speicherhierarchien.

Auf der anderen Seite haben moderne dynamische Progammiersprachen Eigen-
schaften, die fuer klassische Compiler-Optimierungen nicht gut geeignet sind (dynamis-
ches Class-Loading, Polymorphismus, etc.). JIT Compiler haben hier den Vorteil, da
sie durch Feeback zur Laufzeit mehr Informationen über ein laufendenes Programm ver-
wenden können und so adaptiv optimieren können ohne komplexe statische Analyse zu
benötigen. Programmiersprachen wie Java oder C# verwenden viele Referenzen und
eine grosse Zahl von kleinen Objekten. Die Speicherzugriffsmuster sind daher oft un-
regelmässig und schwierig (wenn nicht unmöglich) statisch zu analysieren.

Diese Dissertation konzentriert sich darauf, wie Informationen, die vom Prozesso
durch Hardware-Performance-Monitore (HPM) zur Verfügung gestellt werden, effizient
gesammelt und in einer Java Laufzeitumgebung zur Programmoptimierung genutzt wer-
den können. Informationen von den HPM ist eine weitere Quelle von Feedback neben
traditioneller Profiling-Information. Unser System ist in eine Java VM mit JIT compiler
eingebettet, wobei alle Optimierungen während der Laufzeit ausgeführt werden. Deshalb
ist es extrem wichtig, die Feedback-Daten möglichst effizient zu sammeln.

Zuerst betrachten wir welche Art von Informationen zur Verfügung stehen und welche
für Optimierungen benutzt werden können. Um HPM-Informationen zu bekommen
müssen verschiedene Probleme gelöst werden: Die Informationen müssen genau und un-
verzerrt sein. Je nach Hardware-Architektur gibt es verschiedene Möglichkeiten das zu
erreichen. Diese Arbeit stellt zwei Architekturen genauer vor und beschreibt wie HPM-
Informationen genutzt werden könnnen: den P4 Prozessor und den Itanium Montecito-
Prozessor.

Da die HPM-Datensammlung und -verarbeitung parallel zur Programmausführung
passieren, müssen die zusätzlichen Kosten minimal gehalten werden. Unsere Lösung
verwendet ein adaptives Sampling-Intervall um die Datenmenge zu begrenzen und zu-
verlässig einen geringen Overhead zu erreichen (� 1% im Durchschnitt).

Dann müssen die gesammelten rohen HPM-Daten zurück mit dem Source-Programm
verbunden werden, um sie in der Java VM weiterzuverwenden. Wir erweitern eine ex-
istierende JVM, indem wir Meta-Informationen über jede Applikation im JIT Compiler
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speichern, ähnlich wie ein symbolischer Debugger. Um die genaue Instruktion im Source-
Programm zu finden ist es notwendig, dass die HPM-Daten auf eine Maschineninstruktion
genau sind.

Als nächstes stellen wir verschiedene konkrete Anwendungen der erstellten In-
frastruktur vor: Zuerst führen wir eine detailierte Performance-Analyse einiger
Java-Programme durch. Die HPM-Daten helfen dabei performance-kritische Load-
Instruktionen zu finden.

Mit unserem System können wir auch HPM-Daten mit Addressen im Speicher assozi-
ieren (d.h. Speicheraddress-Profile zu erstellen). Damit ist es möglich Datenstrukturen
eines Programms zu finden, die für die Gesamt-Performance entscheidend sind. In un-
seren Experimenten verwenden wir Speicheraddress-Profile um die Cache-Performance
verschiedener Garbage-Collector-Algorithmen im Detail zu vergleichen.

Zum Schluss zeigen wir zwei Optimierungen um zu zeigen, wie HPM-Informationen
als Feedback verwendet werden kann. Die erste Optimierung ist Objekt-Koallokation,
eine Online-Optimierung für bessere Cache-Performance beim Speicherzugriff auf Java-
Objekte. Im besten Fall erreichen wir damit eine Beschleunigung um bis zu 16% (3% im
Durchschnitt) und reduzieren die Anzahl der Cache-Misses um bis zu 28%.

Die zweite Optimierung ist Loop-Unrolling. Hier demonstrieren wir wie HPM-
Informationen die existierenden Heuristiken für Loop-Unrolling in einem statischen
Compiler verbessern kann. Im besten Fall resultiert eine Verbesserung um bis zu 39% (6%
im Durchschnitt) verglichen mit der Standard-Heuristik auf dem hoechsten Optimierungs-
Level.
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1
Introduction

Object-oriented programming languages like Java or C# allow changes to an executing
program at runtime, e.g., through the use of a dynamic class loader. At the same time,
modern processor architectures are difficult compiler targets if the compiler aims to op-
timize a program for speed of execution; features like prefetching and branch prediction
are (sometimes) difficult to model in a compiler. So a code generator is faced with two
difficulties: the dynamic nature of the target program complicates analysis of program
properties (e.g., it is difficult to determine pointer aliasing or to analyze the memory ref-
erencing patterns), and important performance aspects (e.g., number and location of cache
misses) are only evident at runtime.

Fortunately, programs written in such an object-oriented language are usually exe-
cuted in a virtual machine that includes a JIT (dynamic) compiler. The dynamic compiler
has the opportunity to immediately make use of information obtained at runtime. We dis-
tinguish between two kinds of information about an application that can be obtained at
runtime:

� information that is independent of the execution platform like the execution fre-
quency of methods, basic blocks or instructions; often the term profiles is used for
this kind.

� machine-level information, i.e. performance data about the hardware level of the
execution platform. Examples for this type of information are cache misses, TLB
misses, or branch prediction failures. This kind of information is hard to model
without feedback from the hardware, and therefore such information can be very
valuable for a compiler to optimize memory system performance [49].

Profiles are a useful input to the code generator (not only in a JIT compiler but also in
an ahead-of-time compiler). However, many previous optimizations (static and dynamic)
focus only on the platform-independent information and did not include direct feedback
from the hardware level [74, 62]. Yet most modern CPUs (like the Pentium 4, Itanium,
PowerPC) have a performance measurement unit (PMU) to obtain performance-related
information and therefore could provide input to a dynamic code generator that optimizes
a program for a specific hardware platform. Using low-level hardware feedback infor-
mation is becoming more and more important, especially on platforms like the Itanium
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Application

JVM  + GC + JIT

OS

Hardware

profile information

HPM information

e.g. memory information, page faults, etc.

Figure 1.1: Different sources of feedback information that a JVM can use for program
optimization.

processor family (IPF) [5, 7] that rely even more on the compiler for achieving good
performance.

Of course, an application may also use feedback from other sources to optimize ex-
ecution on a specific platform: E.g., it could use feedback from the OS about the virtual
memory system to optimize memory management [54]. Figure 1.1 shows a high-level
view of the different forms of feedback that can be useful for program optimization in
a managed runtime environment. From the different sources of feedback that a VM/JIT
compiler may use for optimization this dissertation focuses on how hardware-level infor-
mation can be used for optimization.

To be useful for an optimizing JIT compiler and associated runtime system1 the col-
lected performance information must be accurate enough and cheap to obtain at run-time.
There are a couple of requirements for a module that makes information from the hard-
ware performance monitors available in such an execution environment:

� The interface between the VM and the performance monitoring hardware should
hide machine-specific details where possible.

� The module should be flexible to allow obtaining different execution metrics.

� The overhead to collect the data should be as low as possible, and the system should
not perturb executed applications too much.

1We consider the JIT compiler, the virtual machine (VM), and the runtime system as one unit since all
components must cooperate to perform most interesting optimizations.
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� The information must be accurate enough to be useful for online optimization. Of-
ten the granularity of a method or even a basic block is too coarse to infer which
operation is responsible for some event (e.g. cache misses).

� The platform should work for off-the-shelf VMs, with only small or no changes to
the core VM code. Otherwise the effort to port the infrastructure to another VM or
to a new release would be prohibitively large.

In this dissertation we show how a Java system can benefit from using machine-level
performance data. The approach and results are in general not tied to the Java program-
ming language. Of course, any compiler that uses platform-specific information may also
use profile information, e.g., to decide where and when to exploit the results obtained
from the performance measurement unit, but this aspect is not discussed further here.

We describe and evaluate a module to feed fine-grained performance data from the
hardware performance measurement (HPM) unit of a modern processor into the Java sys-
tem. Our infrastructure is built on top of the Jikes RVM [22, 21], a freely available open-
source research VM implemented in Java, and the perfmon HPM interface [56] running
on a Linux kernel.

In our system we exploit special features of the P4 processor, called precise event-
based sampling (PEBS), that allow to correlate measured events to single instructions
and to the source program (in our case Java bytecode). The overhead of the runtime
performance monitoring is reasonably low and stable (�1% avg) for a large number of
benchmark programs. We achieve this using adaptive event-based sampling.

We also show how the collected data can be used for detailed performance analysis in
a Java runtime environment using instruction address profiles and data address profiles.

As an example application of our infrastructure we present a garbage collector that is
guided by online hardware feedback and report the results for a selection of standard Java
benchmarks. The garbage collector improves data locality of Java programs automatically
by co-allocating heap objects using information about data cache misses. The principal
idea is to identify those objects and references that “produce” the largest number of cache
misses. The garbage collector uses these hints to adapt its behavior for better data locality.
Our system is, however, not aimed just at data locality optimizations in the GC. Instead
machine-level performance data should be thought of an additional feedback for the whole
runtime environment. We chose this optimization to demonstrate that the overhead of the
approach is low in practice to allow a code generator/runtime system to deal with memory
performance – one of the difficult areas for a compiler for object-oriented programs.

1.1 Thesis statement

The key contribution of this thesis is to show that it is possible to collect detailed perfor-
mance data from the hardware during runtime with a low-enough overhead so that it can
be directly applied for optimization by a managed runtime environment.
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1.2 Organization of this dissertation

Chapter 2 describes the hardware and software platform we used and gives an overview
of the performance monitoring features of different hardware architectures.

Chapter 3 describes the online performance monitoring infrastructure we built in de-
tail and discusses problems and challenges when doing low-overhead online performance
monitoring. We show how we achieve robust low-overhead performance monitoring
across different types of programs, how we reduce or avoid biased measurements when
doing event-based sampling, and how we map raw HPM data back to the source program.

Chapter 4 shows how our performance monitoring infrastructure can be used for fine-
grained performance analysis of Java programs. It discusses the use of instruction address
profiles and data address profiles to track down performance-critical instructions and data
structures in a program. We also compare the performance of different garbage collection
algorithms in terms of cache performance.

In Chapter 5 we present two optimizations that use hardware feedback to improve
performance. The first application of online performance monitoring presented is object
co-allocation, a fully-automatic online optimization driven by hardware feedback. We
describe our approach and show how co-allocation improves data locality and speeds up
applications by up to 18% in a Java VM using a generational garbage collector. As a
second application of HPM information we evaluate how loop unrolling can be improved
using hardware feedback. We performed experiments in a static C/C++ compiler and
achieve an average speedup between 5 and 6% over the default heuristic at the highest
optimization level.

Finally, Chapter 6 gives a survey over related work and Chapter 7 gives a summary of
our results and concluding remarks.



2
Background

This chapter gives an overview of the platforms that we can use for performance mon-
itoring. We discuss different approaches of how to localize performance bottleneck in
applications in Section 2.1 and show what features modern CPUs offer for performance
analysis in Section 2.2.

Section 2.3 compares the functionality found on the performance monitoring unit
(PMU) of the two architectures covered in this chapter: the IA-32 and the Itanium pro-
cessor family.

Section 2.4 describes precise event-based sampling (PEBS), a feature of the IA-32
PMU which allows to collect instruction-level performance data in detail. Our system
uses PEBS for performance monitoring.

Finally, we shortly describe the software components that our system is based on in
Section 2.5. There we also discuss the motivation behind the platform choices made
during the implementation of our system.

2.1 Localizing performance bottlenecks

This section gives an overview of different techniques to track down performance bot-
tlenecks in applications. There are different ways to characterize the performance of an
application. Some techniques are only suitable for offline profiling and analysis. Others
are also usable in an online optimization setting. Table 2.1 shows the different approaches
to measuring and characterizing application performance.

1. Instrumentation [81]: The compiler inserts code sequences that count certain events
in the application code. In most cases it is used to generate edge profiles for
feedback-guided optimization. It usually requires recompiling existing code. In a
dynamic runtime environment instrumentation is often used during the initial com-
pilation [24, 79, 16] or interpreted execution [42]. In the following (optimizing)
recompilation there is usually no instrumentation since it slows down execution
considerably.

2. Timer-based sampling: The Jikes RVM [24] uses timer-interrupt-based sampling of
the application’s calling stack to determine frequently executed methods. This is a

5



6 CHAPTER 2. BACKGROUND

Instrumentation Timer-based HPM sampling Simulation
Runtime overhead medium to high very low low to very low very high
Resolution basic block, method method basic block, instruction instruction
Accuracy medium to high low medium to high high
Invasiveness medium to high very low very low N/A

Table 2.1: Overview over different techniques for performance profiling.

very light-weight approach, but it is in general limited in resolution to method-level
information. For more fine-grained data (e.g., at the basic block level) the interrupt
frequency would be prohibitively high. The main advantage of sampling compared
to instrumentation is that there is no additional code that has to be inserted into the
program, and therefore the runtime overhead is much lower.

3. HPM event-based sampling [32]: Event-based sampling can be used to identify lo-
cations where performance-critical events occur. It also provides platform-specific
data not available with software-only methods, but requires hardware support. For-
tunately, most modern CPUs support event-based sampling. The problem is that the
precision of the data often varies a lot depending on the underlying hardware plat-
form and the exact data source. Also, the available hardware documentation often is
not detailed enough about these issues so that a compiler implementors can some-
times not be sure which data actually could be used for hardware feedback-guided
optimization.

4. Simulation [69]: Simulation can give very precise (and also platform-specific) in-
formation about performance behavior of applications. To get useful information
the simulator needs a detailed model of the simulated architecture. One downside is
that detailed simulation is usually very expensive in terms of execution time (up to
20-100x slowdown), so it is not applicable for dynamic optimization. Approaches
that do not perform a full simulation, but instead approximate the precise behavior
may be possible even during runtime ([91]).

Overall HPM sampling provides a good compromise for dynamic compilation systems
which are the main target platform for feedback-guided optimizations. Instrumentation
and simulation have their applications, but are either limited in the type of information
that can be obtained, or too expensive for use in a dynamic runtime.

2.2 Overview over hardware performance monitors

Almost all modern general-purpose CPUs offer special hardware support for performance
monitoring. In this work we focus mainly on two platforms: the IA-32 represented by
the Intel P4 and the Core 2 microarchitecture and, for some experiments, the Itanium 2
Montecito from the Itanium processor family (IPF).
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Figure 2.1: Intel’s IA-32 processor roadmap [60].

Figure 2.1 [60] shows the roadmap of the Intel IA-32 architectures. Processors using
the Netburst microarchitecture are those with a yellow background, Core and Core 2
CPUs have a green background. Names in red are cancelled processors.

For our experiments with IA-32 we are using Prescott P4 processors. Current proces-
sors belong to the Core 2/Penryn architecture which developed out of the P6M (Pentium
3, Pentium M) and the Netburst microarchitectures. Even though the Netburst family has
been completely replaced by newer Core 2 architecture processors many features of the
P4 are still present in the newer architectures. This means that results taken from that
CPU generation are in many cases still valid on today’s CPUs. Especially, the PMU ar-
chitectures are very similar. Core 2 has some extensions, but supports basically all PMU
features of the P4 that we will discuss in the following sections. The differences of the P4
and Core 2 with regard to performance monitoring are covered in Section 2.2.2. Section
2.4.1 discusses the mapping of HPM events that are important for this work from the P4
to Core 2-based CPUs in more detail.

In the next sections we will describe the hardware performance monitors of the these
architectures in more detail.

2.2.1 P4

The P4 offers a large variety of performance events for counting [6, 78, 77].

In total it has 18 counter registers each 40 bit wide. Each of the counter registers has
a counter configuration control register (CCCR) associated with it.

Event selection control registers (ESCR) are used for selecting which events to be
monitored with the counter registers. There are 45 ESCRs on the Pentium 4 corresponding
to 45 events from various parts of the system. (This number may be larger in newer
processor models). Each counter register has several ESCRs associated with it to select
which events should be counted in that counter register

The P4’s performance monitoring unit supports three modes of operation:

� Event counting: The performance counters are configured to count events detected
by the CPU’s event detectors. A tool can read those counter values after program
execution and reports the total number of events. This mode can be used to obtain
numbers like cache miss rate, total execution cycles, etc.) More fine-grained in-
formation (e.g., on a method level) can be obtained by instrumenting the program
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for reading counter values. An application of this measurement mode would be to
evaluate the overall effect of program transformations.

� Imprecise event-based sampling (IEBS): A performance counter register is config-
ured to count an event and whenever a certain number of events � has occurred
(when the counter overflows), the CPU generates an performance monitoring inter-
rupt. For a sampling period � the user sets up the counter register to

�� � �

where � is the width of the counter register. When this register overflows the CPU
issues an interrupt. The interrupt service routine records the return address (pro-
gram counter where the overflow happened), resets the counter and restarts the
counter. From the return address it is possible to estimate the location of an event,
but the precision of this information heavily depends on the underlying microar-
chitecture (out-of-order execution, pipeline length, etc.) since the execution of the
interrupt service routine is usually delayed by several instructions. We analyze
event-based sampling in more detail in Section 2.3.1.

� Precise event-based sampling (PEBS): This type of monitoring is similar to non-
precise event-based sampling, but it uses a predefined memory buffer to save the
architectural state (all register contents) whenever the counter overflows. PEBS
reports the exact instruction where the sampled event happened using special hard-
ware support. In contrast, normal EBS can only measure an approximate location
for sampled events due to the super-scalar design and out-of-order execution. With
IEBS the sampled program pointer may be up to 5 dynamic basic blocks away from
the actual source instruction [45]. Another difference is that PEBS can be used to
count only a subset of the available events and only one PEBS event can be counted
at a time. We discuss PEBS in more detail in the next section.

2.2.2 Core 2

This section gives a brief overview of the Core 2 architecture [11, 12, 13, 14, 15] with
focus on the differences to earlier architectures that concern performance monitoring.
There are many architectural differences between older processors based on the Netburst
microarchitecture (P4) and the Core 2 microarchitecture. Most of them do not affect the
performance monitoring unit significantly. Core 2 also employs aggressive out-of-order
execution like the P4 which makes precise sampling equally challenging.

Precise event-based sampling (PEBS) as found on the P4 is available also on Core
2. The set of events is mostly equivalent, but of course there are small changes. The
programming of the PEBS features also changes slightly. The exact differences (e.g.
which registers to program) can be found in the corresponding Intel architecture reference
manuals [15].
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The events available on the Core 2 microarchitecture are adapted to the changed cache
hierarchy: E.g., there is also no trace cache for micro-ops with Core 2, but instead a
normal L1 instruction cache, so the Core 2 PMU offers events for L1 I-cache instead of
events for the trace cache. We discuss specific issues about HPM events that must be
addressed when porting our system to Core 2 in Section 2.4.1.

The multi-core nature of Core 2 also adds more HPM metrics that can be measured:
For some events we can choose to use per-core counters or measure cumulatively for all
cores. This can be done by setting a mask value to filter out event only from one core,
or count events from all cores. However, in this work we do not deal with events that are
specific to multi-processor systems.

2.2.3 IPF

This subsection gives a short overview of Itanium-specific features for performance moni-
toring [5, 7, 8, 9, 10]. We focus on the newer generation of Itanium processors (Montecito)
which we are using in some of our experiments.

The Itanium2 has 12 48-bit wide counter registers that can be programmed to count
events. In total there are around 600 different events to measure. The IPF also allows to
filter events by instruction address range, data address range, privilege level (supervisor
vs user mode) or by op-code. In contrast, the IA-32 can only filter events by privilege
level.

The IPF also supports the two modes of measurement present on IA-32: simple event
counting and event-based sampling. Additionally it has three features not present on
IA-32: the Event Address Register (EAR) the branch trace buffer (BTB) and stall cycle
accounting which we will describe shortly:

1. Stall cycle accounting: This measurement mode allows to attribute stall cycles in
the CPU to different functional units of the CPU. This is makes it possible to find
out where stall cycles come from. The different stall categories are: front end stalls,
execution unit stalls, register stack engine stalls, L1 data cache stalls, and flush
stalls.

2. Event Address Register (EAR): The EAR can be used for event-based sampling. It
is restricted to certain events and it records the exact data (or instruction) address
related to an event sample. The IPF does not have a mode comparable to PEBS on
IA-32. Instead the EAR is used to gather precise information. Events that support
EAR are TLB misses, D-cache/I-cache misses and ALAT misses. It also allows to
filter miss events by latency to distinguish short versus long latency misses.

3. Branch Trace Buffer (BTB): The branch trace buffer is also a feature not available
on IA32. It is used in combination with event sampling. When a sample is taken
(e.g. on an I-cache miss, instruction retired, etc.), the BTB records a history of up to
the last 8 branches1 plus additional information about each branch (address, target,

1On the newer Itanium 2 Montecito processors the BTB records 16 branches.
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taken/not-taken, predicted correctly/incorrectly). For example, it can be configured
to record branch history on each sampled I-cache miss.

Instructions on the IPF are grouped into bundles of 3 instructions 41 bits wide each.
Each bundles is 128 bit long and has a 2 bits that indicate the type of bundle.

Instructions are issued to the execution units in instruction groups of up to 6 instruc-
tions. All instructions of a group are issued in parallel which means they must not have
any dependencies between each other. The compiler has to make sure it inserts stop bits
between instruction groups properly to separate instructions that have data dependencies.

As a consequence the HPM unit not only reports the instruction address of a sampled
instruction, but also the number of the bundle in the instruction group (0 or 1) and the
slot number of the instruction within that bundle (0, 1 or 2). This way the exact source
instruction of an event can be found.

For events that do not support the EAR it is only possible to create instruction address
profiles (like with IEBS on IA-32). The reported instruction address only provide limited
precision and can be off by several bundles depending on which event is measured. In
our own experiments we found that the instructions reported the imprecise event-based
sampling are often around 5-6 bundles (=15-18 instructions) away from the correct in-
struction address. For some events we even observe a delay of up to 20 bundles. As a
consequence these events can only be located at a very coarse grained level without any
further analysis (e.g. method-level).

2.3 Comparison of different HPM architectures

This section compares the features, advantages and disadvantages of two HPM architec-
tures: the P4 as an example of the IA-32 architecture and the Itanium2 Montecito (IPF).

2.3.1 Event-based sampling

We performed an experiment to compare the information that can be obtained using nor-
mal event-based sampling on both platforms. In this mode the CPU issues a performance
monitoring interrupt (PMI) whenever a preset counter overflows. The location of the event
can be estimated from the return address given to the interrupt service routine.

When performing event-based sampling we can see the difference between an in-
order-execution processor (IPF Montecito) and an out-of-order platform (P4) in the mea-
surement results.

Figure 2.3 shows the histogram of instruction addresses delivered to the performance
monitoring interrupt routine on an P4 and an Itanium Montecito processor. Here, we setup
the system to measure L1 cache misses. The C source code of the example program is
given in Figure 2.2. It iterates over a large array (� 16KB, the size of the L1 data cache)
multiple times so that the array load at line number 6 produces a capacity miss whenever
the L1 data cache becomes full.
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The left side of Figure 2.3 shows the relevant parts of the loop body in pseudo-code
assembly. It consists of one load instruction per iteration. The load instruction sequen-
tially loads an integer value from a large array which is larger than the size of the L1
cache). After the load we manually inserted a few hundred NOP instructions to observe
the delay of the program counter reported via the performance interrupt service routine.
We iterate over the array a large number of times so that we can expect a large enough
number of L1 capacity misses.

On the Montecito all samples are reported on the same address. We see one peak in
the histogram at a distance of 42 instructions (14 bundles) between the load instruction
and the reported address2.

In contrast, on the P4 we see two peaks at 173 and 176 NOP instructions where each
contains 50% of the sampled events 3. The reason for multiple peaks is that the P4 is an
out-of-order processor whereas the Montecito is an in-order architecture.

The distance between the event source address and the reported address can vary con-
siderably depending on how many instructions can be fetched and processed in between.
Also, the delay can be different in a normal application where there are no artificially in-
serted NOP instructions. The experimental results from our setup serve as an illustration
for the problems and challenges when doing event-based sampling rather than a guide-
line to calibrate other measurements. In general we can assume the the distance between
an event source instruction and the reported instruction address is unknown within some
lower and upper limit that can be approximated experimentally.

If we assume that many basic blocks consist of 10 or less instructions, the reported
location may more than 4 (on the Montecito) up to or 17 (on the P4) dynamic basic
blocks away from the event source instruction. This large distance (which may not be
known in advance in general) makes is especially hard to map such events back to the
source program. On the P4 there is the additional difficulty of event samples that are
dispersed over multiple addresses. But it remains hard even on IPF where there is a more
predictable distance between the source instruction and the instruction reported by the
PMU.

Even though the example workload is very simple compared to real-world applica-
tions, it illustrates the difficulties when trying to identify performance bottlenecks in a
program reliably.

It also shows that out-of-order processors make things even more complicated so
that it is almost impossible to obtain precise instruction-level information without spe-
cial hardware support like PEBS or the EAR.

2This distance can be different for other events. In our experiments with microbenchmarks we observed
delays from 5 to 20 bundles (up to 60 instructions).

3For other combinations of instructions and events we observed different (but in general not predictable)
number of peaks in the histogram (up to to 3).
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1 long k = 0 ;
2 long � A = ma l l oc (10000� s i z e o f ( long ) ) ;
3 i n t i ;
4
5 f o r ( i = 0 ; i �10000000; i + + ) �
6 k + = A[ i % 1 0 0 0 0 ] ;
7 asm ( ” nop ”
8 ” nop ”
9 ” nop ”

10 . . .
11
12 . . .
13 ” nop ”
14 ” nop ”
15 ” nop ” ) ;
16 �

Figure 2.2: C source code of the example program.

  0 ld (r1) -> r2
  1 nop
  2 nop
  3 nop
    .
    .
    .
 42 nop
 43 nop
 44 nop
    .
    .
    .
173 nop 
174 nop 
175 nop 
176 nop
    .
    .
    br.cond #0 0% 100%50%
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Figure 2.3: Instruction address histogram obtained with event-based sampling on the IPF
and the IA-32 platform.
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2.3.2 Precise instruction-level information

Since normal event-based sampling is too imprecise to provide fine-grained informa-
tion, both platforms, IA-32 and IPF, have special hardware support for obtaining precise
instruction-level HPM information for a limited number of events:

1. PEBS: All IA-32 processors from the Pentium P4 on (including the newer Core
2 generation CPUs) support Precise Event Based Sampling (PEBS) to accurately
sample performance events. A small subset of events can be measured in PEBS
mode. The hardware takes care of tracking the exact source instruction for a sam-
pled event and reports all register contents when that event happened. One draw-
back is that only a very small number of events can be measured with PEBS (e.g.,
I-cache events are not available). For all others the user has to fall back to normal
event-based sampling (EBS) which offers only imprecise instruction-level informa-
tion. Also, only one PEBS-enabled event can be measured at a time.

2. EAR: The IPF architecture offers the Event Address Registers (EAR) to pinpoint the
instruction address or the data address related to an event. It is used together with
event-based sampling and can be used to derive the exact origin of an event since
the program counter delivered to the interrupt service routine on a counter overflow
can be up to 20 instruction bundles away from the event-producing instruction.
The EAR can only be used with a limited set of events, but the EAR supports a
wider range of events compared to PEBS events on IA-32 (e.g. L1/L2 data cache,
instruction cache, TLB, and ALAT events)

2.4 PEBS

We will discuss the PEBS features of the P4 processor in more detail since our system
heavily relies on them for performance monitoring.

In PEBS mode the HPM unit performs the collection and storage of the samples au-
tonomously once configured. Figure 2.4 shows the format of a PEBS sample. Each
sample contains the CPU state (the program counter EIP plus all register contents) after
the sampled instruction. The register values contained in a PEBS sample are used later to
recover more high-level information about a PMU event.

The CPU provides a set of registers that specify a buffer called debug store area (DS
area). This buffer is allocated by the OS (i.e. the perfmon kernel module). The client
(in our case the Java VM) specifies the size of the DS area, and a threshold value that
determines at which point the CPU will generate an performance monitoring interrupt
(PMI) (e.g., when the DS area is 90% full). After calling the interrupt service routine, the
HPM unit is reset to start filling the DS area from the beginning.

Setting up the hardware for monitoring requires the following three steps in case of
PEBS4:

4Normal imprecise event-based sampling only requires the first two steps.
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1 t yp ede f s t r u c t �
2 unsigned long e f l a g s ;
3 unsigned long i p ;
4 unsigned long eax ;
5 unsigned long ebx ;
6 unsigned long ecx ;
7 unsigned long edx ;
8 unsigned long e s i ;
9 unsigned long e d i ;

10 unsigned long ebp ;
11 unsigned long esp ;
12 � p f m p e b s p 4 s m p l e n t r y t ;

Figure 2.4: One PEBS record on the P4 contains the instruction pointer (EIP) and all
register contents (total 40 bytes).

� Setting the ESCR. It selects the event to be monitored plus event-specific options
and determines if we count events in user-level and/or kernel-level code.

� Setting the CCCR that corresponds to the counter register used. It selects the corre-
sponding ESCR that we initialized in the first step.

� When using PEBS we need to initialize two special registers
(PEBS MATRIX VERT and PEBS ENABLE) to set up PEBS specific options.

The exact details and values for the setup of the individual registers can be found in
the Intel documentation [6] and from the example programs included with perfmon [56].

2.4.1 PEBS support on newer IA-32 processors

This section discusses the support for precise sampling (PEBS) on newer IA-32 proces-
sors based on the Core 2 microarchitecture. To make the techniques presented in this
thesis applicable to those processors we need to have precise sampling support for the
HPM events that we use on the P4.

Fortunately, all the important PEBS events provided by the PMU on the P4 processor
have corresponding a event on the newer IA-32 Core 2 architecture. The Core 2 processor
family offers a larger set of events which mostly backward compatible to previous CPU
generations except for small variations.

Table 2.2 shows equivalent events for different IA-32 architectures: the P4 (Netburst
architecture) and the Core 2 architecture. Here we only discuss events concerning the
memory hierarchy. The table shows the exact event descriptor for each event type. In
most cases each metric is composed of a high-level event (e.g. FRONT END EVENT)



2.4. PEBS 15

Architecture
HPM event P4 (Netburst) Core 2
L1D load miss REPLAY EVENT.L1 LD EVENT MEM LOAD RETIRED.L1D MISS
L1I miss n/aa n/ab

L2D load miss REPLAY EVENT.L2 LD EVENT MEM LOAD RETIRED.L2 MISS
L2I miss n/ac n/ac

L3 miss n/ab n/ab

DTLB load miss REPLAY EVENT.DTLB LD MISS MEM LOAD RETIRED.DTLB MISS
DTLB store miss REPLAY EVENT.DTLB ST MISS n/ab

DTLB miss REPLAY EVENT.DTLB ALL MISS n/ab

ITLB miss n/ab n/ab

memory load FRONT END EVENT.TAGLOADS INSTR RETIRED.ANY Pd

memory store FRONT END EVENT.TAGSTORES INSTR RETIRED.ANY Pd

aThe P4 has a micro-op trace cache instead of a normal L1 I-cache.
bNo corresponding PEBS event available on this architecture.
cL2 cache is unified on both architectures.
dThis event requires filtering out memory operations since it records all retired instructions.

Table 2.2: Equivalent precise sampling events for different CPU architectures.

and a mask value (e.g. TAGLOADS) which selects sub-category of the high-level event.
So FRONT END EVENT.TAGLOADS would select all load instructions that are seen by
the CPU’s front end. There are more selection criteria with corresponding selection mask
values (e.g. counting speculative vs. non-speculative instructions) which are omitted here
for conciseness.

We can see that all events used on the P4 can be also measured on the newer Core
2-based processors. Each P4 PEBS event of interest can be mapped to a corresponding
event on Core 2. However, there are a few subtle differences for individual metrics:

� In some cases like for DTLB cache misses, the P4 can capture load and store misses
whereas the Core 2 can only measures loads.

� Another difference is that for measuring memory loads or stores the P4 counts oper-
ations seen at the front-end whereas on Core 2 only retired instruction are counted.
Instructions executing speculatively may not retire, but are discarded at the back-
end. However, this discrepancy can be resolved by filtering out speculative instruc-
tions by configuring the P4 PMU accordingly.

In general small differences like this do not pose a fundamental problem in applying
our techniques on newer architectures. Therefore, our techniques remain applicable for
current IA-32 CPUs. Also, the requirements to program PEBS on the P4 and Core 2-
based CPUs are very similar. The exact differences are described in Chapter 18 of the
IA-32 architecture reference manual[15].
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2.5 Runtime platform

This section shortly describes the components involved in our system. It also presents the
motivation and the reasons why we picked a particular component for this dissertation. It
covers:

� the Linux kernel module for performance monitoring,

� Java VM, the

� JIT compiler and the

� memory management/GC system.

2.5.1 Perfmon

Perfmon [56] is a Linux kernel module that gives the user access to the CPU’s perfor-
mance monitoring features. Perfmon was originally developped at HP labs and is now
available as open source.

We use the perfmon2 kernel patch and the corresponding libpfm library [55] to access
the hardware performance monitors.

The main reason for using perfmon was that it supports all modern PMUs and offers
support for many advanced features like PEBS on the IA-32. It is also actively main-
tained by the community and seems to become the standard for tools and application of
performance monitoring on Linux.

The kernel module provides system calls to read and write the performance moni-
toring registers of the CPU. The second important feature of perfmon is a virtual per-
process view of the hardware performance counters. By default the hardware counts
events system-wide (i.e. events of all processes and the OS kernel). It provides a so-called
performance monitoring context that can be attached to a Linux process and that contains
all HPM information on a per-process basis. Other functions exist for initializing, starting
and stopping counters.

Libpfm is a user-space shared library (libpfm) that provides functions common to
all platforms. Events that are existent on all hardware platforms (cycle counting, retired
instructions) have special platform-independent calls for setup.

However, libpfm has some critical limitations: It does not directly support platform-
specific features like PEBS. When measuring platform-specific events the user has to
setup the PMU registers manually. For that purpose the proper values for the HPM reg-
isters have to be determined from the hardware documentation directly. This limitations
lead us to implement our own user-space library. We only reuse libpfm for the parts that
do not deal with PEBS. Our library makes the PEBS events available to user applications
in a convenient way.
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For experiments with normal binaries (e.g., compiled from C/C++) perfmon offers
also a command-line interface to perform off-line measurements and profiling.

When compiling with debug information (-g) events can be attributed to functions and
source line numbers. To get more detailed information it is usually necessary to perform
further analysis manually using a symbolic debugger (e.g., gdb) and disassembling the
relevant part of the program.

2.5.2 Jikes RVM

Our implementation is done with the IBM Jikes RVM (version 2.4.2) [22, 21], a high per-
formance Java virtual machine written mostly in Java. It includes an optimizing compiler
with an adaptive optimization system (AOS) [24]: First, each method is compiled with
a simple and quick baseline compiler. This first compilation does not include any local
or global optimizations. Basically, the baseline compiler just concatenates templates for
each Java bytecode instruction. The resulting machine code is not very efficient, but it is
just used either for infrequently executed methods, or for collecting profile information at
runtime for frequently executed methods which will be recompiled later by the optimizing
compiler.

Methods that are executed frequently enough are recompiled and optimized using the
optimizing compiler. The optimizer has three optimization levels (-O0, -O1 and -O2).
The VM uses a static cost model with profiled execution frequencies to decide which
optimization level to apply for a method.

When compiling a method with the optimizing compiler Jikes RVM initially translates
Java bytecode into a high-level IR (HIR). It is almost equivalent to the Java bytecode
except that it is not stack-based, but uses virtual registers to store temporary values.

After performing high-level optimizations (e.g., loop transformations, inlining, devir-
tualization, redundant load elimination, CSE, constant/copy propagation, etc.) the IR is
lowered into the low-level IR (LIR) on which the optimizer performs a set of low-level
optimizations (e.g., instruction scheduling, CSE, constant/copy propagation, etc.).

Finally, the compiler generates the machine-level IR (MIR) which closely resembles
the final machine code. It does another pass of transformations (register allocation, peep-
hole optimizations) before it generates the executable machine code.

To estimate the execution frequency for methods the VM samples the call stack in
regular time intervals and records which methods are on top of the call stack. This is
a very efficient way to approximate method execution frequencies without the need for
instrumentation 5.

Jikes RVM provides its own thread implementation. It forks one OS process per
physical CPU called “virtual” processors. The thread scheduler schedules all Java threads
(including the GC and the compilation thread) on these “virtual” processors. It is a quasi-

5Alternatively, the baseline compiler can instrument each method with a counter to measure execution
frequency.
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preemptive m-to-n threading model [20] similar to Java “green threads”. However, this
model has implications on implementing I/O in the VM: if one methods executes a block-
ing system call the whole virtual processor is blocked until the call returns.

We specifically avoid blocking I/O calls when communicating with the kernel module
(perfmon) to avoid unnecessary blocking of the virtual processors.

Jikes RVM comes with a flexible module for memory management, the Jikes Memory
Management Toolkit (MMTk) [28]. It allows to specify different garbage collector and
allocation policies at compile time. All basic GC algorithms like mark-and-sweep, refer-
ence counting, semi-space copying and generational GC are implemented in MMTk. In
our experiments we mainly use different variants of the generational collectors.

There are several reasons why Jikes RVM was picked as a implementation platform
in this thesis:

� Implementation and development: For a full-featured JVM the Jikes RVM is still
relatively simple and small compared other JVMs. The fact that it is implemented
in Java also makes extending and debugging the VM more convenient than when
using a VM implemented in C or C++.

� Performance: For a research compiler Jikes RVM offers reasonable performance
compared to production JVMs.

� Availability: Jikes RVM is open-source and actively developed by the community.

2.6 Summary

Modern micro-architectures offer an increasing amount of hardware performance mon-
itoring facilities. For a compiler and runtime system that wants to perform feedback-
guided optmizations it is important to be able to obtain precise instruction-level data.
Almost all newer CPUs have support for precise event sampling: IA-32 offers Precise
Event Based Sampling (PEBS), IPF has the Event Address Register (EAR).

The HPM events (especially the PEBS events) available on newer IA-32 processors
like the Core 2 are compatible to the events of the P4 processors we are using in this work.
As a result, the infrastructure presented here still can be used on newer platforms.

In our implementation we are using Linux and the perfmon kernel patch. Perfmon
seems to become the standard module for performance monitoring and fully supports all
platforms we are dealing with (IA-32, IPF)

As a Java runtime system we use Jikes RVM, a research Java virtual machine. It
is relatively easily extensible (compared to a full-size production JVM), but still offers
competitive performance which makes it a good candidate for a research prototype.
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Hardware Performance

Monitoring in a Java VM

This chapter discusses the design and the implementation of a HPM measurement module
for a Java VM. The goal is to collect ’real-time’ hardware performance data at runtime.
Such a system has additional requirements to meet compared to an off-line profiling tool.
We will describe the different design parameters to make efficient online performance
monitoring possible.

First, we present an overview over the system in Section 3.1. Section 3.2 discusses
the implementation and the changes done to the affected components: the VM, the JIT
compiler and optimizer and the memory management.

We will the go on with a discussion on the various problems and challenges that arise
when performing online performance monitoring and present a solution to each them.
Some of these issues like mapping raw HPM data to the original program source or avoid-
ing biased measurements are a general problem when collecting HPM data, others, like
how to limit the worst-case measurement overhead, are specific for online monitoring and
do not occur in an off-line setting. There are three main challenges to overcome so that
such a system can be used in practice:

1. Mapping HPM data to source code (Section 3.3): The hardware only delivers raw
addresses and register contents. The system needs additional meta-information
about the source program to correctly map the raw HPM data back to the source
code. In our case the source code consists of Java bytecode. For every HPM event
we have to find the Java method and the bytecode instruction that is the origin of
that event.

2. Monitoring overhead (Section 3.4): There are two objectives concerning runtime
overhead to meet. First, achieving a low overhead is crucial in an online setting.
The application that runs at the same time as the monitoring code should not expe-
rience a significant slowdown. Secondly, in a sampling-based system like ours, the
runtime overhead of online HPM measurements should be stable across different
applications. Different programs generate different amounts of HPM events. The
monitoring module must adapt to changing event rates.

19
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3. Unbiased measurement (Section 3.5): The measurement should accurately reflect
the application’s performance behavior. Since our system is based on sampling
there is always the problem of avoiding a prohibitively large bias. We performed
various experiments with micro-benchmarks to quantify the bias when doing sam-
pling, and we will discuss how to improve the accuracy of sampling-based HPM
measurements.

3.1 System overview

We use the precise event-based sampling (PEBS) feature of the P4 processor [6] to mea-
sure events like cache misses. In principle the system can be implemented on any system
that offers the kind of precise instruction-level HPM events like PEBS does. As discussed
in Chapter 2 this is the case for the newer Core 2 architecture, but also for the Itanium
platform. The PEBS mechanism has two advantages that make it especially useful for
monitoring applications during runtime:

The first advantage is that PEBS reports the exact instruction (program counter plus
all register contents) for the sampled events. This allows the compiler to recover higher-
level information about the collected events, e.g., method, bytecode instruction, or field
variable accessed.

Secondly, the CPU collects event samples on its own using a microcode routine and
stores them in the Debug Store (DS) area – a buffer supplied by the OS kernel module.
An interrupt is generated only when the DS area is filled to a specified threshold.

The P4 has a small number of events that can be selected for PEBS (e.g. L1, L2
cache misses and DTLB misses). It also allows only one PEBS event to be measured at
a time. For other events that do not support PEBS, but only Imprecise event-based sam-
pling (IEBS), it is not possible to map the reported addresses back to the source program
on a instruction- or basic block-level. Method-level information could be still recovered
to a certain extent, but very small methods may not be represented correctly since the
displacement of IEBS samples can several basic blocks from the real event source in-
struction. Section 2.3.1 discusses the problems arising when using IEBS in more detail.

Figure 3.1 summarizes the system and how the different components interact with
each other. The system consists of three main parts:

1. Perfmon loadable kernel module [56]1: This kernel module is part of the Perfmon
infrastructure and is developed at HP. It offers the functions to access the perfor-
mance counter hardware for a variety of hardware platforms. The kernel module
hides the platform-specific details from the JVM. It also provides the interrupt han-
dler that is called by the sampling hardware when the CPU buffer for the samples
is full.

1Available for download at http://www.hpl.hp.com/research/linux/perfmon/
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Figure 3.1: Overview of the monitoring system.

2. Native shared library (C) [74]: Since we cannot call device drivers directly from
Java or from the Jikes RVM we developed a native library to provide an interface
to the kernel functions and access it via the Java Native Interface (JNI). This makes
porting the system to other Java VMs (that support JNI) easier. We could not reuse
libpfm (the user-space library provided with perfmon) because it does not support
monitoring a process using PEBS like we do in our system.

3. Collector thread (Java): We use a separate Java thread that performs all monitoring
tasks inside the JVM. It calls the native library for communication with the PMU
and uses it to transfers HPM data from the kernel space into the JVM.

3.2 Implementation and design issues

Since we are using Jikes RVM which is almost completely written in Java, most of our
performance monitoring module is also implemented in Java except for the native library
that provides the JNI interface to perfmon.

The copying of samples into user-space is necessary to allow the use of a different
hardware platform with very few changes to the user-space library. The library is not
limited to Java and can also be used from other runtime environments. Basically, the
system can also be integrated with other Java VMs that support JNI. In principle it is also
possible to monitor programs written in C or C++. This aspect, however, is not central to
this work.
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3.2.1 User-space library

This section gives a short overview of the PEBS library that serves as an interface from
the VM to the perfmon kernel module. The library allows to read samples from the kernel
module. The challenge here is to make the data exchange between Java and the kernel as
efficient as possible.

In our system we could not use libpfm which is provided by HP with perfmon since it
does not support the special PEBS features needed for our online performance monitoring
system. Since libpfm does not include this functionality we need to access the HPM
registers directly via the kernel module. For this purpose we implemented our own user-
space library to give the Java VM access to the PEBS HPM facilities.

The main functions of the library are:

� Functions for startup and initialization of the hardware counters.

� Copying monitoring data (samples) from kernel space (DS area filled directly by the
CPU) to the user(VM)-supplied buffer. The samples are returned from the native
library in a Java int[].

� Calls for changing interval/monitoring during runtime: e.g. sampling interval or
event type.

� Stopping monitoring and shutting down the HPM module.

There are two possibilities to transfer data from kernel space to user space (VM ad-
dress space):

1. Transfer data via JNI: This is safe, but slow. JNI data transfers work via Java
reflection. This has the advantage that it does not require coordinating with other
VM activities like the GC thread.

2. Copy data directly into the Java object (array) without JNI interaction: This is much
faster than using JNI calls to copy the data, but we have to make sure that the
garbage collector does not interfere by moving the object that the native code is
writing to. We provide a pre-allocated array to the native code. The library function
then copies all collected samples into this array directly without any JNI calls. We
have to disable the GC manually for the short period of time while samples are
copied from kernel space. As a consequence the native code must not allocate any
new Java objects, since this may trigger a garbage collection which is not possible
while GC is disabled. In practice we did not find this to be a significant limitation.

In our native library we use the second approach (copying samples directly) since it
reduces the overhead of processing the HPM samples significantly.

The HPM unit of the P4 supports only a limited number of events to be measured
in PEBS mode. Since we rely on PEBS for an accurate mapping of event samples back
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to the program source, our library is limited to this set of events. The following events
(followed by their perfmon event qualifier) can be measured with using our performance
monitoring library:

� L1 data load misses (REPLAY EVENT:L1 LD EVENT)

� L2 data load misses (REPLAY EVENT:L2 LD EVENT)

� DTLB load misses (REPLAY EVENT:DTLB LD MISS)

� DTLB store misses (REPLAY EVENT:DTLB ST MISS)

� All DTLB misses (REPLAY EVENT:DTLB ALL MISS)

� Memory loads/stores completed (FRONT END EVENT:TAGLOADS/TAGSTORES)

Note that the absolute numbers obtained when measuring these events do not always
directly correlate with the real program behavior due to hardware limitations. E.g., the
Intel P4 documentation [6] states that not all L2 misses are captured by the HPM unit.
Another example concerns counting completed memory loads: Our own measurements
show that when sampling completed loads, only about 50% of all loads are considered for
sampling. However, this is still ok as long as we can ensure that the samples taken are not
biased too much.

3.2.2 Modifications to the VM

At VM startup we load our shared library that provides access to the HPM hardware.
Next, we initialize it using user-defined command-line parameters. The initialization
takes the event identifier, an initial sampling interval and the sample buffer size as input
parameters. If not specified further the system provides useful default values for missing
parameters.

Then, the JVM starts a monitoring thread. We mark this thread it as a daemon thread.
This means that the VM automatically kills it after all user threads have terminated and
the VM shuts down (after the main application thread terminates). Figure 3.2 shows
the activities of the monitoring thread in pseudo code. The monitoring thread wakes up
periodically and polls for new samples. The polling interval is set to 100ms by default.
After it read all available samples from the PEBS buffer it starts filtering and processing
the raw data. In this step the system tries map each sample back to the original source
code (Java bytecode). We discuss this processing step in more detail in Section 3.3. By
processing samples in batches the cost of invoking the monitoring thread is amortized
over a large number of collected samples.

The PEBS sample buffer should be allocated large enough so that it does not overflow
between two invocations of the monitoring thread. We found that a size of 20K samples
(800 Kbytes) is large enough for even the most demanding monitoring applications. Dur-
ing normal operation usually not more than 20% of the buffer is occupied. If an overflow



24 CHAPTER 3. HARDWARE PERFORMANCE MONITORING IN A JAVA VM

1 while ( t rue ) �
2 i n t [ ] samples = Read PEBS Samples ( ) ;
3 i f ( sa mples . l e n g t h � 0 )
4 Process PEBS Samples ( ) ;
5 S l e e p (100ms ) ;
6 �

Figure 3.2: Main loop of the monitoring thread running in the VM.

still occurs the HPM hardware stops collecting data temporarily and restarts only after the
samples have been read out and processed. In this case the system just does not collect
HPM data until the next polling interval.

3.2.3 Modifications to the compiler

The raw performance monitoring data can only be useful for optimizations if we can map
the raw data back to the original “source” program (Java bytecode in our case). For this
purpose we need to store additional meta-information about the compiled code in the
JIT compiler. This meta-information is necessary to identify the Java method and the
bytecode instruction within the method for a given HPM sample. The next section (3.3)
describes the mapping of HPM data back to the Java bytecode in detail.

3.3 Mapping HPM data to the source program

This section will present our approach to mapping HPM events back to the Java bytecode
so that the information can be used for dynamic optimization in a JVM. We show the
modifications necessary in the JVM to make this mapping possible.

Depending on the underlying platform there are different difficulties in mapping the
samples to the source code. For example, on the IA32 the reported program counter of a
sample points to the instruction after the event-producing instruction. It is not trivial to
navigate back one instruction on a variable instruction length architectures (CISC) like the
IA32. Having a JIT compiler is clearly an advantage here: All meta-information about the
machine code is available at run-time, and we can navigate in machine code on a variable
instruction length architecture.

One sample on the P4 platform has a size of 40 bytes. It contains the program counter
(EIP) where the sampled event occurred and the values of all registers at that time. To
actually use the raw data for optimization, we need to obtain higher-level information
about each sample. For identifying the Java bytecode instruction of a sample we only
have to analyze the EIP register. The data register are only used if we are generating data
address profiles as described later in Section 3.3.3.
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Program counter

Java method

Java bytecode

Compiler IR

Figure 3.3: Process of finding the IR instruction from the program counter (EIP) given by
the raw sample data.

Figure 3.3 shows the high-level process. First the collector thread extracts the sam-
ples that are of importance for the VM. By looking at the program counter register (EIP
on IA-32), addresses outside the VM address space (e.g., from kernel space or native li-
braries) are filtered out immediately since we are only interested in events that occur in
the machine code generated by the JIT compiler.

3.3.1 Method lookup

We implemented a function to quickly find the Java method where an hardware event
occurred. Given a program counter of an event sample this function returns the name of a
Java method.

For each method that compiled in the JIT we know the start and end address of the
compiled code. Since the number of compiled methods is often very large (� 20K meth-
ods in many programs) and we need to perform the operation of identifying the method
for each sample delivered by the PMU, this search function has to be very fast 2.

We chose a two-level table lookup combined with a binary search within the methods
contained in one 4K page. Figure 3.4 shows how we search for the method given the
program counter (EIP): The 32-bit program counter is split up: The upper 8-bit indexes
the first-level table where each entry points to the second-level table which covers 4096
memory pages of 4 KB (mid 12-bit). All tables are allocated on demand to minimize
memory usage. The lowest 12 bits of the program counter finally represent the offset
inside a 4K-page. For each 4K-page we record the methods that have code inside that
page. The third step in the lookup function searches for the method that corresponds to
that offset using binary search. In Figure 3.4 there are only three methods m1, m2 and m3
in the identified 4K memory page.

In the best case (if the identified 4K-page contains only code of one method), the
lookup procedure takes a constant 3 table lookups. If there are many small methods
within one 4K page the last step - searching all entries within one page - may take more
iterations (��� � ������ where � is the number of methods per 4K page).

2In normal operation we collect around 1000-2000 samples per second
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m1
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m3
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256 entries

4096 entries 4K page

Figure 3.4: Finding the Java method for a given program counter (EIP).

On average over all JVM98 programs, the assembly code size of a JIT-compiled
method is about 13 KB. This means that we get constant lookup time on average because
most 4K pages contains only code of one method.

On each method compilation we have to update the mapping tables: Whenever a new
method compiled we insert an entry, if a method re-compiled by the optimizing compiler
we delete the old entry and insert a new one representing the new version of the method.
This simple data structure has the advantage that it can be updated efficiently.

To further reduce the execution time overhead we also modified the allocation of the
method objects in the JIT compiler: We allocate all method objects in the so-called “im-
mortal” space of the heap. We do this because when using a copying GC the objects that
store the machine code for each method will be moved in memory so that our system
would need to re-computing the method lookup tables after each GC.

By default, those objects stay resident until the VM terminates. The resulting space
overhead due to stale method objects is however reasonably small because in our setup
only a small fraction of methods are re-compiled and replaced by the optimizing compiler.
Also, the total amount of memory consumed by the binary code is very small compared to
the overall memory consumption of a typical Java application. The small additional space
overhead is not a problem in practice. It could be eliminated completely by allocating
method objects in a separate GC-managed space where object are not moved.

3.3.2 Bytecode lookup

After we identified the method where a hardware event happened we need to to find the
exact Java bytecode of that event to obtain higher-level information such as the object
type.
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The JIT compiler knows the start address of each machine instruction it generated.
We build up a table that contains an information record for each machine instruction: It
stores the index of the Java bytecode instruction where the machine instruction originated
from. Basically, it maps machine instruction offset (from the start of the method) to Java
bytecode index. The VM keeps the Java bytecode of each method in memory by default
because it may be needed for recompilation of a method. Therefore, we do not need any
additional memory except for the machine code maps.

Since we reported program counter points to the instruction following the event-
producing instruction we have to navigate backward in the machine code. This is not
trivial on a variable instruction length architecture like the IA32, but since the JIT com-
piler “knows” the start addresses of each machine instruction it generated we can use it to
recover that information.

We extended the instruction mapping information that the compiler keeps for each
method: Basically, we store a machine code mapping like a source-level debugger (from
machine code addresses to Java bytecode in this case). All map entries are sorted by the
instruction address and linked in a double-linked list. To walk backward one instruction
we just find the map entry for the reported address via a hash map lookup and navigate to
the previous map entry from there.

This mapping is already performed for methods that are compiled with the baseline
compiler. For opt-compiled methods however the compiler only stores this information
for the GC points. We extended the optimizing compiler so that it generates the machine
code mapping not only for GC points, but for all generated assembly instructions.

Figure 3.5 shows code generated by the JIT with its associated Java bytecode instruc-
tions. Some Java bytecodes require multiple assembly instructions like the INVOKEVIR-
TUAL in Figure 3.5. Usually each bytecode maps to ��1 machine code instructions (1:n
mapping).

There may be cases when multiple Java bytecodes are translated into a single ma-
chine instruction. In this case we cannot fully recover the original Java bytecode that
triggered an event. The system just returns the first matching bytecode in such a situation.
However, these cases occur only very rarely, so that they do not affect the measurements
significantly.

Also, some instructions generated by the JIT compiler do not correspond to any Java
bytecode (e.g. method prologue/epilogue code, native libraries, JNI methods). From
the memory map of the JVM process we can identify the module where these events
happened (e.g. the name of the native shared library), but we cannot retrieve any more
fine-grained information. Currently, events that occur at such instructions are just ignored
by the monitoring module and not processed further.

From that point on we are able to count events for each Java bytecode instruction.
Every intermediate representation (IR) instructions also contains its corresponding Java
bytecode index. This way the compiler can map the events to the internal IR instructions.
This requires to keep the IR data structures in memory after method compilation. We
found that the additional space overhead does not affect application performance signifi-
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Java bytecode

GETFIELD

AALOAD

PUTFIELD

INVOKEVIRTUAL

Address Machine code

0x080485e1: mov 0x4(%esi),%esi
0x080485e4: mov $0x4,%edi
0x080485e9: mov (%esi,%edi,4),%esi
0x080485ec: mov %ebx,0x4(%esi)
0x080485ef: mov $0x4,%ebx
0x080485f4: push %ebx
0x080485f5: mov $0x0,%ebx
0x080485fa: push %ebx
0x080485fb: mov 0x8(%ebp),%ebx
0x080485fe: push %ebx
0x080485ff: mov (%ebx),%ebx
0x08048601: call *0x4(%ebx)
0x08048604: add $0xc,%esp
0x08048607: mov 0x8(%ebp),%ebx
0x0804860a: mov 0x4(%ebx),%ebx

Binary

8b 76 04
bf 04 00 00 00
8b 34 be
89 5e 04
bb 04 00 00 00
53
bb 00 00 00 00
53
8b 5d 08
53
8b 1b
ff 53 04
83 c4 0c
8b 5d 08
8b 5b 04

Figure 3.5: JIT-ted code fragment with associated Java bytecodes. One bytecode can have
multiple machine code instructions associated with it.

cantly.

3.3.3 Data address profiles

A data address profile associates locations in memory HPM events like cache misses or
TLB misses. This information is very useful if we want to know which data structures in
a program are responsible for a potential performance bottleneck.

Some CPUs offer a way to find out the data address associated with certain events:
The IPF platform provides a special register called Event Address Register (EAR) [5, 9]
to capture this information for cache misses, TLB misses and ALAT [67, 63] events.

On the IA32, creating a data address profile is also possible using the PEBS mode for
measuring events. However, obtaining the data address of an event is more complicated
than on the IPF and requires additional steps because there is no such extra register (such
as the EAR). Instead we need to calculate the data address from the register contents and
the memory operand of the precise instruction of the event. We get this information from
the PEBS sample.

Note that we have to rely on PEBS to find the precise address of the event-producing
instruction. With the normal imprecise sampling (IEBS) obtaining a data address profile is
not possible since the reported EIP is too far away from the original instruction that caused
the event (see Section 2.3.1. The calculation of the data address depends on identifying
the exact machine instruction.

Since PEBS reports the program counter (EIP) after the event source instruction we
have to go back 1 instruction from the reported instruction which is in general not trivial
on a variable instruction length set architecture like the IA32. Fortunately, the meta-
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information that we store in the JIT compiler at code generation time helps here since
we can look up the start offset of each machine instruction that was generated in the JIT
compiler. From there we can navigate backward to the correct instruction.

Once we pinpointed the correct instruction we calculate the data address from the
register contents contained in each PEBS sample. For this purpose we implemented a JNI
interface to XED [3] in our native performance monitoring library to decode an instruction
and to extract the memory operand plus its components:

The most complex memory addressing mode on IA32 uses 2 register operands and 2
immediate operands (constants) and is mostly used for array access. (e.g.,

MOV ebx, [eax + 4*edx + 12]).

The data address 	 is calculated as follows:

	 � 
�� � ���� � ��	�� �����

where 
�� and ��	� are always registers, ���� is a constant with a value of 1, 2, 4 or
8 and ����� is also a constant immediate operand. In our previous example eax would
be the base, edx the index, 4 the scale, and 12 the offset.

All simpler IA-32 addressing modes can be expressed using the most complex ad-
dressing mode by just setting the unused components to zero.

We can use the calculated data address to obtain further information like the region on
the heap where the hardware event happend (stack or heap). For field and array operation
it is also possible to find the object header on the heap to obtain the runtime type of
the Java object that was accessed. For the IPF platform this was done in previous work
[17]. Our system basically provides the functionality of the IPF’s Event Address Register
(EAR) for the IA-32 platform.

3.4 Runtime overhead of online performance monitoring

In a production environment with online optimization it is very important to keep the
runtime overhead as small as possible. In this section we show how expensive the runtime
monitoring infrastructure is in terms of execution time and space overhead. Both must be
reasonably low to make optimization using runtime monitoring possible.

A second requirement is that the overhead should be stable and predictable across
a large variety of user applications. When doing event sampling every application gen-
erates a different amount of performance data which results in different overhead for
performance monitoring. When doing online performance monitoring the data collection
happens in parallel to application execution. On one hand we need HPM data fine-grained
enough to get a representative picture of the performance behavior, on the other hand we
should not collect too much data since this will slow down program execution. To be use-
ful in a production JVM, the approach should be fully automatic (i.e., no manual tuning
of sampling parameters, etc.).
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3.4.1 Space overhead

The systems needs to allocate additional memory for gathering detailed source-level per-
formance data. First, there are buffers for temporary storage of the samples collected.
The user-space library keeps sets up a buffer for 20K PEBS samples and the VM data
collection thread stores the raw data in an int[] array of the same size.

As described in the previous sections we need additional tables in the VM to resolve
raw addresses to Java methods and bytecode. The space overhead of the additional meta-
data in the VM is shown in Table 3.1. The second column (machine code) shows the
size of the machine code generated by the compiler in KBytes. Column 4 (MC maps)
shows the size of the machine code maps that are needed to resolve raw samples. For
comparison, we show the size of the GC maps alone in Column 3. The last row shows
the total size and the map sizes of the Jikes boot image. The boot image maps are pre-
generated at compile-time and do not contribute to execution time. We can see that the
machine code maps are 4 to 5 times as large as the GC maps, but the total sizes of the maps
for an application are tiny compared to the maps that are contained in the boot image.

We consider only library and application classes and leave out VM internal classes at
the moment because we do not consider them for optimization. Including these would just
make the boot image larger but would not influence application performance significantly.
Currently, the whole boot image is about 9MB bigger than the original (increase of 20%
from 45M to 54M).

The maps for application classes take up to 5x the space needed for the GC maps.
However, in absolute numbers the size of the maps generated is moderate (up to 1870K
bytes for jython). Adding the larger boot image, this results in an total increase of 11MB
in memory usage. This is still small compared to the maximal heap size of our target Java
programs which are typically long-running server applications.

There is potential for improving the space efficiency of the machine code mapping to
reduce the size of the boot image. We reused the existing implementation for GC maps
and it would be possible to custom-tailor the data structure for our needs. But the runtime
overhead of using the existing data structures is low enough to use it for our purpose.

3.4.2 Runtime overhead with a fixed sampling period

This section discusses the runtime overhead of online hardware performance monitoring:
We measure the monitoring overhead present the numbers for fixed and adaptive sampling
intervals. In practice using a fixed interval is only useful for measurement purposes since
it is easier to compare different runs of a program. When evaluating online optimizations
we always use the adaptive interval.

Figure 3.6 shows the execution time compared to the original VM configuration with-
out runtime event sampling using different sampling intervals from 25K to 100K. In this
experiment we configured the system to monitor L1 cache misses. We measured the ex-
ecution time for different sampling intervals (25K, 50K, 100K) to evaluate the relation
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program machine code GC maps only MC maps
compress 12 6 28
jess 20 12 43
db 7 4 20
javac 55 30 140
mpegaudio 71 31 168
mtrt 46 26 120
jack 40 22 111
pseudojbb 316 164 948
antlr 38 26 90
bloat 77 46 247
fop 8 4 16
hsqldb 117 67 290
jython 685 422 1870
luindex 119 58 316
lusearch 93 46 239
pmd 64 43 174
boot image 14975 10380 8260

Table 3.1: Space overhead: Size of machine code maps in KB.
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Figure 3.6: Execution time overhead when monitoring L1 cache misses with different
fixed sampling intervals.
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between sampling rate and execution time overhead.

The reported numbers for execution time are averages over 5 executions of each pro-
gram, and they include all overhead from mapping raw sample data. The heap size here
is fixed to 4x the minimum size for each program so that the GC overhead does not inter-
fere with our measurement in an unpredictable way. In general, the runtime overhead is
mostly independent of the heap size since the space overhead of the monitoring very low
as shown in Section 3.4.1.

For most programs the time overhead is proportional to the sampling rate (e.g. db
and pseudojbb). A smaller sampling interval means higher sampling frequency and thus
more data to be processed by the monitoring module. For others (e.g., mpegaudio) the
constant portion of the overhead dominates. The absolute number of samples is not very
high in these cases. The worst case is an increase of almost 3% for mtrt, compress and
hsqldb with the smallest interval(25K).

We can also see that also the overhead when measuring L1 cache misses varies sig-
nificantly between different programs. The overhead ranges from close to 0% for some
programs (jack) to around 3% for mtrt, compress and hsqldb.

The “auto” configuration shown for comparison here has a variable sampling interval.
The runtime overhead varies less between the different benchmarks and is still low on av-
erage (�1%). Section 3.4.3 will introduce our approach to solve the problem of reducing
the variance of the runtime overhead across different applications by constantly adaptive
the sampling period at runtime.

3.4.3 Limiting the monitoring overhead: Adaptive sampling period

Since the cost of monitoring is proportional to the number of event samples generated,
we can limit the runtime overhead by setting an appropriate sampling period. However,
each application “produces” events at a different rate, and even within one application
there may be large variations in the number of events occurring (i.e. in different program
phases).

Traditionally it is the responsibility of the user to manually set a sampling period that
results in a small runtime overhead, but still gives enough samples for a representative
picture of the program behavior. The sampling period has to be set individually for each
event and for each application. Previous systems [17] also follow this manual approach.
However, this is not practical in a production system where we would like to have a
fully automatic setting of an appropriate sampling period. Instead we implement a fully
automatic adaptive sampling period to solve that problem.

We limit the runtime cost by trying to measure on average not more than a certain
number of events per time period. This requires changing the sampling period during
program execution.

Changing the sampling period, however, requires reconfiguring the HPM unit of the
CPU. Since this is quite expensive in terms of execution time on the P4 (it requires a
call to the shutdown/startup functions of perfmon) we only adapt the sampling period in
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longer intervals (e.g., every 1/2 second) 3.

Whenever the monitoring thread delivers new samples we record the number of sam-
ples collected (�� for the �th measurement period). One measurement period is 100ms in
our implementation. We calculate a moving average � of reported events over the last 2
seconds (� � �� in this case). By adjusting the sampling period we try to limit the num-
ber of samples that need to be processed in the future to � samples/measurement period.
We calculate the next sampling period ���� as follows:

���� �
� ��

�

where � is the current sampling interval. The moving average � here is calculated as

� �
���� � ���� � ���� ����

�
�

When decreasing the sampling period (=more samples) we make sure that the buffer
is large enough and we also adjust the polling interval of the monitoring thread so that no
samples are dropped due to a buffer overflow.

Figure 3.7 shows the adaptation of the sampling interval for the JVM98 db benchmark
during runtime. The left y-axis shows the collected number of L1 cache miss samples per
second (in units of 1K samples/second) and the right y-axis shows the sampling interval
set in the HPM module. The x-axis shows time in milliseconds. Since the number of
cache misses varies throughout the execution time, the sampling interval adapts continu-
ously. We can see a sharp increase in the number of events at around 20’000 ms. As a
consequence the sampling interval is adjusted from 5’000 to around 25’000. After some
warm-up time the sampling interval stays between 40K and 45K. The average event rate
settles around the preset value of 400 (0.4K) samples per second.

Runtime overhead with adaptive sampling period

Figure 3.8 shows the monitoring overhead with fixed and adaptive sampling rates. For this
evaluation we choose to measure DTLB misses because they vary more across different
applications than L1 and L2 cache misses: Programs with a very small memory footprint
(e.g. mpegaudio, jack) produce almost an order of magnitude less DTLB misses than
program with a larger working set (e.g. db, mtrt).

When using a fixed sampling period the monitoring overhead across the JVM98 pro-
grams varies widely from 5% (mpegaudio) to 23% (db). On average the overhead is 14%.

When using the adaptive period, we set the target value so that the program with
the previously lowest overhead (mpegaudio) has approximately the same overhead with
the adaptation enabled. The overhead for the adaptive sampling rate stays between 2%

3The IPF PMU allows for a more efficient implementation of changing the sampling interval at runtime
where we do not need to stop and restart the sampling in perfmon.
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Figure 3.7: Adaptive sampling period and rate of L1 misses for SPEC JVM98 db.

(compress) and 7% (jess). The average overhead is 5%, and we do not experience a large
variation as with the fixed sampling period.

Note that we collect more samples than usual for this experiment to illustrate the effect
of monitoring more clearly. In normal operation (when doing online optimizations) the
target value for the HPM event rate is set to limit the monitoring overhead to 1% instead
of 5% as shown here.

Still, the overhead is not perfectly constant throughout all programs. Some bench-
marks react more sensitive to the additional activity of the monitoring thread that runs in
parallel with the application threads.

These results are a strong argument for using an adaptive sampling rate in a produc-
tion system since it avoid excessively high overhead for memory-intensive applications.
Instead it provides much more stable runtime overhead across different applications.

Figure 3.9 shows the average monitoring overhead with targeted sampling rates of
0 (no sampling) to 32000 samples/sec for all SPEC JVM98 programs. The plot also
includes the 95% confidence intervals for each data point. The baseline is the default VM
configuration without any monitoring.

When collecting few samples (less than 2000 samples/sec) the constant portion of the
overhead (invocation of the monitoring thread, etc.) is still significant and the standard
deviation is almost as large as the overhead itself: The 95% confidence interval at 2000
samples/sec is almost 0.6%. Up to 4000 samples/sec the overhead is below 1% on av-
erage. The 95%-confidence interval for the remaining data points is between 0.6% and
0.75%. We can see a clear proportional relationship between the number of samples col-
lected and the monitoring overhead. At 32K samples/sec the average overhead reaches
almost 4%.
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Figure 3.8: Monitoring overhead for DTLB misses for the SPEC JVM98 programs using
fixed and adaptive sampling rates.

Collecting more than 2000 samples/sec is rarely useful in practice. More samples than
that do not give any additional information about the performance behavior of a program.
Here we present the numbers for up to 32000 samples/sec to illustrate the relationship
between the amount of collected performance data and the performance monitoring over-
head. The numbers show that we can achieve a monitoring overhead of around 1% or less
when we sample less than 4000 samples/sec.

3.5 Biased event sampling

Event sampling is always an approximation of the real behavior. In reality event sampling
is often biased. This means some parts of a program may be over- or underrepresented by
event sampling. We show factors that may contribute to biased measurements and present
possible solutions.

Since event-based sampling is only an approximation we would like to make sure that
this approximation is as good as possible. This is especially important when we use the
information gathered from the HPM unit is used for optimization: If the optimizer draws
wrong conclusions from the data, the result of an optimization may be not as expected.

The reason for biased measurements is that the sampling process is not purely random
as it should ideally be. The amount of bias depends on how the hardware selects events
for sampling.
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Figure 3.9: Average monitoring overhead across all JVM98 programs with an adaptive
sampling interval.

We perform experiments with two platforms to evaluate the amount of bias when
doing event-based sampling: the P4 (IA-32) and the Montecito (IPF) processors.

To illustrate the problem of biased sampling we perform a simple experiment with a
micro-benchmark. We set up event sampling to measure array loads and stores in a tight
loop. Figure 3.10 shows the corresponding Java code. Each iteration performs a loads and
a store at each array element. The event sampling is set up to count memory loads/stores
using PEBS.

In an ideal world (with purely random sampling) we would expect that all array ele-
ment are sampled equally frequently. In reality the distribution is never completely uni-
form, but it should not deviate too much from perfectly random sampling.

3.5.1 IA-32

Figure 3.11(a) and 3.11(b) show the distribution of samples on the 8 array elements when
using a fixed sampling interval without randomization. Each column represents the num-
ber of samples at an array access. The sampling interval is varied by +/-1 (399’999
and 400’000) in the two plots. We clearly see that certain array loads are almost never
recorded, whereas others are overrepresented. The histograms also show that the exact
sampling period has big impact on the sample distribution. Varying the sampling interval
by +/-1 returns a totally different sample distribution. In general the distribution are very
far away from the ideal uniform distribution. For each of the two sampling intervals we
see peaks at different array elements.

One solution to this problem would be to chose a purely random sampling interval
after each event that was sampled. Unfortunately this is not possible on the IA-32 HPM
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1 i n t [ ] a r r a y = new i n t [ 8 ] ;
2
3 f o r ( i n t i = 0 ; i �10000; i + = 1) �
4 a r r a y [ 0 ] + + ;
5 a r r a y [ 1 ] + + ;
6 a r r a y [ 2 ] + + ;
7 a r r a y [ 3 ] + + ;
8 a r r a y [ 4 ] + + ;
9 a r r a y [ 5 ] + + ;

10 a r r a y [ 6 ] + + ;
11 a r r a y [ 7 ] + + ;
12 �

Figure 3.10: Example program with a manually unrolled loop to measure sampling bias
when counting integer array stores.

architecture: When using PEBS the sampling interval can only be adjusted after a perfor-
mance monitoring interrupt occurred (i.e., when the PEBS buffer is full). This means that
we cannot chose a random interval after each sampled event. By design this may lead to
biased measurements. By periodically varying the sampling interval slightly by a random
amount we try to avoid or at least reduce such biased sample distributions.

Figure 3.12 shows the sample distribution with the adaptive sampling interval and
randomization enabled. We set up the system so that the average number of samples is
the same as with the fixed interval. After each PEBS interrupt the interval is changed by
a random amount (+/-128).

Qualitatively, we see that randomization of the sampling interval helps. With the fixed
interval the difference between the smallest and the highest frequency is almost 100x
where with the randomized interval this difference decreases to around 4x. The standard
deviation with a fixed interval is 3-4x larger than with the randomized interval.

Still, the histogram from Figure 3.12 looks very different from a perfectly uniform
distribution. One remaining problem is that currently we only change the sampling in-
terval approximately 1/2 second (because it requires the expensive procedure of stop-
ping/restarting the HPM in perfmon). This problem is specific to the IA32 architecture
and is not present on IPF.

3.5.2 IPF

For comparison we performed the same experiment on an IPF machine: This platform
allows more freedom in changing the sampling interval since it can change the interval
after each taken sample.

We use the same program from Figure 3.10 as in the experiments with the P4 described
before. Since we cannot run Jikes RVM on IPF we performed the measurements using
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Figure 3.11: Event sample distribution for array stores in an integer array of length 8 with
slightly varying different sampling intervals.
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Figure 3.12: Event sample distribution for array stores in an integer array of length 8
using an adaptive randomized sampling interval.

the static Java compiler gcj [2]. This is acceptable since the program we are analyzing is
very simple (only one hot method), and we are only interested in the evaluating different
sampling techniques.

Figure 3.13(a) shows the results without randomization. The results look very similar
to the results on the IA-32 except that the bias is even more pronounced than with Jikes
RVM on IA-32: Almost all events are measured at element 3 and 6. The number of events
for the other array elements is negligibly small (�10) so that they are not visible in the
plot. One reason for the uneven distribution that is that when using a static compiler there
are no background activities (like GC) that may “disturb” the measurement and provide
some additional non-determinism.

Figure 3.13(b) shows the number of events measured when using a randomized sam-
pling interval. It almost perfectly matches a uniform distribution across all 8 array ele-
ments. This is possible because the sampling interval can be reset to a new randomized
value after each event whereas on IA-32 there are longer periods with a fixed interval
between interval resets.

We perform a second experiment to illustrate a problem that arises when we obtain
biased measurements with sampling. In Figure 3.14(a) we plot the number of events for an
individual array element from the program in Figure 3.10 across different fixed sampling
intervals from 99980 to 100020. Depending on the sampling interval we either count a
lot of events (�40000) or almost none (�10).
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Figure 3.13: Event sample distribution for array stores in an integer array of length 8 on
an IPF platform.
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Also note that there is a certain periodicity in the number of events: The pattern repeats
every 8th interval. This can be easily explained by the fact that we perform exactly 8 array
stores (one into each array element) in every loop iteration.

Such a biased measurement over- or underestimates the number of events at a specific
location and we may not find the real hot-spots in an application.

In contrast, Figure 3.14(b) shows the result with randomization. We configured the
monitoring to randomly assign the lower 8 bits of the sampling interval: In our example
of 100’000 (0x186A0) the sampling interval would be randomly chosen between 99’840
(0x18600) and 100’095 (0x186FF) with an average of 99’967.5.

Here, the number of event is almost constant around 10’000 for all sampling intervals.
Using randomization make the measurement process robust and unbiased.

In general the same observation holds for the both platforms - the IA-32 and the IPF:
Randomization is absolutely necessary to obtain unbiased measurements and to correctly
identify hot-spots in an application.

3.6 Summary

There are several challenges when doing performance monitoring using HPMs in an on-
line setting:

First, the gathered information has to be accurate at the instruction-level to map rel-
evant performance behavior back to the source program. We generate meta-information
in the JIT compiler that is later used to map the raw HPM information (event samples
including instruction and data addresses) back to Java bytecode because only high-level
information is useful for the optimizer or the GC to guide its optimization decisions. Since
the PMU of the P4 processor reports the program counter of the instruction following the
instruction that caused an event, we also need the machine code map generated by the JIT
to navigate backward in machine code with a variable-length instruction set.

The PEBS feature also makes it possible to obtain data address profiles using our in-
frastructure. We decode the machine instruction of a PEBS sample, extracting its memory
operand and calculating the memory address from the register contents contained in each
PEBS sample.

We showed that online performance monitoring can be done with a very low over-
head so that application performance is only minimally impacted: For a setting of 1000
samples/sec with an adaptive interval or a fixed sampling interval of 100K the average
execution time overhead is below 1% across a large number of benchmark programs –
a value that is low compared to software-only profiling techniques. The sampling inter-
val adaptation is necessary to compensate for the varying performance behavior of Java
applications: The amount of events produced varies significantly across different appli-
cations, but also in different execution phases within the same application. By constantly
adjusting the sampling interval so that the VM receives a pre-set number of events per
time period we can limit the worst-case overhead that an application may incur.
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Figure 3.14: Number of events counted for a single array element with different sampling
intervals
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The space overhead of the meta-information used for processing the raw HPM data in
the VM is usually small compared to the overall heap size of typical Java applications. We
see a maximum value of 11 MB required for the machine instruction mapping information
which is low enough so that overall performance is not impacted significantly.

Our experiments with data locality optimizations indicate that 1000 samples/sec offers
a reasonable resolution and is sufficient to obtain enough coverage. We can conclude
that online monitoring can be performed in a robust way with less than 1% overhead on
average which makes it a very attractive addition to software-only approaches.

Finally, we have to make sure that the measurement process does not introduce any
bias. If the monitoring is too biased we cannot get a correct picture of the real performance
behavior of an application. By approximating a random sampling procedure we try to
avoid biased sampling. We showed that we can achieve an unbiased measurement with
proper randomization on the IPF. On IA-32 the bias for PEBS sampling can be reduced
considerably by randomizing the sampling interval after each performance monitoring
interrupt, but it cannot be completely avoided due to hardware limitations.





4
Measuring application

performance behavior using
HPM

After presenting the performance monitoring infrastructure in Chapter 3 we show now
how such a system can be used in a Java managed runtime environment to measure and
characterize the performance behavior of applications. This section presents different
performance characteristics of Java applications that can be obtained with fine-grained
hardware performance monitoring data.

We first show how to HPM data can be used to to locate performance-critical load
instructions (Section 4.1). For a JIT compiler it is necessary to identify locations in a pro-
gram where optimizations should be applied to get the maximum benefit. The time budget
in a JIT compiler is limited because the compiler runs at the same time as the application.
As a consequence it has to focus on the hot spots in an application when performing ex-
pensive optimizations to get the maximum performance benefit at low compilation time
cost [24].

The second part of this chapter in Sections 4.2 and 4.3 shows how we can do detailed
performance analysis using data address profiles. As presented in Section 3.3.3 a data
address profile attributes events like cache misses or TLB misses to memory addresses
(instead of the instruction address where an event happened). Data address profiles prove
to be a very useful tool for analyzing memory performance. Finally, in Section 4.4 we
show how to use data address profiles to compare the performance characteristics of dif-
ferent GC algorithms in Jikes RVM.

4.1 Distribution of data cache misses on load instructions

The precise event-based sampling of the P4 allows us to measure the distribution of cache
misses over all memory load instructions in the program. Identifying hot loads is useful
to target optimizations in the compiler at the most significant portions of the program.
Insertion of prefetch instructions [17] is one example of an optimization that need precise
information about candidate load instructions that may benefit from prefetching.

45
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Figure 4.1: Histograms of L1 cache misses
(100 most contributing load instructions).

Figure 4.2: Histograms of L2 cache misses
(100 most contributing load instructions).
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We selected three programs with different performance characteristics for this exper-
iment: db and javac from the JVM98 benchmarks [83] and the specjbb2000 benchmark
[84].

For our measurements we use an sampling interval of 1000 events for L2 misses and
10000 events for L1 misses. For db, javac, and specJBB we measure the frequency of L1-
and L2-misses. Figure 4.1 and Figure 4.2 show the histogram of the 100 most contributing
load instructions for L1 and L2 cache misses.

The absolute number of events differs very much between these benchmarks: javac
has by far the lowest number of cache misses. This benchmark seems not limited by
memory bandwidth. db and specJBB exhibit roughly 2 orders of magnitude more cache
misses. Note that here we use a fixed sampling interval to be able to compare the number
of samples between programs.

The 100 most contributing load instructions produce 37% of the L1 misses in javac,
98% in db, and 55% in specJBB. The distribution of L1 cache misses is much more
uniform for javac. This type of application are in general harder to optimize for a JIT
compiler since it is not clear where to perform expensive optimizations.

The picture is different for long latency L2 cache misses. Figure 4.2 shows the same
information for L2 misses. There, the 100 most contributing loads are responsible for
74%, 99% and 85% of the events.

For db the distribution of L1 and L2 misses is quite similar – there are very few hot
loads. In javac, on the other hand, the L1 misses are generally distributed over the whole
program, whereas the L2 misses are slightly more localized. specJBB is somewhere in-
between, but more closer to db (except for the top instruction in specJBB that produces
an order of magnitude more L1 misses than the second most significant instruction). Es-
pecially in javac, the cache misses are spread out over a large number of load instruction
in different methods.

To further analyze the distribution of cache misses we computed the 80% quantiles
for each program and event.

Table 4.1 shows the total number of contributing load instructions (column 100%) and
the 80%-quantile of the distribution of cache misses. The third column for each program
shows the percentage of loads producing 80% of all cache misses relative to the total
population of load instructions.

We can clearly see that the programs fall into two categories: db and specjbb have a
high concentration of cache misses on relatively small number of load instructions: 4%
resp. 6% contribute to 80% of all L1 cache misses. The picture is similar with L2 misses
(4% and 3%). javac has a much more wide-spread distribution with a long, heavy-weight
tail. Here, 41% of all load instructions produce 80% of all L1 cache misses (23% for L2
misses).

For programs of the first category (db, specjbb) the JIT compiler can usually afford
to focus expensive optimizations on the few hot spots in the program. Program of the
second category (like javac) are in general hard to optimize in a dynamic compilation
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HPM event
db javac specjbb

100% 80% percent 100% 80% percent 100% 80% percent
L1 cache misses 571 21 4% 3172 1296 41% 8526 477 6%
L2 cache misses 295 13 4% 672 153 23% 2361 76 3%

Table 4.1: 80% quantiles for L1 and L2 miss distribution on load instructions.

environment because it is hard to get achieve a good trade-off between compilation time
and optimization benefit.

In general, this distinction is more critical for client applications where start-up perfor-
mance it critical. In long-running server programs the compiler would can usually spend
much more effort on optimizations without considering compilation time cost.

Previous research [24] shows a similar picture when looking at execution time spent in
individual method: javac has a much larger working set of hot methods than db or specjbb.
As a consequence it benefits much less (if at all) from the adaptive optimization system
found in Jikes RVM. In this work we are measuring cache misses instead of execution
time spent, but in general we make the same observation that programs with few hot
loads are easier to optimize for data locality and show a larger benefit than programs with
a more wide-spread distribution of cache misses.

Chapter 5 will discuss the impact of object co-allocation, an optimization to reduce
cache misses, on these programs in detail.

4.2 Data address distribution of memory loads

In Section 3.3.3 we showed how we can collect data address profiles with our system.
One application of the data address profiles is to determine where on the heap an appli-
cation performs its memory loads and stores or where cache misses do occur. There are
many possible properties we can count with data address profiles using HPM information.
Examples are:

� Counting access to stack versus heap variables.

� Counting access to short-lived and long-lived objects in a generational garbage col-
lector.

Some of these metrics like counting loads or stores could also be obtained with
software-only technique by instrumenting code, but using HPM information has the ad-
vantage that it does not require any instrumentation and offers a low measurement over-
head so that it is better applicable for online optimizations.

Here we use data address profiles to find out in which parts of the Java heap cache
miss and DTLB miss events occur most frequently.
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The Java heap in Jikes RVM consists of several logical spaces where objects are allo-
cated. The number and the configuration of the different spaces depends on the garbage
collector algorithm used. Here we only show the setting for the default generational col-
lector:

� VM space (boot): The core VM objects + code resides in this space. It is initialized
from the bootstrap image loaded at startup and contains VM internal code and data
structures only.

� Meta space (meta): All meta-data that is used by the memory management and the
GC is allocated in the meta space.

� Immortal space (immortal): It contains global VM-internal objects that are allo-
cated at run-time. They are not collected by the GC and reside in memory until the
VM terminates.

� Large object space (los): All large objects (� 8 KB by default) are allocated there.
It it managed by a separate GC optimized of large objects. The default GC is not as
efficient for large objects.

� Nursery object space (nursery): The generational GC initially allocates all objects
in the nursery space. By default this space is variable in size can grow until the
maximal heap size is exhausted. When this occurs the system triggers a nursery
GC). After a nursery GC cycle the remaining live objects are copied into the mature
object space.

� Mature object space (ms): After one garbage collection the live objects from the
nursery space are copied into the mature object space. It contains all objects that
are live for at least one GC cycle. Once the mature space exhaust the maximum
heap size, the GC starts a full-heap GC cycle. If the full-heap collection is done
with a semi-space copying collector (instead of the default mark-and-sweep GC)
the mature space is divided into two semi-spaces ss0 and ss1.

Each of the object spaces are placed at a fixed virtual address range, but they occupy
a variable amount of physical memory pages (up to the maximal heap size) depending on
how many objects are allocated. By looking at an object’s header address we can easily
determine in which space an object resides.

Figure 4.3 shows the distribution of memory loads on the Java heap. We see that
compress has almost no memory loads in the mature space (ms). On the other hand, db
and mpegaudio have a significant portion of loads from mature objects.

Note that an access to a stack variable (a local variable or a method parameter) appears
in the large object space, since each thread’s stack is allocated as a Java object (byte array)
in the LOS (default stack size is � 200 KB). It is possible to filter out stack variable
accesses by determining the address ranges of all stacks to divide the LOS into stack and
heap regions.
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Figure 4.3: Distribution of memory loads in the different VM memory spaces.

This explains the large number of loads in the LOS for many programs. Only com-
press actually deals with large arrays in the application code. For the other programs most
of those loads can be attributed to stack variables.

In our analysis and optimization we only focus on object in the normal heap (i.e. not
in the LOS). Therefore, we do not need to distinguish accesses to local variables.

4.3 Distribution of DTLB and cache miss addresses

Using the data address profile we can determine how many cache misses occur in each
of the Jikes RVM heap spaces. Figures 4.4 and 4.5 show the distribution of L1 and
L2 cache misses for the JVM98 programs. DTLB misses shown in Figure 4.6 have a
distribution very similar to L1 cache misses. They y-axis shows the absolute number of
events sampled. We used a fixed sampling period for each measurement (10K for L2
misses, 20K for L1 and DTLB misses and 200K for memory loads) to be able to compare
the numbers across different programs.

L2 cache misses are not significant for all other JVM98 programs except db. The db
benchmark exhibits by far the largest number of cache misses (L1 + L2). Only 16% of all
memory loads occur in the mature space (see Figure 4.3, but those 16% contribute 95%
of the total L1 cache misses, 99% of the L2 cache misses and 95% of the DTLB misses.
This indicates an exceptionally high cache miss rate for mature objects for db.

mtrt shows a similar, but less pronounced trend: Here, the mature space loads make
up 21% of all loads and cause 82% of all L1 cache misses, 75% L2 cache misses and 66%
of the DTLB misses.
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Figure 4.4: Distribution of L1 cache misses in different heap spaces.

The number of cache and DTLB misses in the mature space and the nursery can be
used to guide optimization decisions: A runtime system could improve data locality at the
place on the heap where most cache misses occur. Also, these numbers can be used to use
an appropiate allocation and garbage collection algorithm.

Our own experiences with data locality optimizations confirm the picture shown by
the distribution of cache misses: Section 5.1 covers object co-allocation which optimizes
data locality at GC time for objects in the mature space. The programs with a high miss
rate there also show most benefit from co-allocation.

4.4 Analysis of data cache misses with different GC algo-
rithms

In this section we look at two GC algorithms and study the performance difference be-
tween the two on the example of a memory-intensive benchmarks. We also show how
cache misses are distributed on the heap when using different garbage collection algo-
rithms.

We compare the two best performing generational collectors in the Jikes RVM: A
generational mark-and-sweep collector (GenMS) and a generational semi-space copying
collector (GenCopy). Now we take a closer look at the generational GC framework of
Jikes RVM. As described in Section 4.2 each of these two collectors divides the heap into
two spaces:
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Figure 4.5: Distribution of L2 cache misses in different heap spaces.
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Figure 4.6: Distribution of DTLB misses in different heap spaces.
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1. Young object space (aka. nursery)

2. Mature object space

The difference between the two GCs is the algorithm used for full-heap collections:

� GenMS uses mark-and-sweep for full-heap collections. On a full-heap GC it copies
objects from the nursery into the mature space which is managed by a free-list
allocator using different size classes for objects. This is the default “production”
setting in Jikes RVM. In general this is the most efficient configuration for small
applications and for small heap sizes.

� GenCopy uses a semi-space copying collector for full-heap collections. It allocates
mature objects continuously in the same way as young objects. This collector usu-
ally has more GC overhead (due to the additional space overhead of copying). On
the other hand copying the objects may provide a better performing data layout.
GenCopy is usually performing better when the heap size is large enough so that
only few GC cycles occur.

For this experiment we run JBB2000 which is a very memory-intensive benchmarks
and allocates a large number of objects. We can expect that GC has a significant impact
on overall performance for JBB2000.

First, we compare execution time of these two GC configurations. We break the total
execution time down into GC time and application time. Figure 4.7 shows total execution
time of JBB2000 broken down into time spent in the GC and time spent in application
code for the GenCopy and the GenMS collector. Here, we use a fixed maximum heap
size of 512 MB. Each result is the average of 5 runs. The 95% confidence intervals for the
execution times are less than 1s for all measurements. Overall execution with GenCopy
is on average 5.5 seconds (5.4%) faster than with GenMS.

Figure 4.8 shows the total execution time of JBB2000 with varying heap sizes. For
smaller heap sizes (up to 320M) GenMS outperforms GenCopy. Figure 4.9 shows the
GC overhead of both collectors: In general GenMS is faster at heap sizes � 320M. At
240M the GC overhead of GenCopy is 4x higher than with GenMS. (The data point for
GenCopy at 160M is missing since it did not finish due to an OutOfMemoryError.
The cross-over point for total execution time is at around 320M where GenCopy becomes
faster. GC time alone is similar at large heap sizes: From 400M heap size GenCopy is
between 9% and 15% faster than GenMS.

To find out where this performance difference comes from we look at the time spent
in actual application code and the time spent in the GC. Figure 4.7 shows the time time
spent in the application and in GC code in seconds.

Since data address profiles allow us to measure the direct impact of GC strategies not
only on the number but also on the distribution of cache misses we can directly observe
the characteristics of GC algorithms. Previous work indicates that copying GC algorithms
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Figure 4.7: Total execution time, GC time and application time for JBB2000 with the
GenMS and the GenCopy collector.
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Figure 4.8: Total execution time for JBB2000 with varying heap size.
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Figure 4.9: GC time for JBB2000 with varying heap size.

provide better cache performance than others [27]. We are using our HPM-generated data
address profiles to confirm these findings.

With a 512M heap GenMS spends on average around 7.3 seconds (7.2% of total time)
in the GC whereas GenCopy takes 6.9 seconds (7.2% of total). This means that even
though both collectors perform very similar with only 0.4s difference, the overall perfor-
mance of GenCopy is better by around 5.5s. One obvious explanation is the improved
data layout of objects on the heap due to the semi-space copying algorithm. Since we
have the possibility to directly attribute cache misses to memory addresses we can use
our HPM infrastructure to confirm this explanation.

Figures 4.10 and 4.11 show the distribution of L1 and DTLB misses with two different
generational garbage collectors with a fixed heap size of 512M. The total number of L1
cache misses with the GenCopy collector is about 6.5% smaller than with the GenMS
collector. The fraction of misses occurring in the mature space (ms) is very similar for
both configurations: 71.8% for GenCopy and 70.2% for GenMS.

The difference between the two garbage collectors is more obvious when looking at
DTLB misses1: In total, GenCopy has 18% less DTLB misses than GenMS. From the
stacked columns in Figure 4.11 we can see that almost all of these additional DTLB
misses with GenMS occur in the mature space: In total 65% of all DTLB misses occur in
mature space with GenMS, whereas only 59% for GenCopy.

Of course limiting the total heap to a smaller size helps the GenMS collector because
it has less space overhead compared to GenCopy, but this aspect is not central to this

1We also experimented with L2 cache misses, but due to hardware limitations of the P4 PMU the abso-
lute numbers for L2 misses were not meaningful for a direct comparison.
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Figure 4.10: Comparison between GenMS and GenCopy collectors: L1 cache misses
(absolute number of samples).

experiment where we assume plenty of free main memory. This is the reason we use a
fixed heap size of 512M for the experiments here.

These numbers clearly confirms the observation that the copying garbage collector
improves data locality in the mature space over the mark-and-sweep collector [27]. The
explanation for the increase of DTLB misses is that GenMS allocates mature objects in
size classes to limit fragmentation. Different size classes always start at separate 4K pages
and therefore objects that are connected by a reference and are accessed consecutively
may end up in different pages.

4.5 Summary

Method- or basic-block-level precision is often not enough to characterize the perfor-
mance behavior of complex Java application. We present how our HPM measurement
infrastructure can be used for detailed instruction-level performance analysis. First, we
are able to identify performance-critical load instructions that miss the cache frequently.
Applications show a large variation in the distribution of cache misses over the program
code. Some exhibit few hot-spots on which the compiler can focus optimizations. Other
applications show a more uniform distribution and are hard to optimize for a JIT compiler
that has to weigh optimization cost versus performance benefit.
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Figure 4.11: Comparison between GenMS and GenCopy collectors: DTLB misses (ab-
solute number of samples).
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Using HPM event sampling we can not only collect instruction-address profiles, but
also - if the hardware allows - data address profiles: Using the infrastructure presented in
Chapter 3 we measured data address profiles for different Java applications on an IA-32
(P4) platform. Data address profiles allow to relate HPM events to memory addresses.
This enables us to locate HPM events in memory and to identify performance-critical
data structures in a program. Data address profiles are a very useful tool to characterize
the performance behavior of a program at a detailed level. We show which metrics can be
obtained using data address profiles and how events (memory loads, data cache misses,
DTLB misses) are distributed in the different regions the Java heap.

One important application of performance analysis using data address profiles is to
predict how successful a data locality optimization will be on a given application. For
instance, if the an optimization targets objects in the mature space and the vast majority
of cache misses occur in the nursery space or vice versa, we cannot expect a substantial
improvement in performance.

Finally, we present a detailed performance analysis of different GC algorithms in Jikes
RVM and confirm earlier results [27] by directly observing the effect of GC strategies on
data locality using data address profiles. The key difference to previous work is that we
can actually measure cache misses within different regions of the Java heap. Previous
work could only speculate about the speedup or slowdown of a specific GC algorithm due
to data locality.



5
Optimizations using HPM

feedback

This chapter describes two optimizations that use HPM feedback to guide optimization
decisions. First, Section 5.1 presents object co-allocation, an online optimization to im-
prove data locality in a Java VM.

Section 5.3 shows how HPM data can be used to improve loop unrolling heuristics in
a high-performance static compiler. We use an off-line approach to show the potential of
using HPM feedback for loop unrolling. The primary goal of this study is to show how
much static heuristics can be improved by using HPM feedback.

5.1 Coallocation guided by HPM feedback

In this section we present object co-allocation as an example optimization for data local-
ity that applies the gathered HPM performance data in a modified generational garbage
collector [85].

Java applications often suffer from irregular memory access pattern due to the use
of many objects and references. Typical Java programs contain many access path expres-
sions (like a.b.c). Following such chains of references can cause performance problems
if the objects involved are distributed on the heap in an unfavorable way.

Object co-allocation tries to improve the situation by detecting the most critical refer-
ence chains and re-ordering objects toward a more cache-friendly data layout.

5.1.1 Analysis

Objects that have a reference between them are often accessed at the same time. A fre-
quently occurring example is a String object with its internal representation contained
in a separate char[] array object. If such two objects are placed in different cache lines
or different memory pages there may be an additional performance penalty due to cache
or TLB misses when performing some operation on these objects.

59
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Size classes
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Figure 5.1: Heap structure without coallocation.

The Jikes RVM uses a generational mark-and-sweep (GenMS) algorithm for GC. This
approach is usually fast and has low space overhead compared to a pure copying collector.

One drawback of the GenMS algorithm is that mature objects are often placed in
a sub-optimal layout with respect to cache performance. Objects are allocated in size
classes to limit heap fragmentation, and they are not moved as in a copying GC.

Figure 5.1 shows objects on the heap using the default allocation algorithm. The
downside of this allocation strategy is often poorer cache performance: Objects that are
accessed consequently in time may end up allocated in different size classes (and there-
fore, in different memory pages).

Section 4.4 showed that the GenCopy algorithm provides better data locality whereas
the GenMS collector has less GC time overhead. From this observation we can conclude
that a combination of these two properties may yield a speedup over both approaches (i.e.
best of the two). Object coallocation tries to achieve this goal by placing object which are
frequently missed in the cache adjacently in memory.

5.1.2 Approach

Co-allocation allocates selected pairs of objects together in one size class. It allocates
two objects �� and �� where �� has a reference field pointing to �� (���� �� ��) in one
contiguous memory block.

A typical Java access path expression ������ is translated into two getfield operations
by the bytecode-to-IR translator:

I1: t1 = o1.x;
I2: t2 = t1.y;
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Size classes
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Figure 5.2: Heap structure with coallocation.

If both indirect loads access the same cache line we can avoid a cache miss on the second
indirect load I2. This indicates that coallocation works best for small enough objects
where

������� � ������� � �������������

There is less or no benefit if the object’s size exceeds the size of a cache line (������� �
������������ or ������� � ������������). Coallocation may or may not improve
performance in this case depending on the alignment of the objects. Also, objects refer-
enced by an array cannot be co-allocated. The compiler can in general not know which
array elements to co-allocate.

Figure 5.2 shows an abstract model of the heap after performing coallocation. Objects
that are accessed consequently and cause a large number of cache misses are allocated
together in the same size class. Since the CPU fetches whole cache lines from main
memory we get an implicit prefetching of the co-allocated object.

For larger objects and arrays, software prefetching [17] would be a promising candi-
date to hide the potential load latency since there is no restriction on the size or on the
layout of the objects.

The GenMS GC in our system does bump-pointer allocation for young objects and
copies matured objects into the mark-and-sweep collected mature object space. Tenured
objects are managed using a free-list allocator that allocates objects into 40 different size
classes up to 8 KBytes (=VM default setting) to minimize heap fragmentation. Larger
objects are handled in a separate portion of the heap called the large object space (LOS).

The GenMS GC offers better space efficiency than a pure copying GC (no copy re-
serve needed). On the other hand a copying GC is known to generally enhance data
locality as we have already shown in Section 4.4. The goal of our co-allocation is to
combine those two advantages, i.e. having a space-efficient GC that provides good data
locality automatically by using feedback from the hardware.
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We use cache misses as a simple metric to decide which objects to co-allocate. This
is only an approximation since not every cache miss actually degrades performance: The
compiler and/or the hardware may be able to completely overlap the miss latency with ex-
ecuting other instructions. Unfortunately, it is not possible to collect detailed information
about actual data stalls on the P4.

The online optimization consists of three parts:

1. Filtering of instructions of interest at method compilation time

2. Monitoring cache misses for individual classes and references

3. Nursery tracing algorithm that support co-allocation

The first part is performed for each method compiled by the opt-compiler. As a con-
sequence the monitoring system does not consider instructions in non-optimized methods
which are only compiled by the baseline compiler. However, this is not a major limita-
tion since those methods are rarely executed (otherwise they would be selected for re-
compilation by the JIT). Part two is done concurrently to the execution of the application.
The sample collector thread periodically invokes the monitoring module that performs
the bookkeeping and translates the raw data. The third part is implemented in the garbage
collector where the cache miss data about field references are used to guide co-allocation.
The following sections describe each of these three parts in more detail.

5.1.3 Mapping cache misses to object references

For each method that is compiled with the opt-compiler (as selected by the AOS) the
sample collector thread performs an additional pass to filter out instructions that must
be monitored for cache misses in the HPM module: we are interested in reads/writes to
objects that are referenced from another heap object.

From the raw HPM samples alone we can find out the type of object (e.g. char[])
where a cache miss occurred. To be useful for optimization we need to retrieve more
context information about these load instructions. For example, if we measure many
cache misses on char[] we would like to know which array was actually accessed.

Initially, the compiler creates a mapping of instruction pairs: For each heap access
instruction S it checks if the target address is loaded from a field variable f (also located
on the heap). If yes, it saves a tuple (S, f). The motivation is that co-allocating the parent
object with the child object increases the chance that both objects lie in the same cache
line. This way the child object is implicitly prefetched when accessing the parent object.
The opt-compiler computes these tuples by walking the use-def edges [19] upward from
heap access instructions (field/array access, virtual calls and object-header access).

Figure 5.3 shows an example access path expression with its Java bytecode. Our anal-
ysis would create a mapping with instruction and field y (I3, A::y). For illustration we
show the bytecode here - internally we actually use the actual high-level IR instructions
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class A { void foo() {
A x;
A y; ... = p.y.i;
int i;

} }

I1: aload_2 // Local var p
I2: getfield y; // Load field y
I3: getfield i; // Load field i

Figure 5.3: Example bytecode for expression p.y.i.

that correspond to the bytecode. If we encounter a miss on I3 (load of field i), we in-
crease the event count for associated reference field (A::y). We keep a per-reference
event count which tells the runtime system how many misses occurred when dereferenc-
ing the corresponding access path expressions.

In general, for all indirect memory loads we would like to find where the load address
(reference) originated from. The compiler can obtain this information by looking at the
IR and the control flow graph and computing the reaching definitions of the reference
operand of the indirect load in question. Since our IR is already in SSA form [43], we
just have to search backward in the SSA graph to identify the definitions of the reference
operand and examine the defining instruction. There are 4 categories of instructions that
can define an reference operand:

1. aload: Load from local variable or parameter

2. getfield, [iabjc]aload: Heap object/array load

3. getstatic: Load from global (=static) variable

4. �-function: In case of multiple reaching definitions.

For co-allocation we are only interested in loads that have their address defined by
a getfield operation. In case we encounter a �-function, we recursively process the
�-operands to search for all normal definitions.

5.1.4 Assigning weights to references

Once we identified all candidate loads we have a set of tuples that contain all references
expressions that are candidates for co-allocation. This is done at compile-time.

During run-time we process HPM samples and assign cache misses the candidate
expressions. On each cache miss we distribute a weight of 1 onto all matching candidate
expressions.
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Figure 5.4: Heap structure in the SPECJVM98 db benchmark.

For determining which reference field a cache miss should be attributed to, we have to
analyze the program code and look at potential candidate load instructions. A cache miss
sample is attributed (fully or partially, in case there are multiple definitions reaching the
candidate load instruction) to a reference fields f if the source instruction S is among the
instructions of interest (i.e. a mapping (S, f) exists).

Figure 5.4 shows a part of the heap for the JVM98 db benchmark. Each of the edges
represents a reference field. Cache misses are attributed to these references. Basically,
each edge is annotated with a weight corresponding to the number of cache misses occur-
ring when accessing that object.

Figure 5.6(a) shows an indirect load ��.z and the single definition of its address
operand ��. When a cache miss occurs at that load, the compiler assigns it to the reference
x that points to the missed object ��.z.

Figure 5.6(b) shows an indirect load ��.z where the base address a is defined by an
indirect load (either p.x or q.y). Here, the compiler cannot attribute the cache miss at
a.z uniquely to one reference because there are more than one definitions of the base
address of the target object a.

In this case we assign fractional weights to each of the references according to the
edge profile information. In Figure 5.6, the weight for p.x would be

������ � ����

For q.y we have
������ � ����
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AssignWeights(LoadInst �)

�� AddressOperand(�)
AssignWeightsRecursive(�, �)
return

AssignWeightsRecursive(Opnd �, float � )

	� def(�)
if 	 is normal def and 	 is getfield then

Weight[FieldDesc(	)] += �
else if 	 is �-function then

for all � in �-operands(	) do
AssignWeightsRecursive(�, � � ��������������� � ��� � ��������)

end for
else
�Don’t care for other defs (e.g., parameters, locals, statics vars)�

end if
return

Figure 5.5: General algorithm for assigning weights to field references using SSA form
and the existing edge profile information.

If no edge frequencies are available, we fall back to default heuristics: e.g. give weight
0.5 for each path in an if-else-region or assume a loop body is executed a fixed number of
times.

Figure 5.5 shows the general of assigning a weight to all candidate expressions in
pseudo-code: Initially we invoke the function �������������� ���! with a weight
of 1. If an indirect load address has �� 2 definitions (i.e. it is defined by a �-function)
we have to recursively follow all use-def edges backward and assign fractional weights
according to the corresponding CFG edge frequencies.

The auxiliary function �		��������	 returns the address operand of a load in-
struction. "� returns the defining instruction of an operand, and #��	"�� gives the
Java field descriptor for a Java getfield instruction.

However, in reality the case of multiple (non-phi) definitions is rare. When looking at
all SPECJVM98 [83] programs, only 5% of the indirect loads have �� 2 definitions of
the load address. 95% have only a single reaching definition of their address operand.

Since we can only compute reaching definition within one method, this approach is
limited to method boundaries. This means, that the source of reference operands defined
by method parameters cannot be identified. If the definition of an address operand is
unknown, the system just skips monitoring cache misses for this load instruction. Ag-
gressive inlining as performed at the highest optimization level in many JIT compilers
may improve the situation in such a case.
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Figure 5.6: CFG with an indirect load instruction where the base has one (a) and two
definitions (b). In Figure (b), the edged are annotated with their execution frequencies ��

and �� taken from the edge profile information.

Class Field Type Weight
Vector elementData Object[] 1866
String value char[] 1852
Entry items Vector 1111
Database index Entry[] 853
Vector$1 this Vector 37
... ... ... ...

Table 5.1: Sampled weights for field references in SPECJVM98 db when monitoring L1
cache misses.
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5.1.5 Online monitoring

Currently, we set the system up to monitor events in application classes only and exclude
events occurring inside VM code1. This is not a limitation of the monitoring system itself,
but just because the optimization only deals with objects allocated in the user application
code.

If there are multiple reference fields in a class that are potential candidates for co-
allocation, the system selects the one with the largest weight. To make sure that the
weights reach a stable state we require that a certain threshold of cache misses is measured
for a reference before co-allocation is enabled. We experimentally determined that a hot-
reference threshold of 100 samples per reference field already yields stable results and
also gives a short enough “warm-up” period so that coallocation can be applied early
during the program execution.

The rate of events for each reference field is measured throughout the execution and
this allows detecting phase changes in the execution or checking whether an optimization
decision by the JIT or the GC had a positive or a negative impact. On many platforms,
the effect of a data locality optimization is difficult to predict in general. A system that
includes feedback based on a performance monitoring unit allows an assessment of the
effectiveness of an optimization step. If the transformation improved performance, the
system can proceed normally. If the transformation reduced performance, either a differ-
ent optimization step can be performed or it is possible to revert to the old code.

5.1.6 Nursery tracing with co-allocation

When the GC encounters an object that contains reference fields during performing a
nursery space collection it checks if it is possible to co-allocate the most frequently missed
child object: we have to check if both objects together do not exceed the size limit for the
free-list allocator. Object larger than this limit are allocated in a separate large object
space. The VM keeps a list the reference fields for each class type sorted by number of
associated cache misses.

Figure 5.7 shows the GC tracing procedure with co-allocation in pseudo-code. For
simplicity and better understanding we omit details of the copying process and all the
synchronization code that is necessary for multi-threaded tracing in the GC. The method
traceObject traces each object and if necessary copies it from the nursery space. It
takes an object reference as input parameter and returns an object reference. If an object is
already copied, the function just returns the copy. Otherwise it creates a copy and returns
it.

For objects that have a reference to a co-allocated object, we perform three checks:

1. The reference has to be non-null.
1Since Jikes RVM is written in Java itself we could analyze the performance of the VM code in the

same way as we do for the Java application running in the VM. However, in this work we only focus on the
performance behavior of application code.
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2. The sum of the sizes of both objects has to fit into the largest size class (� MAX-
SIZE)

3. The co-allocated object has to reside in the nursery space since it might be already
copied or co-allocated with another object.

If all three checks succeed, the function copies the first object and co-allocates the second
object. The helper functions Copy and CopyAndCoallocate (not shown here) perform the
low-level copying operations (memory allocation, address calculations, memory copy). If
one check fails, the function just continues and treats the object as a normal object.

The function SetForwardingPointer marks an object in the from-space as forwarded
and stores a pointer to the new copied object. GetForwardingPointer returns the forward-
ing pointer of a forwarded object.

After an object has been copied it is entered into the tracing queue (using the helper
function Enqueue) so that its references are scanned later.

When deciding to co-allocate two objects the GC just requests enough space to fit both
objects. They will be assigned to the appropriate size class by the free-list allocator that
manages the mature space. Without co-allocation the objects may - depending on their
size - end up in different size classes.

Note that co-allocation may increase internal fragmentation because there is only a
limited number of size classes (40 in the default allocator) that do not cover each size
exactly. The actual results depend on how co-allocated objects fit into their assigned size
classes, but in general the application will use slightly more memory with co-allocation.
For a very tight heap size this may even degrade performance since there may be more
garbage collections.

By using the GenMS collector with co-allocation we combine space-efficiency and
good data locality. None of the existing collectors provides this combination. Of course
an optimized static copying strategy could achieve a similar benefit in many scenarios
[76], but adapting to an individual application’s memory access pattern proved to be im-
portant [58], and it has been shown that data locality optimizations often help in some
cases and hurt in others. Detecting those cases at run-time is a strong argument for using
performance counters for guidance.

5.2 Experimental evaluation of object co-allocation

In the following section we study the effect of object co-allocation on a set of Java bench-
marks. We compare the baseline with our co-allocating GC in different configurations
and use cache misses to guide the optimization.
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1 O b j e c t R e f e r e n c e t r a c e O b j e c t ( O b j e c t R e f e r e n c e o b j e c t ) �
2
3 O b j e c t R e f e r e n c e newObjec t = n u l l ;
4 i f ( c u r r e n t s pa ce i s from�s p ac e )
5 re turn o b j e c t
6
7 i f ( i s F o r w a rd e d ( o b j e c t ) )
8 re turn G e t F o r w a r d i n g P o i n t e r ( o b j e c t )
9

10 i f ( Type ( o b j e c t ) . h a s C o A l l o c a t i o n ( ) )
11 �
12 c o a l l o c O b j e c t = R e f e re n c e t o co�a l l o c a t i o n c a n d i d a t e o b j e c t
13 i f ( c o a l l o c O b j e c t ! = n u l l &&
14 Address ( c o a l l o c O b j e c t ) i s i n nu r s e r y�s pa c e &&
15 S i z e ( o b j e c t ) + S i z e ( c o a l l o c O b j e c t ) � MAXSIZE)
16 �
17 newObjec t = CopyAndCoal loca t e ( o b j e c t , c o a l l o c O b j e c t )
18 ne wOb je c t Coa l loc = O b j e c t R e f e r e n c e . f romAddress ( Addres s ( newObjec t )
19 + S i z e ( o b j e c t ) )
20 S e t F o r w a r d i n g P o i n t e r ( c o a l l o c O b j e c t , ne wC oa l l ocO bje c t )
21 Enqueue ( new Coa l l oc Obj ec t )
22 �
23 �
24
25 i f ( newObjec t = = n u l l )
26 newObject = Copy ( o b j e c t )
27
28 S e t F o r w a r d i n g P o i n t e r ( o b j e c t , newObject )
29 Enqueue ( newObjec t )
30
31 return � newObject �
32 �

Figure 5.7: Nursery tracing procedure with co-allocation.
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5.2.1 Experimental platform

We carried out our experiments on a 3 GHz Pentium 4 (Prescott) with 1M L2 cache and
1 GB of main memory. The L1 cache for data is 16K. One cache line contains 128 bytes.
The P4 has an out-of-order execution engine and can issue several instructions in parallel.
It also includes hardware-based prefetching of data streams.

The system runs a Linux 2.6.16 kernel with the Perfmon2 patches and the correspond-
ing libpfm library (version 3.2).

Our Java virtual machine is Jikes RVM version 2.4.2 [22, 21].

5.2.2 Methodology

The baseline to which we compare our measurements is the “FastAdaptiveGenMS” build
configuration of Jikes RVM which is in general the most efficient configurations (default
“production” build). It includes the adaptive optimizing JIT compiler [24] and a genera-
tional garbage collector with an Appel-style variable size nursery [23]. The mature space
is managed by a mark-and-sweep collector. This collector is included with MMTk [28] -
the garbage collection framework that comes together with the Jikes RVM.

All timing results are averages over 5 executions. Within each execution we perform
3 runs of a benchmark and report the timing of the third iteration. We choose this scheme
to exclude compilation time overhead because the large majority of methods are compiled
and optimized during the first iteration of a program execution. Running more iterations
(� 3) did not yield any further convergence of execution times for our set of programs.
In general we follow the measurement protocols employed in previous work with Java
virtual machines [58, 68].

JIT compiler configuration

In our experiments we use two compiler configurations: the pseudo-adaptive configura-
tion and the adaptive configuration which is the default configuration of Jikes RVM.

We use the pseudo-adaptive configuration for the Jikes JIT compiler for all experi-
ments except where explicitly noted differently. Each program runs with a pre-generated
compilation plan. This technique, also known as “replay compilation” [58], ensures that
the compiler optimizes exactly the same methods and the variations due to the adap-
tive optimization system are removed. This setting almost completely eliminates non-
determinism introduced by the adaptive optimization system. With this configuration the
standard deviation in our measurements is negligibly small. As a baseline we choose the
compilation plan with the fastest execution time of the unmodified JVM out of 5 execu-
tions.

For the evaluation of the total speedup we use the adaptive configuration. It does not
use replay compilation, but instead uses the adaptive optimization system [24] to decide
which methods should be recompiled during execution. Therefore it is non-deterministic
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in contrast to the pseudo-adaptive configuration. The variance of the resulting execution
times is significantly larger here, and we show confidence intervals for these measure-
ments. This setting tries to present results as close to a real-world scenario as possible
[30]. We use it to validate results previously obtained with the pseudo-adaptive configu-
ration.

Sampling period

We use the adaptive sampling interval as shown in Section 3.4.3 for evaluating execution
time. When measuring the number of events (like L1 cache misses) we use a fixed sam-
pling interval to be able to compare the absolute number of samples between program
runs.

With a sampling approach the choice of an appropriate sampling interval is critical.
The interval should be fine-grained enough to give a statistically representative picture
of the program behavior. But, since we are performing the sampling during program
execution the overhead should also be reasonably low. As shown in Chapter 3 the runtime
overhead is proportional to the number of samples collected by the VM. From the results
in Section 3.4.3 we can see that the monitoring overhead up to 2000 samples/sec is below
1% which is reasonably low for an online optimization. For our measurements we choose
2000 samples/sec as the maximum sampling rate 2.

The sampling interval for the online performance monitoring is randomized by peri-
odically changing the lower order bits randomly (8 bits in our configuration). As shown
in Section 3.5, this prevents measuring biased results by sampling some locations more
often than with true random sampling.

5.2.3 Benchmark programs

The different benchmarks are listed in Table 5.2.

For the SPEC JVM98 [83] programs we are using the largest input size. We performed
3 iterations of each benchmark during each execution and took the time of the last iteration
to approximate steady-state performance.

For the DaCapo programs [26] we used the “default” input size3. Like with JVM98
We also perform 3 iterations per run and report the times for the third iteration.

PseudoJBB is a version of SPEC JBB2000 [84] with a fixed number of transactions to
measure execution time instead of transactions per second. For pseudoJBB we perform
report the average total execution times because this benchmark uses a different mea-
surement harness for execution. Since this benchmark has an execution time of over 1.5
minutes, the compilation time overhead is negligibly small.

2In practice we found that a value of 1000 samples/sec already provides very good accuracy and low
overhead for all benchmarks programs.

3The programs chart, eclipse and xalan were excluded because they are not compatible with version
2.4.2 of Jikes RVM.
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db

Programs from the SPEC JVM98
benchmarks [83] with the largest
workload (s=100) repeated 3 times.

mtrt
compress
jess
javac
mpegaudio
jack
antlr Programs from the DaCapo

benchmark suite (version 10-2006
MR-2) [26].

bloat
fop
hsqldb
jython
luindex
lusearch
pmd
pseudojbb This is a version of SPEC JBB2000

[84] with a fixed number of trans-
actions (n=100000, max 6 ware-
houses).

Table 5.2: Benchmark programs.

5.2.4 Number of co-allocated objects

Figure 5.8 shows the number of co-allocated object for different sampling intervals using
a logarithmic scale. There are 2 programs (compress and mpegaudio) where no objects
are co-allocated. They allocate mostly large objects which are placed in the separate
large-object space by the allocator or only allocate few objects. Therefore, they have no
candidate objects for co-allocation.

The programs with a large number of co-allocated objects (db, pseudojbb, hsqldb,
luindex and pmd) are less sensitive to the choice of the sampling interval: The largest
interval is enough to cover most objects. In the remaining programs the number of co-
allocated objects is several orders of magnitude lower, and co-allocation is more sensitive
to the choice of the sampling interval.

5.2.5 Performance impact of co-allocation

Figure 5.9 shows the number of L1 cache misses with co-allocation in the GC turned on
relative to the baseline using a large heap size. In Figure 5.10 we summarize the impact
on application performance using a range of heap sizes (1-4x minimum heap size).

There is a noticeable reduction in L1 cache misses using HPM-guided co-allocation
for several programs (jess, db, pseudojbb, bloat and pmd). mpegaudio shows varying
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Figure 5.8: Number of co-allocated objects at different sampling intervals (heap size = 4x
min heap size).

numbers (from -6% to +5%) that are not due to co-allocation (no candidate objects), but
rather show influences from the event monitoring and processing. There is little or no
effect on the other programs. From all benchmarks db gets the most benefit: 28% fewer
L1 cache misses. This benefit translates into an execution time reduction of up to 14%.

The reduction on L1 misses for jbb, one of the most memory-intensive programs from
this suite, is only between 2 and 6%. The resulting speedup is up to 2% for large heaps.
Here we observe that there are many frequently missed objects (2.4 million objects were
co-allocated) and that the majority of those objects are relatively large (long[] arrays
with a size of �128 bytes). As a consequence, optimizing for reduced cache misses at
the cache-line level does not yield a significant benefit for this program. (Using DTLB
misses as driver for the optimization decisions does not improve the results since it results
in co-allocating the same types of objects.)

As shown in Section 5.2.4 the number of co-allocated objects is rather small (in the
order of thousands) for most JVM98 benchmark program. This is the reason why the
impact on L1 cache performance is also small (except for db)

This indicates that there are not many mature objects that cause frequent cache misses:
These programs have relatively small working sets and/or many young objects that do not
benefit from better spatial locality in the mature space.

Overall, three programs (db, pseudojbb, bloat) show a speedup, and 7 programs are
slightly slowed down by using dynamic co-allocation. The worst case for large heaps is
javac with -2.1% which is in part due to the monitoring overhead (reported in Figure 3.6).
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Normalized L1 cache misses
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Figure 5.9: L1 miss reduction with co-allocated objects (heap size = 4x minimum heap
size).
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Figure 5.10: Execution time relative to the baseline for different heap sizes (heap size
from 1-4x min heap size) with pseudo-adaptive compilation.
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In Section 4.1 we showed that javac has its cache misses spread over a large number of
instructions. Our results with co-allocation seem to confirm that these types of programs
are harder to optimize than programs like db or pseudojbb that exhibit few hot load
instructions.

Note that monitoring is turned on throughout the whole execution even when no can-
didate objects are found. The performance for the programs where no objects are co-
allocated could be improved reduced by turning off monitoring after no candidate object
have been found.

For small heaps sizes the picture looks different. db is the only program that still
shows a speedup at minimum heap size (9.3%). Generally, co-allocation yields better
results at larger heaps because it may increase the load on the garbage collector in a tight
heap scenario: The larger the allocated chunks the more internal fragmentation exists due
to the limited number of size classes in the free-list allocator. This space overhead may
result in additional GC cycles to be performed. When running at the minimum heap size
this space overhead factor gets more dominant and almost all programs are either slowed
down or have a smaller speedup (e.g., db) with co-allocation.

This additional GC cost plus the monitoring overhead is mostly responsible for the
slowdown of the programs where co-allocation does not succeed.

Effect of adaptive compilation

We also measured performance without pseudo-adaptive replay compilation to assess a
more real-world scenario and confirm that replay compilation provides a realistic picture
of the performance behavior.

For this experiment we show the numbers for the SPEC JVM98 benchmarks and pseu-
dojbb benchmarks4. We also invoke each benchmarks multiple times within one JVM
invocation to separate startup and steady-state performance. We also show the 95% con-
fidence intervals in this plot since the variations in execution time are noticeable when
not using replay compilation. The confidence intervals allows to judge which results are
statistically significant [50].

Figure 5.11 shows the resulting relative execution time speedup. The average speedup
over all programs is close to 3%, but only for db and pseudojbb the confidence intervals
of base and co-allocation do clearly not overlap, which indicates that there is a significant
speedup for these benchmarks.

For compress, mtrt and jack average speedups between 1% and 5%, but for these
programs also the confidence interval is almost as large as the average speedup. For jess,
javac and mpegaudio we measure no effect to up a slowdown of 2% in the worst case
(mpegaudio). Also here, the confidence interval is larger than the average difference. In
general, the adaptive JIT compilation increases the variance of the execution time con-
siderably. For the programs with such a large variance, we cannot clearly determine the

4Jikes RVM 2.4.2 had some stability problems when running the Dacapo programs with the adaptive
configuration
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Figure 5.11: Execution time relative to the baseline with the adaptive configuration (de-
fault heap size and no compilation plan

effect of co-allocation, and it should be considered inconclusive.

However, the general trend of the results is the same as in the pseudo-adaptive con-
figuration: We definitely see a 3% speedup for pseudojbb and a 16% speedup for for
db. Those numbers are slightly different than the results with the pseudo-adaptive con-
figuration (14% for db, 2% for pseudojbb). The average performance of the adaptive
configuration is slightly better than the pseudo-adaptive configuration because we use the
best-performing compilation plan as a baseline in Figure 5.10.

This confirms that the use of replay compilation shows realistic performance behavior.
The results from Section 5.2.5 match the numbers with adaptive recompilation closely,
but exclude the large variations in execution time found with the adaptive compilation
configuration.

Co-Allocation vs. Copying GC

Figure 5.12 analyzes the performance of db in more detail. Now we compare a gener-
ational copying (GenCopy) collector versus the generational mark-and-sweep (GenMS)
with object co-allocation. As described in Section 4.4 the GenCopy collector generally
improves spatial data locality in the mature space over a non-moving collector - on the
other hand it has a larger GC cost at small heap sizes [27]. The performance numbers for
db confirm this observation.
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Figure 5.12: GenCopy vs GenMS with co-allocation

At a heap size of 28MB (smallest possible for GenCopy5) we see a speedup of 18%
when enabling co-allocation with GenMS versus GenCopy alone. The default GenMS
collector (without co-allocation) is in between with 4% speedup vs GenCopy.

The larger the heap gets, the better GenCopy performs relative to the other collectors.
From a heap size of 32M up to 40M GenCopy becomes 6% to 9% faster than GenMS.
But the interesting observation here is the co-allocating GC consistently outperforms both
others (by 8% and 16% at 40M). This indicates that the GenMS collector with object co-
allocation can combines good data locality with space-efficiency in one system.

5.2.6 Runtime feedback

To actually guide optimization automatically a VM needs accurate feedback. Figure 5.13
depicts two types of data that we collect for programs, here shown for the db benchmark:
Figure 5.13(a) shows the cumulative total count of L1 cache misses when dereferencing
the field String::value. The sharp bend for “dyn-coalloc” occurs exactly when the
co-allocation is switched on. The stepwise-constant shape of the measurement is caused
by our batch-processing of samples in the monitoring module.

5The data points for at 20 and 24MB are missing for GenCopy because it needs at least 28MB to execute
whereas GenMS only requires a heap size of 20MB.
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Figure 5.13(b) shows the L1 cache miss rate over time. It is locally quite volatile
(in part also due to our monitoring infrastructure), but we can see the drop in the miss
rate at the same time as in Figure 5.13(a) when co-allocation becomes active after the
“warm-up” phase. The bold lines show the actual measured values. In addition we plot
the moving average over the last 3 periods for both versions as thin lines. This metric
follows the general trend without heavy local fluctuations. The precise association of
the miss events with object types and references allows the VM to assess the effect of
individual optimization decisions: in this case the internal char[] was co-allocated with
the String object which resulted in a total reduction of misses on those objects by
around 60%.

For long-running application the VM also needs to detect when an optimization has a
negative effect on overall performance. To illustrate such a situation we show the cache
misses over time when the GC happens to perform a poorly performing optimization in
a controlled setting. For this experiment, we set up the system to perform the “opposite”
of co-allocation: instead of co-allocated objects we explicitly allocate them in different
cache lines.

Figure 5.14 shows the cache misses over time for String objects in db starting out
with a good allocation order. We then instructed the GC manually to place up to 128 bytes
(the size of a cache line) of empty space ) between the String and the char[] objects
- effectively undoing the originally well performing setting. Monitoring the cache miss
rate for individual classes allows the system to discover that this transformation does not
improve or degrades performance. After several measurement periods it triggers a switch
back to the original configuration. Currently, a simple heuristic is used to determine when
to switch, and we are still investigating suitable settings.

Also, mature objects that are already co-allocated remain in place - only newly pro-
moted objects will follow the new copying policy. Figure 5.14 shows the effect on the
miss rate after switching back to the original allocation policy; the miss rate returns to
its old value. We did not see such a situation where undoing co-allocation was neces-
sary during our experiments with co-allocation – this may be more important for other
optimizations.

5.2.7 Summary

Object co-allocation is a technique to improve the data locality of objects on the heap. We
show how to use together with HPM feedback to optimize access to objects in the mature
object space of a generational garbage collector.

The HPM samples are mapped to individual Java bytecodes. From there we can de-
duce higher-level information such as the object type involved. We perform a data-flow
analysis on the CFG to find pairs of heap accesses that qualify as candidates for co-
allocation.

When collecting data from the HPM we annotate those candidates with cache miss
information and use this information to decide to co-allocate the objects where many
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cache misses occur If edge profile information is present in the IR, it is also used to
correctly assign weights to different candidate instructions when necessary,

Pure copying GCs provide better good data layout, but they suffer from high GC
overhead (especially for small to medium heap sizes). We use a hybrid (generational
mark-and-sweep) collector extended with co-allocation. By combining co-allocation with
a space-efficient generational GC we achieve the best of two worlds: low GC overhead
and improved data locality.

We show that instruction-level HPM information can be used to guide online ob-
ject co-allocation in a generational GC. With this combination we can combine a space-
efficient GC with good data locality.

For a variety of benchmarks we see a speedup of up to 16% (average 3%). The number
of co-allocated objects varies a lot between different programs. Only programs with a
significant number of objects in the mature object space have a large number of candidates
for co-allocation.

For several programs we see a significant reduction of cache misses, but they do not
show a corresponding speedup in execution time. We do not have a conclusive answer for
this phenomenon, but there several possible reasons it: First, the latency of some of the
misses may be hidden by the out-of-order execution hardware. Another reason is that the
benefit of co-allocation is compensated by the slightly increased GC activity. This effect
gets larger as the heap size becomes smaller as we see on the measurements with different
heap sizes.

Not all applications are good candidates for co-allocation since this optimization only
improves data locality for long-living objects in the mature object space. If a program
mostly allocates young objects, co-allocation will little chance of improving performance.
On the other hand such an application also will not experience a noticeable slowdown
because the overhead of online performance monitoring is really small with around 1%
on average.

The advantage of online performance monitoring is that we detect cases where co-
allocation will not be successful: In Chapter 4 we presented how to use HPM data to
analyze the performance behavior of Java applications in detail with data address profiles.
This allows us to predict if co-allocation will be successful in reducing cache misses by
counting the cache misses in the mature object space. Co-allocation could be disabled for
applications with few cache misses in the mature object space. A more general application
would be to dynamically select suitable optimizations for individual applications in the
JVM.

Another advantage of online monitoring is that it allows the VM to observe the effect
of an optimization. In some cases we see that co-allocation reduces the number of cache
misses occurring at some objects (e.g., char[] by up to 60%. However, if the appli-
cation experiences a negative effect as a result, the VM can decide to switch off badly a
performing optimization. This system is a step into an performance-aware runtime envi-
ronment that can judge which optimizations actually bring benefits and which do not.
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5.3 Loop unrolling using HPM feedback

In this section we look at a different kind of information from the hardware performance
monitors. Object co-allocation presented in Section 5.1 uses data cache misses as a source
of feedback. The second case study presented here shows how to use front-end stall
cycle events (caused by instruction cache misses or branches) to improve loop unrolling
heuristics.

5.3.1 Background

Loop unrolling [44, 73, 89] is a common program transformation found in almost all
modern optimizing compilers. Loop unrolling is very effective since many programs
spend a large portion of their execution time inside loops There are two main benefits
from loop unrolling:

� The number of branch instructions in the unrolled loop is reduced. Also, the control
variable is modified fewer times than in the original loop.

� The unrolled loop body exposes more opportunities for instruction level parallelism
(ILP).

On modern architectures the second benefit is much more important than the first
one because all modern general purpose architectures (like IA-32, IPF, PowerPC) have
features designed to exploit instruction-level parallelism. They also include sophisticated
branch prediction logic and perform prefetching to reduce the penalty due to branches.

Most compilers implement simple heuristics of when and how to perform loop un-
rolling. Even with simple rules, the performance improvement can be quite significant -
often in the range of 10 to 30% [44].

Still, many compilers apply loop unrolling in a conservative way because if done
too aggressively there also may be drawbacks due to loop unrolling. Two examples of
potential problems if is applied too aggressively are:

� Increase in code size: If a loop body gets too large due to unrolling, this may
adversely affect instruction cache performance [86].

� More registers needed by the unrolled code: The unrolled loop body may contain
much larger basic blocks than the original code. To exploit potential ILP the com-
piler needs to assign more registers to the unrolled code which may adversely affect
performance [44, 73].

Since we do not have a high-performance Java VM for the IPF architecture available
in source code, we perform our experiments with loop unrolling using a high-performance
static compiler (Open64 C/C++ compiler[1]).
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The goal of this study is to evaluate the potential of using HPM data to guide loop
unrolling decisions. For some programs we found that the default heuristics are too con-
servative. More aggressive loop unrolling resulted in a speedup of up to 39% compared to
the fastest default configuration which uses the highest optimization level available (-O3).

5.3.2 Runtime platform

For this study we choose the Itanium 2 Montecito processor (IPF platform) because it
offers more useful HPM events with information about the instruction cache and also
allows accounting stall cycles in the execution pipeline.

Instead of a Java compiler we extended the Open64 C/C++ compiler [1]. The Open64
compiler can generate code for IA-32 and IPF. Open64 has a highly-optimizing code
generator which is especially important for the IPF platform and includes all major global
optimizations. In order to show that HPM feedback can be useful for improving existing
loop unrolling heuristics we need a competitive baseline.

Loop unrolling in Open64

Loop unrolling is one of the many loop optimizations built into Open64. It is is controlled
mainly by two parameters in Open64:

1. An absolute upper value for the unroll factor (unroll times max) limiting the num-
ber of times that the loop body is replicated.

2. The maximal size of the loop body after unrolling (unroll size max) limiting the
final size of the unrolled loop.

In general, Open64 can only unroll single basic block loops. For loops bodies with
multiple basic blocks the optimizer performs if-conversion and tries to convert them to a
single block using predication.

For nested loops, Open64 only considers the inner-most loops as loop unrolling can-
didates. Loops in outer nesting levels are not changed.

The size of the loop body is measured in number of operations in the code generator’s
IR. If a loop is fully unrolled the unroll factor is equal to the trip count of the loop.
Otherwise, it is always set to a power of two by default.

The final unroll factor for each loop is determined the function Deter-
mine Unroll Factor. This function distinguishes different cases:

� Loops with a constant trip count that may be fully unrolled: If a loop has a con-
stant trip count and its size when fully unrolled is smaller than the upper limit - as
specified by the unroll size max parameter - the compiler will fully unroll the loop.

� Loops that should not be fully unrolled: This case occurs when either of the two pa-
rameters unroll times max or unroll size max would be exceeded by fully unrolling.
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Figure 5.15: Execution time of selected SPLASH-2 programs relative to the “no un-
rolling”configuration.

In this case the unroll factor is set to the largest power of 2 so that the unrolled size
and the unroll factor are still smaller than the upper limits (unroll size max and
unroll times max). 6

5.3.3 Approach

To use HPM feedback for improving loop unrolling heuristics we need to identify HPM
events that correlate well with the overall performance of a loop. For optimizing the per-
formance of a whole application we can just measure total execution time to determine the
optimal parameters. One reason to use HPM events instead for predicting the performance
is the possibility to determine specific per-loop heuristics. This is not possible using total
execution time. A similar problem arises when translating our off-line approach into an
online optimization: We need to obtain an accurate estimation of each individual loop’s
performance at runtime. Profiling execution time at runtime on a per-loop basis may be
difficult or not possible at all with a high enough precision.
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Performance impact of loop unrolling

Figure 5.15 shows the relative executions time of five selected SPLASH-2 programs. For
conciseness, we only show the numbers for those benchmarks where loop unrolling has a
maximum speedup of at least 10% in this plot. Since we are running statically compiled
C programs, the standard deviation of the execution time is negligible for these programs.

There are three programs that clearly show a single optimal unrolling factor: fft,
cholesky and lu. For each of these programs the optimal value is different (4 for cholesky,
8 for fft and 16 for lu) This observation shows that a single heuristic is not good enough
to capture characteristics of different applications.

The remaining two programs (water-spatial, water-nsquared) exhibit a different be-
havior: Loop unrolling already provides its maximal benefit with a unrolling factor of
two with around 14%. This speedup does not change significantly with increasing un-
rolling factors.

As a next step we look at HPM events to find out where the performance differences
when doing loop unrolling with different parameters comes from. Our experiments show
that stall cycles are a good predictor for the performance of an application. The IPF
platform offers a large range of events that count many different types of stall cycles. We
use the FE BUBBLE ALL event which counts all front-end stall cycles to estimate the
performance of a loop. There are several sub-categories of this event to distinguish stalls
by their source (e.g., stalls due to I-cache misses, branches, full instruction buffer, etc.)
We use this event because many of these sub-types of front-end stalls are directly affected
by loop unrolling.

Figure 5.16 shows the number HPM events relative to the configuration with no un-
rolling. Loop unrolling has an effect on the I-cache and on the number of branches exe-
cuted: We see that stalls due to branches decrease constantly with an increasing unrolling
factor. I-cache misses, on the other hand, exhibit a sharp increase after unrolling 32 or
more times. The total number front-end stall cycles correlates very well to the total exe-
cution time.

Figure 5.17 shows the speedup of using the optimal loop unrolling as found by profil-
ing front-end stalls over the whole application relative to Open64’s default configuration.
For many programs the default heuristic is not aggressive enough and tuning the maxi-
mum unroll factor allows a speedup of up to 38% over the baseline for lu. Several other
programs show improvements between 2% and 5%. For the remaining application there
is no improvement. The average improvement over all programs is 6%.

The results show that the default heuristic is not aggressive enough for several pro-
gram. It is important to note that the optimal unroll factor differs between applications.
If this would not be the case, just changing the compiler’s default setting globally for all
programs would achieve the same result. This is also an argument in favor of doing this
optimization in an online setting since it is not convenient to perform off-line profiling for

6Loops without a trip count (e.g. while-loops) are unrolled up to the maximum size that is smaller than
the upper size limit (unroll size). The unroll factor is not rounded down to a power of 2.
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SPLASH-2 LU with different unroll factors

0

0.5

1

1.5

2

2.5

1 2 4 8 16 32 64 128

loop unroll factor

re
la

tiv
e 

to
 b

as
e 

"n
o 

un
ro

llin
g"

Execution time
All FE stalls
FE stalls from branches
FE stalls from I-cache misses

Figure 5.16: Performance behavior of lu with different maximum unrolling factors.

each application before compilation.

5.3.4 Computing per-loop unrolling hints

The execution time numbers show that different programs need different loop unrolling
parameters for optimal performance. As a next step we evaluate the benefit of tuning
the loop unrolling parameters for each loop individually. It may be the case that differ-
ent loops within one applications also require different optimization parameters for best
performance.

To determine the number of stalls for each loop we use a sampling approach. We
configure the PMU to sample front-end stall events and attribute the collected samples to
the loops in the source program.

The Open64 compiler can generate source line debug information that allows us to
map samples to line number in the source program. Each loop covers of a range of source
lines.

To find the line number for a sample we use the addr2line utility which takes the
instruction address and a binary with line number information as input. The output of
addr2line gives the source file name plus the source line number which we use to
identify to which loop a sample belongs to.
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Loop unrolling with feedback
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Figure 5.17: Execution time with optimal global unrolling factor.
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Max unroll factor Stalls in loop �� Total stalls
�� ... ... ... ��

1 ���� ... ... ... ���� %�
2 ���� ... ... ... ���� %�
4 ���� ... ... ... ���� %�
8 ���� ... ... ... ���� %�

16 ����� ... ... ... ����� %��

Table 5.3: Matrix with front-end stalls for each loop in the program at different maximum
unroll factors.

In a first pass we run the compiled binary monitoring HPM events. After mapping
the samples to line numbers and loops we feed the results into Open64 in the a second
compilation pass that determines the final unrolling parameters for each loop.

When there are more than one loop with the same nesting level at the same source
line we have to equally distribute the samples for that source line across these loops. This
approximation may not be 100% accurate, but we found very few cases where such a
situation actually occurs in real programs.

For nested loops we only consider the inner-most loops since loop unrolling in Open64
only operates on those loops.

For each program we measure front-end stalls within each loop with different max-
imum unroll factors. Previous work explored the benefits of loop unrolling and found
that unrolling more than 15 times does not offers any significant benefit [44]. We use
a maximum unrolling factors from 1 to 16 in our system. Like in the original Open64
configuration we only use powers of two as unrolling factors for loops that are not fully
unrolled.

The results the performance monitoring runs are summarized in a matrix as shown in
Table 5.3. Every row contains the number of events in every loop for a given maximum
unroll factor.

For each loop � we calculate the optimal maximal unroll factor �� by selecting a power
of two between 1 and 16 with the lowest number of front-end stalls:

�� � ��	
������������

������

By choosing a loop-specific heuristic for unrolling we hope to achieve better perfor-
mance than by selecting one setting for the whole program.

The total number of stalls %� for a given unrolling factor & is given by the sum across
each individual row in the stall matrix:

%� �
��

���

����
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Stall cycles (prediction) Real speedup
Program app (%�) loop (%���) app loop

barnes 1 1 1 0.99
cholesky 1 0.99 0.96 1

fft 0.98 0.98 0.98 0.98
fmm 0.98 0.90 1 1

lu 0.51 0.50 0.62 0.61
ocean 0.94 0.87 0.95 0.97

radiosity 1 1 1 1
radix 1 1 1 1.02

volrend 0.98 0.98 0.95 0.97
water-nsquared 0.95 0.95 0.96 0.96

water-spatial 0.94 0.94 0.96 0.96

Table 5.4: FE stall cycles compared with real speedup for per-application and per-loop
heuristics.

The expected total number of stalls with optimal per-loop unrolling hints %��� is al-
ways smaller or equal than the best single heuristic:

%��� �� ��	
������������

�%��

%��� can be viewed as a prediction on the speedup when using a per-loop unrolling
heuristic. The interesting question is by how much the number stalls can potentially be
reduced with per-loop hints compared to the best global heuristic. In other words, how
much does %��� differ from the minimum value for %� .

We measured these values for the SPLASH-2 benchmarks7. Table 5.4 compares the
stall cycles relative to the baseline with the real speedup in execution time for the per-
application (column “app”) and the per-loop (column “loop”) unrolling heuristics.

We can see that for most all programs the global per-application heuristics look as
good as the per-loop heuristics. Four programs show of a difference of at least 1% between
the per-application and the per-loop optimization: cholesky, lu, fmm and ocean with up
to 8% less stalls inside loops for fmm with the per-loop heuristics. For these programs we
can expect some performance improvement due to per-loop optimization.

For the other programs the difference between per-application and per-loop is less
than 1%. When we looked at the code of these benchmarks more closely we found that
they often have only a handful (in the order of 2-3) of hot loops where most computation
is performed. This is one possible explanation why the global heuristics already perform
so well. For few loops it is much more likely to find a good common optimal unrolling
factor that can be applied globally.

7raytrace was excluded because it produced a segmentation fault in certain configurations of Open64
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Program Software pipelining Loop unrolling None Total
barnes 15 2 20 37
cholesky 235 103 78 416
fft 9 14 5 28
fmm 60 2 46 108
lu 13 2 8 23
ocean 111 147 12 270
radiosity 24 5 48 77
radix 16 3 7 26
volrend 21 2 29 52
water-nsquared 12 26 18 56
water-spatial 16 19 15 50

Table 5.5: Number of loops optimized with loop unrolling and software pipelining with
the compiler’s default heuristic.

The last two columns show the real speedup with global per-application heuristic (see
also Figure 5.17 and per-loop heuristic. We can see that per-loop heuristics match the
performance of the global optimal parameters for most programs. In some cases per-loop
is 1-2% faster (barnes, lu). In one case there is a 2% slowdown (radix). The overall
speedup compared to the compilers default heuristic for the per-loop heuristic is 5% (6%
for per-application).

For some programs the stalls measured for each individual loop would indicate a larger
speedup (e.g. fmm, ocean) for the per-loop heuristics. It is not exactly clear why we do
not see a speedup. One reason may be that with loop-specific tuning we only have a local
view for each inner loop. We only measure stalls within the inner-most loops, but not
all execution time is spent in those loops. There may still be unknown interactions with
other optimizations or with other parts of the code. The per-application tuning has the
advantage of a global view, but can only apply one heuristic for all loops in the program
which may also not be optimal in all cases (e.g. lu).

5.3.5 Discussion

Interaction with other loop transformations

It is still not completely clear how different loop unrolling heuristics interact with other
transformations like software pipelining.

Open64 decides on a per-loop basis whether to perform software pipelining, loop
unrolling or both. In some cases software pipelining is less beneficial when already per-
forming aggressive loop unrolling. There are around a dozen different parameter to con-
trol software pipelining in Open64, so may be difficult to find an optimal setting there.
Therefore, we first looked at loop unrolling in isolation for this study.
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Table 5.5 summarizes the total number of loops in each application and shows how
many of the loops that are optimized with loop unrolling and software pipelining. The
first column counts loops that are software pipelined (and may be unrolled before). The
second column shows the number of loops that are only unrolled. The third column shows
the remaining loops which are not optimized for various reasons (e.g., contain multiple
basic block even after if-conversion)

The first observation from this table is that in some programs (e.g. barnes, fmm, ra-
diosity) many loops are optimized with software pipelining. For the programs where soft-
ware pipelining is used heavily it would be advantageous to also investigate the heuristics
for software pipelining and tune them using HPM feedback: Including more optimiza-
tions into the HPM feedback-based tuning process would be an interesting problem for
future work.

Secondly, the number of loops not considered in either optimization shown in column
“None” is quite high in some programs (up to 62% for radiosity). There may be still
potential for optimization when applying loop unrolling also to those loops. The unopti-
mized loops mainly consist of multi basic block loops that could not be converted into a
single basic block by if-conversion. Previous research indicates that there is a significant
benefit in optimizing multi basic block loops with unrolling [44] – at least on the hardware
available 10 years ago. It would be interesting to investigate in how far these observations
still hold on modern platforms like the Montecito.

Translation into an online optimization

The main reason for using Open64 with the IPF architecture in this study is that we needed
a highly-optimized code generator to be able to show that HPM feedback can improve a
single global heuristic. The IPF platform also offers detailed information about the in-
struction cache and stall cycles. With a competitive Java VM available for the IPF plat-
form it would be interesting to see how such a system performs in an online optimization
setting.

Feedback-guided loop unrolling could be translated into an online optimization suit-
able for a Java VM. Many JVMs already perform several compilation passes and collect
profile information.

In such a system we would need a measure for the performance of each loop at run-
time. The number of stall cycles alone is not enough to assess relative performance since
we have to compare performance of different versions of a loop at runtime and not after a
complete execution like in the off-line scenario.

A metric like instruction-per-cycle (IPC) could be used to compare performance of
loops at runtime. If there is still optimization potential (i.e. IPC is less than optimal), the
compiler would try a more aggressive heuristic and increase the maximum unroll factor.
If the resulting code yields a better throughput (larger IPC value) we keep the newly
optimized version and continue with performance monitoring. If performance degrades,
we go back to the last version. Such a strategy can work well for programs like lu or fft
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that show a unique optimal unrolling factor.

The target applications for this kind of online optimizations are long-running pro-
grams (business server, high-performance scientific computing, etc.) where several re-
compilation phases are amortized over a long time.

One limitation of current platforms is that they can only do event-based sampling
for one event at a time. To calculate the IPC for a region in the code we would need
to sample two events at the same time: instructions retired and CPU cycles spent. This
limitation may be an obstacle when trying to implement feedback-guided loop unrolling
on current hardware. Event multiplexing may be one option to solve that problem. With
multiplexing, the system switches between two events periodically. However, it may be
difficult to obtain accurate results using event multiplexing.

Even though optimizing unrolling parameters on a per-loop basis does not yield a
higher speedup, it is still useful in an online setting: Here the runtime system does not
have global a view of the whole application and has to base its optimization decisions on
temporary local observations in any case.

5.3.6 Summary

Our experiments with a static compiler show that loop unrolling can be tuned with HPM
feedback. Per-application tuning already provides the best results for almost all programs.
We measured up to 38% reduction in execution time over the compiler default configura-
tion (-O3) - with an average improvement of 6%.

On top of that optimizing loop unrolling parameter on a per-loop basis only provides
up to 2% speedup for one application. There is also a case with a 2% slowdown. For
the remaining programs the effect is null or less than 1%. Across all programs we get an
average speedup of 5%. Since our benchmark programs contain relatively few hot loops
a single global set of parameters per-application seems to be enough for most programs.
The local view of the per-loop adaptation may be sub-optimal in some cases compared to
the global application-wide tuning.

One open question is why the potential savings in number of stall cycles does not
always translate into a speedup. There may be unintended interactions of loop unrolling
with other optimizations that need to be explored in more detail.

Another limitation of the current system is that it does not consider unrolling of outer
nested loops [73] as this is currently not supported in Open64.

Tuning loop unrolling would be also suitable in an online setting: With an automatic
selection of unrolling heuristics there is no need for platform- or application-specific tun-
ing. However, actually implementing such a system as an online optimization may prove
difficult on current hardware because of limitations when doing event based sampling. It
would be desirable to be able to sample more than one HPM event at a time.
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Related Work

There are four areas of prior work that we discuss here:

� data gathering techniques using profiles or hardware performance monitors
(HPMs),

� data locality optimizations,

� garbage collection and its impact on data locality, and

� online optimizations in general.

For each of these areas we focus mostly on work related to dynamic optimization of
Java programs and hardware performance monitors.

6.1 Profiling and Performance monitoring

For data gathering techniques we mainly focus on approaches suitable for dynamic com-
pilation and optimization. There exists a fair bit of prior work about profiling and profile-
guided optimization in ahead-of-time compilers (see, e.g., [71, 36, 64]) that is however
not central to the topic of this thesis.

Simple CPU time profiling for Java can be performed using the JVM Tool Interface
(JVMTI) [80]. JVMTI is an interface where a profiler can subscribe to different events in
the JVM (e.g., field access, method start, etc.). It can be used to generate profiles and to
identify hot-spots by measuring time spent in each method.

ProfileMe [45] is an combined software/hardware approach to perform instruction-
level profiling using hardware performance counters on an out-of-order processor. The
problem with traditional event-based sampling - especially on modern out-of-order pro-
cessors - is that the instruction that caused the sampled event is earlier by an unknown
amount, than the instruction reported to the user. To solve this problem ProfileMe sam-
ples random instructions instead of events and records all events that were experienced
executing the instruction selected for profiling. By obtaining enough instruction samples
the frequency of events can be estimated. The approach requires special hardware fea-
tures (present on the Alpha 21164 [48]) for storing the information about each sampled

93
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instruction. AMD also introduced instruction-based sampling (IBS) [47, 18] in their lat-
est quad-core processor generation (Barcelona). Their approach also randomly samples
instructions instead of events and closely resembles the ProfileMe approach.

There are various tools for accessing hardware performance counters. PAPI [31] pro-
vides a high-level cross-platform API for measuring events that are common on most
hardware platforms under Linux. On Linux, the low-level access to the hardware perfor-
mance counters is provides by device drivers like perfctr [70], hardmeter [4] or perfmon
[56]. which are part of the Linux kernel. Tools like PAPI are based on these device
drivers. In our system we use perfmon since it has the best support for advanced features
like PEBS on IA-32.

VTune [41] is a performance analysis tool for Intel platforms (IA-32, IPF). It also sup-
ports event-based sampling to locate performance bottlenecks and is available for Linux
and Windows systems. After running a user program in VTune, it provides an annotated
source code view of the user program as a visual help to quickly identify performance
hot-spots.

Hardware performance counters are frequently used for off-line performance analysis
and characterization of workloads [90, 40, 32, 34].

Buck et al. [33] perform off-line measurements of L2 data cache misses on an Itanium
2 processor for a set of C programs. In their case study they present a tools to relate the
raw information from the HPM to the source code level data structures and they manually
tune applications using this higher-level information. Our work follows a similar concept,
but is fully automatic (i.e. no user interaction or manual tuning required). Also, since we
perform the monitoring in an on-line fashion, we have to care a lot about measurement
overhead whereas an off-line approach does not have these constraints.

Recently, hardware performance monitors have also been used to study the perfor-
mance behavior of managed runtime environments as often seen for languages like Java
or C#. Hauswirth et al. [53, 52] study the interaction between the Java VM and the lower
levels of the execution platform (OS, libraries, hardware). They measure how these lay-
ers influence each other by introducing “software performance counters” which capture
performance metrics of the software subsystems and correlate them to the information
gathered by the hardware performance counters.

To correlate data from the hardware with Java methods Georges et al [51] instrument
method entries and exits with reads of the hardware performance counters. Their approach
reduces the number of instrumentations significantly by first identifying execution phases
and then only instrumenting the start and the end of these phases. This way the high
overhead of instrumenting every method can be avoided.

Simulation is an alternative approach to analyze the performance of applications. A
full, accurate simulation usually is very expensive in terms of execution time. There
exist several binary instrumentation tools [69, 65] that can be used for such analyses, but
in general they are not applicable for online optimization due to the prohibitively large
slowdown (often by 50-200x) [69].
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Zhao et al. [91] use a lower-cost dynamic approach: They partially simulate the
memory system using short memory access traces of a program at periodic intervals.
Compared to other binary instrumentation approaches their overhead is competitively low
with an average of 14% relative to normal program execution.

6.2 Data locality

Several studies show that data locality optimizations can improve the performance of pro-
grams with irregular memory access patterns. Field reordering [61, 72] is a technique that
targets objects that do not fit into one cache line. It places fields with high temporal affin-
ity together to improve cache utilization. Class splitting [37] achieves a similar effect by
splitting data structures into two: a hot (frequently accessed) and a cold part. The hot parts
are allocated together to avoid infrequently used data to use up cache memory. Usually
these techniques rely on profiling information to approximate a good data layout because
it is generally hard to statically optimize data locality in object-oriented programs. The
reported speedup due to class splitting ranges from 6% to 18% for a set of five Java 1.0.2
benchmarks. Note that they used a different hardware platform for the evaluation (Sun
UltraSPARC) so that the numbers cannot be directly compared with those measured on
an IA-32 platform. Class splitting is an optimization that is orthogonal to object coallo-
cation. It could be combined with coallocation so that the hot parts of each objects are
coallocated together. It is an interesting open question to find out if we can get an even
bigger performance benefit by combining different data locality optimizations than when
using one technique alone.

6.3 GC

Recent research shows that garbage collection is not only a useful help for the program-
mer, but can also improve performance by moving objects in memory to achieve better
data locality. There has been a lot of research in garbage collection in recent years, but
here we only focus on work about how GC impacts data locality:

Blackburn et al. [29] show that new hybrid GC approaches can combines the advan-
tages of a copying collector with better space efficiency. Their GC algorithm combines
copying and marking into a single pass to achieve space efficiency, fast reclamation, and
good mutator performance. They compare performace against a set of canonical algo-
rithms where the speedup ranges from 7% to 25%. Versus the default production GC
GenMS (the same we are using in our evaluation) the improvements are much smaller
with an average of 1% across the whole set of benchmarks. In our work we achieve a
similar goal by combining object co-allocation with a space-efficient GC. Our work does
not propose a completely new GC algorithm. Instead it can be viewed as an online opti-
mization applied at GC time on top of an existing GC.

Hirzel [57] evaluates a large variety of different data layouts which are generated at
GC time. It turns out that almost every layout is optimal for some programs, but has bad



96 CHAPTER 6. RELATED WORK

performance for others. This work confirms our observation that it is difficult to statically
determine a good layout for all possible applications and that feedback information helps
in finding good data layouts.

6.4 Online optimizations

Several high performance JVMs use adaptive optimization based on run-time profiling
[21, 39, 79]. The Jikes RVM [24] uses timer-based sampling of the call stack to find
frequently executed methods. The frequency profiles are used to determine where to
spend the most effort for optimization: The more often a method is invoked, the more
expensive optimizations are applied to it. A static cost/benefit model for the different
optimizations is used to evaluate whether a method should be recompiled. It also has
the ability to use continuous profiling feedback to improve performance of long-running
applications [25].

Instead of normal profile information, hardware performance monitors can also be
used to guide recompilation decisions in the JIT compiler [35]. They use the CPUs cy-
cle counter event to determine which methods are executed frequently. The HPM-based
approach offers several advantages over software-based sampling techniques for identi-
fying hot methods for recompilation: Most importantly, better accuracy at a lower cost
compared with polling or based call-stack sampling based on the timer interrupt.

Adl-Tabatabai et al. [17] present a dynamic optimization to eliminate long-latency
cache misses. They insert prefetch instructions after dynamically monitoring cache misses
using hardware performance monitors of the Itanium processor. The approach exploits the
fact that objects that are linked through a reference often have a constant delta between
their starting addresses. Software prefetching must be used consciously because fetching
the wrong data into the cache may have a negative performance impact. By using hard-
ware performance monitors to guide the prefetching they achieve a speedup of 14% for
the SPEC JBB2000 benchmark. For the other programs from the JVM98 benchmark suite
there seems little benefit from prefetching where co-allocation gets up to 16% speedup for
db. In our system we do not target prefetching, but instead we reorder object instances
to reduce the number of cache misses. The two optimizations - inserting prefetches and
co-allocating objects - seem to be orthogonal and complement each since they work best
for different types of programs.

Online object reordering [58] is a different dynamic locality optimization for Java. It
reorders objects at garbage collection time using a copying GC. The heuristic for reorder-
ing is determined by profiling field access operations with a light-weight software-only
profiling mechanism. The overhead of profiling is around 2-3% in this system. Objects
with “hot” fields (frequently accessed) are placed adjacent to their referent objects to in-
crease spatial locality by visiting those references first during the copying process in the
GC. This approach requires a copying garbage collector (which is present in many mod-
ern VMs) and can match the performance of the best static copying strategy. However, for
most applications there is no signficant speedup compared to the most efficient baseline.
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Our work takes a related approach, but we do not rely on execution frequencies as a met-
ric for locality. Instead we use direct feedback from the memory hierarchy about cache
misses to guide compiler and GC decisions. Also we combine our object co-allocation
with a generational mark-and-sweep garbage collector to show that object co-allocation
can achieve space-efficient garbage collection with good data locality.

Similar ideas have been used to improve code locality. Dynamic code management
[59] is a code reordering algorithm to improve code locality and reduced instruction TLB
stalls. The system builds up a call graph at runtime and uses a light-weight reordering
heuristic to determine the optimized code layout which results in a speedup of up to 6%.

Shuf et al [75] also use the memory management system to improve data locality
and present an object allocation scheme that attempts to place frequently instantiated
types that are connected via references close together in memory. They also show that
a locality-based heap traversal algorithm can improve GC performance.

Lau et al [62] show how to use direct measures of performance (cycle counts) to guide
inlining decisions in a dynamic compiler. The JIT generates two version of each method:
one with aggressive inlining and one with the default (more conservative) heuristic. By
executing each of the two versions randomly during the measurement phase the compiler
collects timing information about each version. After filtering out outliers it can use those
timings to decide which version of the method to use in future. Our approach also uses
real machine metrics as feedback, but gathers more fine-grained information about the
program’s interaction with the execution platform (like cache or TLB misses).

Ispike [66] is a post-link optimizer. It dynamically optimizes binary code for the Ita-
nium platform at load time and performs optimizations like instruction and data prefetch-
ing. It uses the IPF hardware performance counters to obtain statistical profiles with a
lower overhead than by using code instrumentation. Our approach operates on the source
language (bytecode) level and can use high-level information about the program for opti-
mization which can be difficult or impossible to get at the binary level.

Chilimbi et al. [38] address memory performance pointer-intensive of C and C++
programs. They implement dynamic profiling using code instrumentation. The system
thens extract hot data stream from the load address profile information and adds prefetch
instructions to the code. Profiling is turned off periodically to achieve a low overhead for
data collection.

Object inlining [46] is another optimization that improves data locality and potentially
eliminates memory loads. Wimmer et al. [87, 88] have implemented dynamic object
inlining for the Hotspot virtual machine [42]. They profile field access frequencies during
interpreted execution and use this profile information to guide object inlining. Additional
runtime checks are necessary to de-optimize compiled code in case an inlined objects
“escapes” (i.e. its reference is used outside the scope of its enclosing object). It seems that
object inlining works also well for the same programs where co-allocation is successful
(e.g. db with up to 50% improvement). However, the absolute speedup numbers are not
directly comparable since they use a different runtime platform.
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Feedback from the HPM can also be used in the OS: Tam et al. [82] use informa-
tion about cross-chip communication bandwidth in a multi-core system to optimize the
scheduling decisions of the OS. The general idea is that tasks that share data should be
scheduled on the same core (or on cores that share a common cache) whereas independent
processes should execute on different processors to minimize overall memory bus traffic.



7
Conclusions

With newer generation of CPUs having more features for performance monitoring built
into them we think that systems like presented in this thesis will become more important
in the future. This thesis makes contributions in three areas:

� Infrastructure and techniques for online performance monitoring to collect detailed
HPM information

� Performance analysis using the collected HPM information

� Optimizations using feedback from the hardware.

The following sections sum up each of the main topics and also point out possible
extensions for future systems.

7.1 Online performance monitoring

We presented a system that allows efficient and precise online performance monitoring
unit using hardware performance monitors.

The overhead imposed by the performance monitoring is reasonably low (�1% avg)
so that it does not significantly disturb running applications and can be enabled throughout
the whole program execution. Using an adaptive sampling period we achieve a stable
overhead across a large variety of different programs.

With appropriate compiler assistance it is possible to map performance-related events
to source-level constructs. Using additional meta-information in the compiler we are able
to determine the Java bytecode instruction and the data address for a given performance
event.

Since the HPM information is inexpensive to collect it can be used by a JVM in
addition to the existing profile information almost without any additional cost.

However, there are still limitations on what data can be obtained on many current
hardware platforms. Since we think that a dynamic runtime environment like a JVM can
benefit from HPM feedback in many places, we would like to see more instruction-level
data available on future hardware architectures. Some newer architectures (like the IPF)
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already provide more information in their PMU. Online optimizations using hardware
feedback will become more pervasive if this trend continues.

7.2 Performance analysis of Java applications

Fine-grained HPM information can be used for detailed performance analysis. We showed
how information about cache misses can be used to identify performance-critical load
instructions. The distribution of cache misses varies widely between optimizations. Our
experience with data locality optimizations indicate that programs with few hot-spots are
in general easier to optimize.

We implemented an infrastructure to collect data address profiles on the IA-32 plat-
form using the precise event-based sampling (PEBS) mechansim. Data address profiles
help to understand why optimizations are beneficial or unsuccessful for a given program.

We also show how to use data address profiles to describe and accurately explain the
performance behavior of different garbage collector algorithms. Our results confirm ob-
servations made in previous work. The use of data address profiles allows us to precisely
quantify the effect of different GC algorithms on data locality.

7.3 HPM feedback-guided optimizations

Given current and future trends in software and hardware architecture feedback-guided
optimizations using HPM data will become more important in modern compilers and
runtime systems.

With processors getting more and more complex it becomes more difficult for a com-
piler or runtime system to accurately predict the outcome of an optimization. Compilers
use many heuristics and usually have a large number of parameters that need to be tuned
for a specific platform. On VLIW platforms like the IPF, the compiler is much more
important for efficient program execution. These platforms can benefit even more from
hardware feedback.

Managed runtime environments as used for Java or C# programs are becoming more
wide-spread. Such an environment is a good target for online optimizations: With online
performance monitoring it has the possibility to adapt optimizations not only for the target
hardware platform, but also specifically for each application or even for different inputs
of a program. HPM data allow the compiler to replace static heuristics with dynamic
feedback. In this thesis we show two optimizations that benefit from hardware feedback:
Object co-allocation and loop unrolling.

7.3.1 Object co-allocation

We implemented a system that uses the results of hardware performance monitoring for
online data locality optimization. Object co-allocation is an optimization that shows how
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a garbage collector with knowledge about frequently missed objects and references can
improve data locality and can detect at run-time if a data-locality optimization has a pos-
itive or a negative impact on performance.

We implemented co-allocation in a Java VM to demonstrate that it is feasible to per-
form fully automatic online optimization with current hardware. With the co-allocation
technique for matured objects that is discussed here, L1 cache misses are reduced by up to
28%. The resulting application speedup is up to 16% (average 3%), A more refined model
of the micro-architecture in the compiler may be able to better exploit the performance
data.

Object co-allocation is only effective for some programs. Other optimizations like
prefetching work well for other programs. One interesting open question is whether HPM
data can be used to determine which optimizations should be applied to an application.
In our analysis we find that only programs with a large portion of cache misses in the
mature object space benefit from object co-allocation. By counting cache misses in the
different regions of the Java heap the system could predict whether co-allocation will be
successful.

The infrastructure is flexible to allow compiler and GC implementers to include such
information into their system as an additional source of runtime feedback. In our system
the VM can actually “observe” the effect of data locality optimization. This is especially
important since modeling the behavior of complex modern hardware architecture is very
hard, and it is often a challenge to predict the effect of an optimization prior to performing
the transformation. Feedback from the lower layers of the execution platform can be
valuable information to guide such optimizations.

For a future production runtime system it would be a good strategy to combine dif-
ferent cache optimizations (like co-allocation, class splitting, prefetching) to get better
overall results across different applications than when using one optimization in isolation.

7.3.2 Loop unrolling

We show that HPM feedback can be used to improve heuristics for loop unrolling. Ex-
isting compilers often do not apply loop unrolling aggressively enough. In an offline
setting we can improve overall performance of C programs by up to 38% (average 6%)
over the fasted default compiler configuration (-O3) by using an application-specific set
of parameters for loop unrolling.

By using the debug information generated by the compiler we are able to assess the
performance of individual loops with different unrolling parameters. When applying
loop-specific unrolling parameters we usually match the performance of the best single
per-application heuristic. The average speedup across our benchmarks is 5% here (max.
39%). In some cases we see a speedup of 1-2% over the globally tuned per-application
heuristic. However, there are also programs where the local per-loop adaptation is slightly
slower (2% in the worst case). Here, future research should not only focus on loop un-
rolling alone, but also investigate in detail how different loop transformations interact to
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obtain a better model for improving optimization heuristics with feedback.

Using HPM data makes it possible to translate the offline approach into an online
optimization. With current hardware it may be difficult to implement such a system since
it would require to be able to sample more than one HPM event at the same time. Our
offline approach shows the potential improvement. It is still an open question if adaptive
online loop unrolling can approach this performance.
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