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Abstract

Over the last couple of decades the advantages of including formal proof within the development process for computer based systems has become increasingly clear. This has lead to a plethora of logics and proof tools that propose to fulfill this need. Nevertheless, the inclusion of theorem proving within the development process, even in domains where clear benefits can be expected, is rather an exception than the rule.

One of the main goals of the formal methods endeavour is to bring the activity of formal theorem proving closer to the engineer developing computer based systems. This thesis makes some important practical contributions towards realising this goal. It hopes to shows that proper tool support can not only ease theorem proving, but also strengthen its role as a design aid. It shows that it is feasible to integrate interactive proof within a reactive development environment for formal systems. It shows that it is possible to design a proof tool whose reasoning capabilities can be easily extended using external theorem provers. It proposes a representation for the proofs constructed using such an extensible proof tool, such that these proofs can be incrementally reused, refactored, and revalidated. On the more theoretical side, but with major practical implications, it shows how one can formally reason about partial functions without abandoning the well understood domain of classical two-valued predicate calculus.

The ideas presented here have been used to design and implement the proof infrastructure for the RODIN platform which is an open, extensible, industry-strength formal development environment for safety critical systems. Nevertheless, the contributions made in this thesis stand on their own and are independent of the tool implementing them. This thesis is therefore not a description of a working proof tool, but the resulting tool is a proof of the feasibility of the ideas presented in this thesis.
Zusammenfassung


Wir zeigen in dieser Arbeit, dass computergestütztes Beweisen als ein ingenieurwissenschaftliches Werkzeug verwendet werden kann, so dass Beweise ein praktikabler Teil des Endproduktes werden. Wir erklären darüber hinaus, wie Beweise die Entwicklung von computerbasierten Systemen unterstützen.
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Chapter 1

Introduction

The aim of this chapter is to put the relevance of this thesis in perspective with computer science in general, and with formal methods in particular. It starts by pointing out the importance and inevitability of having formal interactive proof as a part of the development process for computer based systems. It then motivates the chapters that follow by discussing the problems encountered while using existing proof tools in an engineering setting.

1.1 Motivation

In comparison with other more conventional engineering sciences, informatics is in its infancy. The modern civil or mechanical engineer has a variety of tried and tested methods, and ways of thinking about the tasks of his discipline. No construction starts before performing structural analysis, nor is any mechanical device fabricated before scrutinizing its blueprint. Such procedures which are the norm in most engineering disciplines have no counterpart in informatics. Their absence is increasingly felt whenever human or financial loss occurs as a result of computer malfunction. In the year 1994 an error in the floating point unit of the Intel Pentium processor \[34\] cost the company an estimated $475 million in losses. In 1996 a software error in the navigation system of the Ariane 5 launcher \[11\] led it to explode 40 seconds after take-off. The losses resulting from the malfunction are estimated at €850 million. Both these failures could have been prevented, given that the necessary procedures to systematically engineer and verify these systems to be correct were in place \[84, 59, 54, 71\].

These, and other such disasters have put pressure on informatics to develop practices to ensure error-free design and construction of computer-based systems.
1.2 Formal Methods

The term formal methods refers to mathematically based techniques for the specification, development and verification of software and hardware systems. Formal specification is at the heart of these techniques. A formal specification is the definition, in precise mathematical terms, of the criteria by which we can judge that the future computer based system or program is working correctly. The aim of a formal method then is to ensure that a program fulfills its formal specification.

Formal methods can be classified into two broad categories based on the methodology they use:

**Verification** In this context the program being created and its formal specification live in different worlds until the last step of the development process when the program is in its finished state. At this point it is proved that the program fulfills its formal specification. In this setting, ensuring correctness is post-facto, seen as an afterthought, and decoupled from the program development process. An example of the verification of a non-trivial algorithm can be found in [66].

**Correct by construction** In this context a programming task begins with the creation of a formal specification. The desired computer program is then created, either mechanically or manually, with this specification in mind. This creation process may involve intermediate design phases similar to an architect systematically drawing more and more detailed blueprints until all details of the construction have been worked out. Certain mathematical properties are attributed to the intermediate designs and the created program. The created program is proved to implement its formal specification, possibly via its intermediate designs. In this setting, the proof assumes a role greater than just ensuring correctness of a system, namely that of a design aid, as discussed in §6 of [62]. This idea will be developed further in chapter 2. An example of the correct construction the same non-trivial algorithm verified in [66] can be found in [4].

Regardless of the methodology used, formal methods stress on:

- **A formal specification** defining what the program is supposed to do.
- **An implementation** aimed at realizing this specification.
- **A proof** ensuring that this is actually the case.

Only in this way can we be sure that a computer program does exactly what is stated in its specification.
1.3 Computer Aided Proof

In the last century mathematics has been introspectively concerned with the mathematical nature of its own proofs [91]. The results of this for computer science is that a computer can represent proofs as data objects, just like bank accounts or CAD designs. There even exist a number of computer-based automated and interactive proof tools. The power of using computers to create and maintain formal proofs versus doing them informally on paper is that they can be checked and operated upon mechanically, and therefore efficiently and in a less error prone way.

Although it is not possible for a computer to prove any arbitrary valid theorem [48] there are classes of proofs where they perform well [88]. For the rest an interactive proof is required, where human intuition is needed to steer the proof to a good conclusion.

1.4 Formal Interactive Proof

In §1.2 we have seen that proofs play a central role in the correct construction and verification of computer-based systems. Ensuring that a program conforms to its specification cannot be done automatically per se. Since the formal specification and the properties of the created system have a precise mathematical meaning, a proof of the correctness of the system with respect to its specification can be done using mathematical logic. Mathematical logic gives us the power to make sound inferences from given assumptions using truth preserving inference rules.

The term formal means that expressions are handled on the basis of their ‘form’ (i.e. syntax) by precise calculational rules, in contrast to being informally handled on the basis of their interpretation (semantics) in some application domain. Additionally, by formal proofs we mean proofs not only grounded in mathematics, but also those that can be mechanically stored and checked, in contrast to those done with pencil and paper. Assuming no-one made any mistakes, proofs done with pencil and paper would be adequate. But since the exact opposite of this assumption is the raison d’être for formal methods, we need proofs that can be mechanically checked. A computer is capable of independently and efficiently checking a mathematical proof.

The combination of formal proofs with computers gives us a back door to mechanically reason about properties that would otherwise be impossible to be solved automatically. For instance the halting problem says that it is impossible for a computer program to check that another computer program terminates. But a formal proof of the termination of a program (for instance
by showing that there is a measure on the state of the program that always
decreases) can easily be checked with the help of a computer. Even failed
proof attempts are of great use since they point out bugs or oversights in the
system implementation, design or specification.

Nevertheless, for the engineer this translates to one extra deliverable that
may well end up taking longer to produce than the actual program. This
would not be a problem if all such proofs could somehow be taken care of
mechanically. Unfortunately there exist theoretical results [48] showing that
this is not always possible for many problems of interest to us.

Even so, if our main aim is to keep an engineer’s hands away from the
proving process the only avenues open to us are to:

- Restrict ourselves to simple properties where proofs are decidable.
- Restrict ourselves to small systems where automated provers have a
good chance of succeeding.

The next subsection discusses alternatives to the proof-based approach
that try their best to live with these restrictions.

1.5 Non Proof-based Approaches

Alternatives do exist that are not proof based. These are informally referred
to as ‘push-button’ solutions. The most popular of these are model check-
ing [32], abstract interpretation [71] and testing [29]. These methods do not
require the user to prove anything. The ‘proofs’ are either simple enough
to be done by brute computational force, or implicit in the system, or just
absent. Without the full power of formal proof at their disposal, they pose
restrictions on the systems they can treat, the properties they can verify, or
their completeness:

Model checking works well for simple systems with a restricted, finite state
space. It is most often applied to hardware designs. For software, this
approach cannot be fully decidable; it may typically fail to prove or
disprove a given property.

Abstract interpretation has been successfully used to automatically prove
the absence of run-time errors (such as null pointer and array out of
bounds exceptions) for large programs. This approach is not well suited
for proving very general properties (such as functional correctness) be-
cause of the compromise that needs to be made between the precision
of the analysis and its decidability.
Testing is currently the most widely used method for checking the correctness of programs in industry. It does not require any notion of formal proof, but has its limitations, as expressed by Dijkstra in his famous quote [40]: “Program testing can be used to show the presence of bugs, but never to show their absence”.

To summarise, each of the above three approaches, although collectively more widely used than proof-based approaches, have their limitations (such as complexity of the system being developed, the properties that can be guaranteed, and completeness) when compared to in proof-based approaches.

A second point to note is that model checking, abstract interpretation, and testing are all approaches used for post-facto verification since they mostly work on the final versions of executable programs, and not intermediate models of programs that may not have any notion of execution. They therefore do not aid design as well as proofs do in the correct by construction approach discussed in §1.2.

Having seen some of the current alternatives to proof-based formal development and their limitations, in the rest of this thesis we will focus on easing proof-based formal development for applications where this is seen as desirable.

1.6 Problems with Existing Proof Tools

Constructing formal proofs is hard and tedious work, and typically accounts for a very large share of the total time spent doing formal development. Although a central part of this process, doing formal proof is often regarded as drudgery; something that has to be done quickly and gotten out of the way. So great is the aversion to it, that the techniques that have caught the attention of industry have largely been the ‘push-button’ solutions talked about in §1.5. In that section we have also seen that interactive formal proof is something that often becomes a necessity. The studies presented in [5], and [16] show that performing formal proofs can even be a more economical alternative to the heavy testing currently required for safety critical systems. We will therefore have to deal with the problems associated with the widespread use of formal proof tools sooner or later.

In the rest of this section we give an overview of the problems, encountered when doing formal interactive proof in the engineering setting, that will be addressed in this thesis.

a. Complicated Mathematical Language Although most software engineers have a knowledge of mathematics, they still need to learn how
to carry out formal proof. Most of their notions of proof correspond to informal ones in mathematics. Engineers are not used to thinking of proof as a way of reasoning about and developing computer-based systems. Additionally, there exists a plethora of different logics, each with their own peculiarities and notations, which makes for a great deal of confusion.

b. Nature of Arising Proof Obligations Proof obligations arising from engineering applications are different from those that are encountered in mathematics. A medium sized formal development typically results in the generation of hundreds of proof obligations. Each of these proof obligations in turn typically contain hundreds of hypotheses, and large goals. Although most of these proof obligations are typically trivial, manually proving or even inspecting each generated proof obligations is not feasible.

c. Inadequate Support for Intuitive User Interaction Although ideal user interfaces for interactive proof are an area of research in themselves [13] and will not be dealt with in this thesis, the architecture of the underlying proof tool can severely restrict the types of features that can be offered by its user interface. For instance, a user would typically like to visualise and move freely between the steps of a proof without having to undo and redo his proof. This is not possible in most proof tools since they only keep a record of the pending sub goals of a proof, and not of each proof step.

d. Inadequate Support for Incremental Development The development of large computer-based systems is an incremental activity. The final product is the result of adding details and removing errors in existing designs. Changes in the development, no matter how small, are often reflected as changes in a large number proof obligations arising from it, invalidating existing proofs. Not managing such changes properly results in repetition of work and waste of previous proof effort.

e. Inadequate Support for Integrating Existing Provers There exist a large number of powerful automated theorem provers that could be used to automatically discharge pending sub goals in an interactive proof and save the user from having to prove them manually. Extending the reasoning capabilities of existing proof tools using external automated theorem provers is not straightforward. A major reason for this difficulty is that proof tools are often designed as closed systems, leaving such extensions as afterthoughts.
1.7 Scope of this Thesis

The subjects covered by this thesis lie in the intersection of the three fields of formal methods, logic, and software engineering, as illustrated in figure 1.1.

Figure 1.1: Scope of this Thesis.

The primary contribution of this thesis is to use existing theoretical results as a basis to solve practical engineering problems. This point can be seen in analogy with the first theses in the area of compiler design. Their basis was theoretical. They depended on existing theoretical results in lexical analysis, parsing, machine grammars, etc., but their contribution was to solve a practical engineering problem: How to design compilers that can be used in a practical setting. In a forward to a recent book on program verification [22], K. Rustan M. Leino also touches on this point:

... Yet, program verification tools have not reached the same kind of maturity as, say, compilers. It took many years of developing and refining the theory underlying modern compilers, including context-free grammars and data-flow analyses, but these are now taught in undergraduate computer science curricula. We can only hope that program verifiers will eventually become as well understood.
The ultimate goal of program verification is not the theory behind the tools, or the tools themselves, but the application of the theory and tools in the software engineering process.

As an engineering thesis, the four essential questions I try to answer are:

1. What is the engineering problem to be solved?
2. In what sense are previous solutions to this problem unsatisfactory?
3. What is my solution?
4. What evidence is there that my solution is an improvement over previous solutions?

The ideas presented here have been used to design and implement the proof infrastructure for the RODIN formal development environment which is described in §2. Nevertheless, the contributions made in this thesis stand on their own and are independent of the tool implementing them. This thesis is therefore not a description of a working proof tool, but the resulting tool is a proof of the feasibility of the ideas presented in this thesis.

The RODIN platform was developed by the formal methods technology group headed by Jean-Raymond Abrial at the ETH Zurich. Apart from myself, this group consisted of Laurent Voisin, Son Thai Hoang, Stefan Hallerstede and Fran¸çois Terrier. Although the development of this tool was a group effort, I have only included ideas that I have personally worked on and implemented in this thesis and have tried my best to present them independently of the RODIN tool. These ideas have been improved through discussion with my colleagues (in particular Jean-Raymond Abrial and Laurent Voisin) to whom I am grateful.

The next section gives an overview of the structure and contributions of this thesis.

1.8 Contributions and Structure

The first two chapters of this thesis are motivational. They provide an overview of the setting and of the problems tackled in this thesis. Chapter 2 describes the practical setting of the work done in this thesis. Chapter 3 defines its theoretical point of departure. Chapter 4 is the major theoretical contribution of this thesis: How can one formally reason about partial functions without abandoning the well understood domain of classical two-valued predicate calculus. The remainder of the chapters are about contributions of
1.8. CONTRIBUTIONS AND STRUCTURE

They propose practical solutions to the following questions related to providing proof support in a tool:

- How can a proof tool be designed so that its reasoning capabilities are easily extensible? (chapter 5)
- How should proofs be stored so that they can be reused efficiently? (chapter 6)
- How can proofs themselves be manipulated in useful ways? (chapter 7)
- How can stored proofs be re-validated? (chapter 8)

Chapter 9 summarizes the main contributions of this thesis and compares its results with related approaches. Here are more detailed descriptions for each chapter:

Chapter 2: Practical Setting
In this chapter we describe the practical setting of the work done in this thesis. We show how the activities of modeling and proving go hand in hand, emphasising the role of proving as a modeling aid. We then talk about the tool support required to facilitate such a style of development in practice. We argue for a reactive development environment, where proofs are automatically updated whenever models change. We discuss the challenges of providing tool support for proof in such a reactive development environment. We conclude with a set of requirements for a proof tool that we use to guide its design in chapters 5 and 6.

Chapter 3: Mathematical Logic
In this chapter we give an overview of the mathematical notation and logic used in this thesis. We start with an abstract view of proofs in sequent calculus. We then refine this view for proofs in propositional calculus and further refine this to first-order predicate calculus with equality. The mathematical logic and notion of proof presented in this chapter will be used as the basis of discussions in the rest of the thesis.

Chapter 4: Partial Functions and Well Definedness
In this chapter we show how to formally reason about partial functions without abandoning the well understood domain of classical two-valued predicate calculus. In order to achieve this, we further extend our mathematical logic with the notion of well-definedness. We show how well-definedness can be used to filter out potentially ill-defined statements from proofs. We extend our existing proof calculus with a new set of derived proof rules
that can be used to preserve well-definedness in order to make proofs involving partial functions less tedious to perform.

Chapter 5: Prover Architecture and Extensibility In this chapter we present the basic architecture of the proof tool and the ways in which its proving capabilities can be extended. For clarity we restrict this basic architecture to the propositional subset of our mathematical language. We show how proofs can be constructed in the proof tool, and how these constructed proofs correspond to our mathematical notion of proof discussed in chapter 3. The implementation of the proof tool is sketched using an object-oriented pseudo-code notation. This chapter provides a concrete basis for the discussions in chapters 6, 7, and 8.

Chapter 6: Representing and Reusing Proofs This chapter is concerned with representing and reusing proofs constructed in the proof tool. We start by discussing the most frequently occurring proof obligation changes that we experience during reactive formal development, as discussed in chapter 2, and propose a strategy to manage such changes. We then state some concrete requirements on the way proof attempts are represented and reused. We discuss the various possibilities we have of representing proofs, and their consequences on proof reuse. We then use the requirements stated earlier to propose a new a way of representing proof attempts (that we call proof skeletons) that are resilient to change and amenable to reuse. Experimental evidence on the effectiveness of our solution to represent and reuse proofs is also presented.

Chapter 7: Reengineering Proofs This chapter builds on the idea that proofs are themselves formal objects that can be manipulated to perform some useful operations. This chapter is not meant to be a catalogue of all possible proof manipulations, but uses examples to sketch some proof manipulations that are useful in an engineering setting.

Chapter 8: Revalidating Proofs In this chapter we show how proof skeletons can be revalidated. In particular we show how the proof checking paradigm can be used to cross-check each step of a proof with respect to an independent third-party proof tool.

Chapter 9: Conclusion This chapter brings this thesis to a close by summarizing its main contributions, providing evidence that suggests that these contributions lead to an increase in user productivity, and discussing areas of further work.
Since this thesis covers a number of subjects, figure 1.2 has been included to aid its reading. It illustrates the dependencies between the chapters of this thesis.

Figure 1.2: Dependencies between the chapters of this thesis.
Chapter 2

Practical Setting

In this chapter we describe the practical setting of the work done in this thesis. We show how the activities of modeling and proving go hand in hand, emphasising the role of proving as a modeling aid. We then talk about the tool support required to facilitate such a style of development in practice. We argue for a reactive development environment, where proofs are automatically updated whenever models change. We discuss the challenges of providing tool support for proof in such a reactive development environment. We conclude with a set of requirements for a proof tool that we use to guide its design in chapters 5 and 6.

2.1 Reactive Development

One of the major issues of software engineering is the inevitability of change. Change can occur as the result of a change in requirements, the need for new functionality, the discovery of bugs, etc. But these are not the only sources of change. Smaller incremental changes are unavoidable when developing large, real world systems. The construction of such systems is an incremental activity since, in practice, getting things right the first time around is highly unlikely [21]. Modern development environments, such as the Eclipse IDE for Java [41], support incremental construction by managing change and giving the engineer quick feedback on the consequences of the latest modification of a program. Such development tools work behind the scenes to report compile time errors while the programmer modifies his program. This quick feedback allows the programmer to immediately correct any errors while he is editing his program without having to wait till the next compile cycle, thus increasing productivity.

Formal model development is also an incremental activity [85]. One of
the major criticisms of using formal methods in practice is the lack of adequate tool support, especially for proof. The RODIN platform [1] addresses this by providing a similar reactive development environment for the correct construction of complex systems using refinement and proof. It is based on the Event-B [6] formal method. The development process consists of modeling the desired system and proving proof obligations arising from it. A proof obligation is a logical statement derived from a model. It must be proved in order to guarantee that the model is intrinsically consistent and that it refines its abstraction (if any).

In the correct by construction setting introduced in §1.2, the proving process is seen as not merely justifying that certain properties of the system hold, but also as a modeling aid to help steer the course of the modeling process. In contrast to post-construction verification, the proving process assists modeling, in the same way testing and debugging assists programing. Figure 2.1 illustrates this analogue between programing and debugging, and modeling and proving.

![Programing vs Model Development](image)

But the way the proving process is supported by formal development tools used today does not take advantage of this interaction between modeling and proving. The main reason for this is that modeling and proving are treated as isolated activities, making it hard for the user to move freely between them in order to use proving insights to aid modeling.

### 2.2 Reactive Formal Development in RODIN

From the experience of how a previous generation of development tools [33, 8] were used, the RODIN platform proposes a reactive development environment, similar to a modern IDE, where the user working on a model is constantly notified on the status of his proofs. To achieve this, the tools present in the RODIN platform are run in a reactive manner. This means that when a model is modified, it is automatically:
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1. Checked for syntax and type errors,

2. its proof obligations are generated, and

3. the status of its proofs are updated, possibly by calling automated provers, or reusing old proof attempts.

The RODIN tool chain is illustrated in figure 2.2. The user gets immediate notification on how his last modeling change affects his proofs. Inspecting failed proofs often gives the user a clue on how to further modify his model. The user may then use this feedback to make further modifications to his model, or decide to work interactively on a proof that the prover was unable to discharge automatically. A detailed description of the RODIN tools and user interface can be found in [7].

2.3 A Simple Formal Development

In this section we demonstrate the use of the RODIN reactive development environment using a simple formal development with screen-shots taken from the tool. Our aim is to show in practice how the proving process can be an aid to modeling when both these processes are tightly integrated within a reactive development environment.

The user wants to model a simple bank account with operations to deposit and withdraw money from this account. The following screen-shot shows our point of departure for this simple model.
The user has modeled a machine called ‘Account’ with only one variable called ‘balance’ which can be incremented or decremented by a value ‘amount’ using the events ‘deposit’ and ‘withdrawal’ respectively. The invariant ‘inv1’ for this machine states that ‘balance’ is a natural number, and therefore cannot be negative. After saving this model, the tool automatically generates its proof obligations and runs a collection of automated provers on the generated proof obligations as discussed in §2.2. The tool communicates its progress in proving each proof obligation via the ‘Obligation Explorer’ as follows.
The tool has generated three proof obligations for this model. The first two proof obligations have been successfully proved automatically. This is indicated by the green ‘\(\sqrt{A}\)’ icon with the super-scripted ‘A’. The last proof obligation is still pending, indicated by the red ‘?’ icon. This indicates to the user that this proof obligation could not be automatically discharged. The reason for this could be either that:

1. The proof obligation is provable, but needs an interactive proof.
2. The proof obligation is not provable due to an error in the model.

In order to figure out which of the above is the case, the user inspects the pending proof obligation which is then displayed to him as follows.
Upon inspecting this proof obligation, the user infers that it cannot be proved. This indicates that he needs to change his initial model. He then asks the tool to show him the relevant parts of the model used to generate this proof obligations in order to help him decide what to change. He is then presented with the following ‘Proof Information’.

From the above information he can clearly see that the cause of the error is that the ‘withdrawal’ event could result in a negative ‘balance’, which would invalidate the invariant ‘inv1’. He also finds two alternatives to fix this error. He could either weaken the invariant ‘inv1’ to allow ‘balance’ to have negative values, or he could add a second guard to the ‘withdrawal’ event to prevent the resulting ‘balance’ from becoming negative. He chooses the latter solution and adds a new guard ‘grd2’ to the ‘withdrawal’ event. What follows is a screen-shot of the modified model, with the added guard highlighted in blue:
Upon saving this modified model, the tool runs in the background to recompute the status of its proof obligations and updates them as follows:
The user now sees that all three proof obligations have been proved and can continue with his development. The tool did not need to re-run the automated provers on the first two proof obligations that were previously discharged, but only on the third proof obligation that was modified as a result of the modeling change.

Supporting such a reactive development environment poses new challenges for the tools involved, particularly the prover. This is the subject of the next section.

### 2.4 A Reactive Prover - Challenges

In a reactive development environment, a change in a model is immediately reflected as changes in proof obligations. The main challenge for a proof tool in such an environment is to make the best use of previous proof attempts in the midst of changing proof obligations. Reusing previous proof attempts is important since considerable computational and manual effort is needed to produce a proof. This problem will be tackled in chapter 6 of this thesis.

### 2.5 Prover Requirements

It is our view that the major bottleneck in doing formal development is the time and effort required for proof. We conclude this chapter with two high-level requirements for the proof tool used in the RODIN platform that we treat in this thesis that address this bottleneck:

**Efficiency** We require that the proof tool runs efficiently so that the user can be provided with instant feedback of the effect of his modeling changes on his proofs. The proof tool must therefore be aware of changes and
be able to efficiently recover from them. This requirement heavily influences the way proof attempts are represented and reused in chapter 6.

**Extensibility** Since it is hard to anticipate the types of proof obligations that the user may encounter in the future, we additionally require that the reasoning capabilities of the proof tool are easily extensible. This requirement heavily influences the architecture of the proof tool in chapter 5.

## 2.6 Related Work

Reactive development environments for program development such as Eclipse [41] have been around for some time now, and have significantly increased the productivity of software engineers by integrating development tools such as compilers, debuggers and program analysers to avoid having developers call these tools individually.

In this section we present related work in the area of development environments that support formal proof. The idea of generating proof obligations (or verification conditions) from program texts has been around since James King’s 1970 thesis [60] and has been used in a large number of verification approaches, the most recent of which include VDM [56], KIV [15], Jive [69], KeY [22], Isabelle/HOL/Hoare [72], ESC/Java [64], Caduceus [43], JACK [20] and Spec# [18], just to name a few. But, with the exception of the Boogie program verifier [17] treated in the next paragraph, none of the currently used formal development tools support the type of direct modeling-proving interaction that we have demonstrated in this chapter. Moving between the modeling and proving activities in such development tools requires explicit manual interaction to check models, generate proof obligations, and reload proofs. This increases the time required to switch between modeling and proving and reduces the impact of proving as a modeling aid.

The Boogie program verifier [17] is integrated within the Visual Studio development environment for C#. It accepts program specifications as assertions in Spec# and provides ‘design-time feedback’ of possibly invalid assertions to the programmer. A central design decision of Boogie is that it only uses automated provers to check the validity of the verification conditions it generates. The main difference between the Boogie approach and the one taken in the RODIN platform is that the latter approach also supports interactive proof, which gives the user an extra degree of freedom since he is not restricted to only entering models that can be automatically proved,
but may additionally decide to interactively prove proof obligations that are valid, but not automatically provable. To provide this extra freedom, the RODIN platform needs to additionally manage additional user input in the form of interactive proof attempts. Chapter 6 describes how this is done. Extending Boogie to support interactive proof can also be done along similar lines.
Chapter 3

Mathematical Logic

In this chapter we give an overview of the mathematical notation used in this thesis. The mathematical logic and notion of proof presented in this chapter will be used as the basis of discussions in the chapters to come.

3.1 Introduction

The mathematical notion of proof plays a central role in this thesis. This notion of proof will be used in two ways:

1. It is used to perform actual proofs in chapters 4 and 8.
2. It is used as a specification for proofs generated using the proof tool introduced in chapter 5.

The aim of this chapter is to formally define what we mean by a mathematical proof. We start with an abstract view of proofs in sequent calculus in §3.2. We then refine this view for proofs in propositional calculus in §3.3 and further refine this to first-order predicate calculus with equality in §3.4. The logic is developed in a style similar to the one used in [3] and [6] to develop the logic used for the B and Event-B methods. Although some of the individual proof rules have been modified to conform more closely to those from the (single succedent) sequent calculus [47], both sets of rules are equivalent.

3.2 Sequent Calculus

In this section we present an abstract view of proofs in sequent calculus.
3.2.1 Sequents

A *sequent* is a generic name for a statement that we want to prove. A proof is associated with a sequent. We will refine our notion of what a sequent is in §3.3.2. In this section we will use identifiers such as $S_1, S_2$, etc. to denote sequents.

**Definition 3.1 (Sequent).** A sequent is a generic name for a statement that we want to prove.

3.2.2 Proof Rules

A *proof rule* is a device used to construct proofs of sequents. It is made up of two parts, the *antecedent* part, and a *consequent* part. The antecedent part consists of a list (i.e. a finite, ordered sequence) of sequents (the antecedents). The consequent part consists of a single sequent (the consequent). The proof rule named $r$ with antecedents $\vec{A}$ and consequent $C$ is written as:

$$\vec{A} \overset{r}{\rightarrow} C$$

The proof rule $r$ yields a proof of the sequent $C$ as soon as we have proofs of each sequent in $\vec{A}$. The ‘$\vec{}$’ above $A$ indicates that the antecedents are *lists* of sequents. Using this rule, proofs of each of the sequents in $\vec{A}$ is transformed into a proof of $C$. Alternatively, if we want to prove $C$, after applying the rule $r$ to it we only need to prove the sequents in $\vec{A}$.

**Definition 3.2 (Proof Rule).** A proof rule is a device used to construct proofs of sequents. It consists of a list of antecedent sequents, and a consequent sequent.

In case the list of antecedents $\vec{A}$ is empty, the rule is said to discharge the sequent $C$. Here are some examples of proof rules:

$$\begin{align*}
S_2 & \quad S_3 & \quad S_4 & \quad \overset{r_1}{\rightarrow} S_1 \\
S_5 & \quad S_6 & \quad \overset{r_2}{\rightarrow} S_2 \\
S_7 & \quad \overset{r_3}{\rightarrow} S_3 \\
S_4 & \quad \overset{r_4}{\rightarrow}
\end{align*}$$

3.2.3 Theories

A *theory* or *calculus* is a set of proof rules. This set is normally infinite and is specified using a finite set of *proof rule schemas*. At the moment we do not have enough logical machinery to show how this takes place. We will come back to this point later in §3.3.4.
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Definition 3.3 (Theory). A theory is a (possibly infinite) set of proof rules.

Here is a theory $T$ with seven proof rules:

\[
\begin{align*}
S_2 & \quad S_3 & \quad S_4 & \quad r_1 \\
S_5 & \quad S_6 & \quad S_7 & \quad r_2 & \quad r_3 \\
S_4 & \quad r_4 & \quad S_5 & \quad r_5 & \quad S_6 & \quad r_6 & \quad S_7 & \quad r_7
\end{align*}
\]

3.2.4 Proofs

A proof is a device for combining individual proof rules to form larger inference steps. It is defined formally as follows.

Definition 3.4 (Proof). A proof of a sequent within a given theory is a finite tree whose nodes have the following properties:

- Each node consists of a sequent and an optional proof rule of the theory.
- The root node contains the sequent we want to prove.
- A node with no proof rule has no child nodes.
- In case a node contains a proof rule:
  - Its sequent is identical to the consequent of the proof rule.
  - It has a child node corresponding to each antecedent of the proof rule.
  - The sequent of each child node is identical to its corresponding antecedent.

Here is a proof of the sequent $S_1$ using the theory $T$ just presented:

\[
\begin{align*}
S_5 & \quad r_5 & \quad S_6 & \quad r_6 & \quad S_7 & \quad r_3 & \quad S_4 & \quad r_4 & \quad S_2 & \quad r_2 & \quad S_1 & \quad r_1
\end{align*}
\]

The sequent $S_7$ is said to be a pending sub-goal of the above proof.

Definition 3.5 (Pending Sub-goals of a Proof). The leaf nodes of a proof that do not contain proof rules are said to be pending nodes. The sequents of such pending nodes are said to be the pending sub-goals of a proof.
A proof can either be complete or incomplete. These terms are defined formally as follows.

**Definition 3.6 (Complete Proof).** A proof is said to be complete iff it has no pending sub-goals.

**Definition 3.7 (Incomplete Proof).** A proof is said to be incomplete iff it has at least one pending sub-goal.

The proof just presented above is an example of an incomplete proof. It can be made complete by applying the rule $r_7$ to the pending node with sequent $S7$. The resulting complete proof is:

$$
\frac{S5}{S2} \quad \frac{S6}{r_2} \quad \frac{r_6}{r_5} \quad \frac{S7}{S3} \quad \frac{r_7}{r_3} \quad \frac{S4}{S1} \quad \frac{r_4}{r_1}
$$

In the next section we refine this abstract view of proofs to proofs in propositional calculus.

### 3.3 Propositional Calculus

In this section we define the mathematical language of propositional calculus ($PC$).

#### 3.3.1 Predicates

A *predicate* is a syntactic construct appearing in sequents. They are used to formally express properties that we would like to reason about using proof. Semantically, predicates can be thought of as entities having a truth value associated to them (i.e. they can either be true or false).

**Definition 3.8 (Predicate).** A predicate is a formal statement expressing a certain property that we may assume, or a certain property that we wish to prove.

Here is an example of a predicate:

$$A \land B \Rightarrow B \land A$$

The syntax for predicates will be defined in §3.3.3 and §3.3.6.
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3.3.2 Sequents

We now refine our concept of sequents introduced in §3.2.1. A sequent is composed of a finite set of hypotheses predicates, and a single goal predicate. A sequent with the hypotheses ‘H’ and the goal ‘G’ is written:

\[ H \vdash G \]

and is to be read as “Under the hypotheses H, prove the goal G.”

Definition 3.9 (Sequent in Predicate Calculus). A sequent in predicate calculus is composed of a finite set of hypotheses predicates ‘H’, and a single goal predicate ‘G’, written ‘H ⊨ G’.

We now introduce the syntax and proof rules of PC. This will be done in two steps. In the first step we introduce basicPC in §3.3.3 with a minimal syntax. In §3.3.6 we then introduce the additional derived logical operators in terms of the predicates of basicPC.

3.3.3 Syntax of basicPC

The syntax for predicates of basicPC is defined as follows:

\[ P ::= \bot | \neg P | P \land P \]

where ‘\( \bot \)’ is the ‘false’ predicate, and ‘\( \neg \)’, ‘\( \land \)’ are the logical operators for negation and conjunction respectively.

3.3.4 Proof Rule Schemas

A theory is specified using a finite set of proof rule schemas. Each proof rule schema represents an infinite number of proof rules of the same form. A proof rules may be derived from its rule schemas by instantiating its so-called meta variables. For instance consider the rule schema:

\[
\frac{H \vdash P \quad H, P \vdash Q}{H \vdash Q} \quad \text{cut}
\]

The letters H, P, and Q are meta variables. The letter H is a meta variable standing for a finite set of predicates, whereas the letters P and Q are meta variables standing for single predicates. Replacing these meta variables by actual predicates gives us a proof rule. Here is an instance of the above rule schema:
where $A$, $B$, and $C$ are concrete predicates. A single proof rule schema therefore denotes an infinite number of proof rules present in a theory.

### 3.3.5 Proof Rules of $\textit{basicPC}$

The proof rules of $\textit{basicPC}$ are defined using the following rule schemas:

\[
\begin{align*}
& \frac{H, P \vdash P}{H, P \vdash P} \quad \text{\textit{hyp}} \\
& \frac{H, P \vdash Q}{H, P \vdash Q} \quad \text{\textit{mon}} \\
& \frac{H \vdash P, H, P \vdash Q}{H \vdash Q} \quad \text{\textit{cut}} \\
& \frac{H \vdash \bot}{H, \bot \vdash P} \quad \text{\textit{\bot hyp}} \\
& \frac{H, \neg P \vdash \bot}{H \vdash P} \quad \text{\textit{contr}} \\
& \frac{H \vdash P, H, \neg P \vdash Q}{H \vdash \neg Q} \quad \text{\textit{\neg hyp}} \\
& \frac{H \vdash P, H \vdash Q}{H \vdash P \land Q} \quad \text{\textit{\land goal}} \\
& \frac{H, P, Q, R \vdash R}{H, P \land Q \vdash R} \quad \text{\textit{\land hyp}}
\end{align*}
\]

### 3.3.6 Derived Logical Operators

We extend the $\textit{basicPC}$ to $\textit{PC}$ by introducing the ‘true’ predicate ‘$\top$’, and the logical operators ‘$\lor$’, ‘$\Rightarrow$’, and ‘$\Leftrightarrow$’ using the following syntactic definitions:

\[
\begin{align*}
\top & \equiv \neg \bot \quad \text{(3.1)} \\
P \lor Q & \equiv \neg (\neg P \land \neg Q) \quad \text{(3.2)} \\
P \Rightarrow Q & \equiv \neg P \lor Q \quad \text{(3.3)} \\
P \Leftrightarrow Q & \equiv (P \Rightarrow Q) \land (Q \Rightarrow P) \quad \text{(3.4)}
\end{align*}
\]

Note that the ‘$\equiv$’ symbol used above represents syntactic equivalence. It is not itself part of the syntax, but a meta-logical connective.

The following proof rule schemas can be derived from the above definitions and the rule schemas of $\textit{basicPC}$ from [3.3.5]:

\[
\begin{align*}
& \frac{H \vdash P}{H \vdash \top} \quad \text{\textit{\top goal}} \\
& \frac{H \vdash P}{H \vdash P \lor Q} \quad \text{\textit{\lor goal1}} \\
& \frac{H \vdash Q}{H \vdash P \lor Q} \quad \text{\textit{\lor goal2}} \\
& \frac{H, P \vdash R, H, Q \vdash R}{H, P \lor Q \vdash R} \quad \text{\textit{\lor hyp}}
\end{align*}
\]
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\[
\begin{align*}
H, P &\vdash Q \Rightarrow \text{goal} & H &\vdash P \Rightarrow Q, R \Rightarrow \text{hyp} \\
H &\vdash P \Rightarrow P \Rightarrow \text{goal} & H, P &\Rightarrow Q \\
H &\vdash P \Rightarrow Q \Rightarrow \text{hyp} & H, P &\Rightarrow Q, R \\
\end{align*}
\]

The next sub-section is a short note on the types of reasoning required in order to prove the derived rule schemas just presented, and others that appear in this thesis.

3.3.7 Reasoning

There are two forms of reasoning that we use in this thesis. The first is syntactic rewriting using syntactic definitions such as ‘\( \top \cong \neg \bot \)’, where all occurrences of ‘\( \top \)’ in a formula may be replaced with ‘\( \neg \bot \)’, purely on the syntactic level, to get a syntactically equivalent formula. The second is logical validity where we additionally appeal to the notion of proof. Most proofs done in this thesis rely on both syntactic and logical reasoning.

As an example, here is a proof of the derived rule schema \( \top \text{ goal} \). The derived rule appears boxed on the right, followed by its proof:

\[
H \vdash \top \quad \Box
\]

\[
\begin{align*}
H, \bot &\vdash \bot \quad \neg \text{goal} \\
H &\vdash \neg \bot \quad (3.1) \\
\end{align*}
\]

The first step of this proof, labelled (3.1), has been justified using the referred syntactic definition ‘\( \top \cong \neg \bot \)’, and the next two steps have been justified using rule schemas appearing in §3.3.5. In the proofs presented in the rest of this thesis only important proof steps are shown. Combined proof steps are justified using a sequence of previously appearing proof rules, definitions and equivalences.

3.3.8 Summary of \( PC \)

To summarise this section, here is the syntax and proof rule schemas for \( PC \).

We will later also refer to \( PC \) as the propositional subset of our mathematical language.

\[
P \ ::= \ \bot \mid \top \mid \neg P \mid P \land P \mid P \lor P \mid P \Rightarrow P \mid P \Leftrightarrow P
\]
3.4 First-order Predicate Calculus

In this section we will refine PC with additional syntax and proof rules to obtain the first-order predicate calculus with equality (FoPCe). The syntax of PC is extended with new kinds of predicates, and also with two new syntactic categories for expressions and variables.

3.4.1 Expressions

An expression is a syntactic construct that denotes a mathematical object, such as a number, a set, a function, etc.

Definition 3.10 (Expression). An expression is a formal statement denoting a mathematical object.

Here are some examples of expressions:

\[ f(x) \quad x \quad g(x, f(x)) \]

The syntax for expressions will be defined in §3.4.3. An important distinction between expressions and predicates is that there is no concept of proof for an expression, as there is for predicates. One cannot prove an expression.
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3.4.2 Variables

A variable is an identifier that denotes an unknown mathematical object. A variable is therefore an expression. A variable is subject to substitution (i.e. being replaced by another expression).

**Definition 3.11** (Variable). A variable is an identifier that denotes an unknown expression.

The identifier ‘*x*’ is a variable in the expression ‘*f(x)*’ and in the predicate ‘*x = f(x)*’. A predicate may contain occurrences of so called free variables. Semantically, the truth value of a predicate depends on the free variables occurring in it.

We now introduce the syntax and proof rules of *FoPCe*. As done for *PC*, this will be also be done in two steps. In the first step we introduce the minimal *basicFoPCe* in §3.4.3 and later define additional derived logical operators in §3.4.6.

3.4.3 Syntax of *basicFoPCe*

Formulae in *basicFoPCe* can either be predicates (*P*) or expressions (*E*). The syntax of *basicFoPCe* is the syntax of *basicPC* extended as follows:

\[
\begin{align*}
P & ::= \ldots \mid \forall x. P \mid E = E \mid R(\vec{E}) \\
E & ::= x \mid f(\vec{E})
\end{align*}
\]

where *x* is a variable, \(\vec{E}\) is a list of expressions, *R* is a relational predicate symbol, and *f* is a function symbol. The predicate \(R(\vec{E})\) is the relational predicate symbol *R*, applied to the arguments \(\vec{E}\). Equality is denoted by the infix binary relational predicate symbol ‘*=’*. The expression \(f(\vec{E})\) denotes the function symbol *f*, applied to the arguments \(\vec{E}\).

3.4.4 Proof Rules of *basicFoPCe*

We add the following rule schemas to the rule schemas of *basicPC* to get the rule schemas for *basicFoPCe*:

\[
\begin{align*}
\frac{\Gamma \vdash P}{\Gamma \vdash \forall x. P} & \quad \forall \text{goal (} x \notin \text{fin } \Gamma) \\
\frac{\Gamma, [x := E]P \vdash Q}{\Gamma, \forall x. P \vdash Q} & \quad \forall \text{hyp} \\
\frac{\Gamma \vdash E = \bar{E}}{\Gamma \vdash \text{goal}} \\
\frac{\Gamma \vdash [x := E]P}{\Gamma, E = \bar{F} \vdash [x := \bar{F}]P} & \quad \text{hyp}
\end{align*}
\]
The syntactic operators ‘\(\nabla\)’ and ‘\([x := E]\)’ occurring in the above rule schemas are described in the next sub-section.

### 3.4.5 Syntactic Operators

The rules of basicFoPCe contain occurrences of so-called syntactic operators for substitution and non-freeness. The predicate ‘\([x := E]\)’ denotes the syntactic operator for substitution \([x := E]\), applied to the predicate \(P\). The resulting predicate is \(P\), with all free occurrences of the variable \(x\) replaced by the expression \(E\). The side condition \(\left(\nabla x [x]H\right)\) asserts that the variable ‘\(x\)’ is not free in any of the predicates contained in ‘\(H\)’. Both these syntactic operators are defined at the meta-logical level (using ‘\(\nabla\)’) on the inductive structure of the formulæ of basicFoPCe in such a way that they can always be evaluated away. Their formal definitions can be found in [6]. Syntactic operators can be thought of as ‘macros’ whose repeated replacement always results in a formula of basicFoPCe. Our basic syntax for formulæ therefore does not need to be extended to take syntactic operators into account.

### 3.4.6 Derived Logical Operators

To obtain the mathematical language FoPCe from basicFoPCe, we add the derived logical operators of PC, as described in §3.3.6, and the existential quantifier ‘\(\exists\)’ which is defined using the following syntactic definition:

\[
\exists x \cdot P \equiv \neg \forall x \cdot \neg P \tag{3.5}
\]

The following proof rule schemas can be derived from the above definition and the rule schemas of PC in §3.3.8 and basicFoPCe in §3.4.4:

\[
\begin{align*}
H \vdash [x := E]P & \quad \exists \text{goal} \\
H, \exists x \cdot P \vdash Q & \quad \exists \text{hyp} \ (x \nabla H \cup \{Q\})
\end{align*}
\]

### 3.4.7 Summary of FoPCe

To summarise this section, here are the additional syntactic constructs and proof rule schemas that we have added to PC (whose summary appears in §3.3.8) to obtain our mathematical language FoPCe.

\[
\begin{align*}
P & ::= \ldots \mid \forall x \cdot P \mid \exists x \cdot P \mid E = E \mid R(\vec{E}) \\
E & ::= x \mid f(\vec{E})
\end{align*}
\]
3.5 Conclusion

In this chapter we have introduced the notion of formal mathematical proof in first-order predicate calculus with equality (FoPCe) and in its propositional fragment (PC). PC is equivalent to the standard classical propositional calculus [44], and FoPCe is equivalent to the standard classical predicate calculus with equality [44, 14]. They are currently the most heavily studied and used calculi for formal proof.

Both these calculi will be used as a basis of discussion in the remainder of this thesis. PC will be used as an initial specification for the proofs generated using the proof tool introduced in chapter 5 and also for performing actual proofs in chapter 8. FoPCe will be extended to support reasoning in the setting of partial functions in chapter 4 and will also be used to perform actual proofs in this chapter.
Chapter 4

Partial Functions and Well-Definedness

In this chapter we show how to formally reason about partial functions without abandoning the well understood domain of classical two-valued predicate calculus. In order to achieve this, we further extend our mathematical logic with the notion of well-definedness. We show how well-definedness can be used to filter out potentially ill-defined statements from proofs. We extend our existing proof calculus with a new set of derived proof rules that can be used to preserve well-definedness in order to make proofs involving partial functions less tedious to perform.

4.1 Introduction

Partial functions are frequently used when specifying and reasoning about computer programs. Some basic mathematical operations (such as division) are partial, some basic programming operations (such as array look-ups or pointer dereferencing) are partial, and many functions that arise through recursive definitions are partial. Using partial functions entails reasoning about potentially ill-defined expressions (such as 3/0) in proofs which (as discussed later in §4.2 and §4.3) can be tedious and problematic to work with. Providing proper logical and tool support for reasoning in the presence of partial functions is therefore important in our engineering setting. Although the contributions of this chapter are theoretical in nature, they result in practical benefits which will be stated later in this section.

The current approaches for reasoning in this partial setting [19, 25, 74] are based on three-valued logic where the valuation of a predicate is either true, false, or undefined (for predicates containing ill-defined expressions).
They also propose their own ‘special-purpose’ proof calculi for performing such proofs. Using such a special-purpose proof calculus has the drawback that it differs from the standard predicate calculus \( \text{FoPCe} \). For instance, it may disallow the use of the law of excluded middle (to avoid proving \( 3/0 = x \lor 3/0 \neq x \)). These differences make any special-purpose calculus unintuitive to use for someone well versed in standard predicate calculus since, for instance, it is hard to mentally anticipate the consequences of disallowing the law of excluded middle on the validity of a logical statement. Automation too requires additional effort since the well-developed automated theorem proving support already present for standard predicate calculus \([88]\) cannot be readily reused. Additionally, as stated in \([26]\), there is currently no consensus on which is the ‘right’ calculus to use.

In this chapter we present a general methodology of using standard predicate calculus to reason in the ‘partial’ setting by extending it with new syntax and derived rules. We then derive one such special-purpose calculus using this general methodology. The novelty of this approach is that we are able to reduce all our reasoning to standard predicate calculus, which is both widely understood and has well-developed automated tool support. This approach additionally gives us a theoretical basis for comparing the different special-purpose proof calculi already present, and the practical benefit of being able to exchange proofs and theorems between different theorem proving systems.

The ideas presented in this chapter have additionally resulted in providing better tool support for proving in this partial setting within the RODIN development environment \([2]\) for Event-B \([6]\).

### 4.2 Defining Partial Functions

In this section we show how a partial function is defined in our mathematical logic. We first present how this can be done in general, and then follow with an example that will be used in the rest of this chapter.

#### 4.2.1 Conditional Definitions

A partial function symbol ‘\( f \)’ is defined using the following conditional definition:

\[
\frac{C_{\vec{x}}} {\neg \! \downarrow y = f(\vec{x}) \iff D_{\vec{x},y} f_{\text{def}}} \]

Conditional definitions of the above form can safely be added to \( \text{FoPCe} \) as an axiom, provided:
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1. The variable ‘$y$’ is not free in ‘$C_{\vec{x}}^f$’.

2. The predicate ‘$D_{\vec{x},y}^f$’ only contains the free variables from ‘$\vec{x}$’ and ‘$y$’.

3. The predicates ‘$C_{\vec{x}}^f$’ and ‘$D_{\vec{x},y}^f$’ only contain previously defined symbols.

4. The theorems:

   **Uniqueness:** $C_{\vec{x}}^f \vdash \forall y, z \cdot D_{\vec{x},y}^f \land D_{\vec{x},z}^f \Rightarrow y = z$

   **Existence:** $C_{\vec{x}}^f \vdash \exists y \cdot D_{\vec{x},y}^f$

   must both be provable using $FoPCE$ and the previously introduced definitions.

The predicate ‘$C_{\vec{x}}^f$’ is the *well-definedness condition* for ‘$f$’ and specifies its domain. For a total function symbol, ‘$C_{\vec{x}}^f$’ is ‘$\top$’. Provided ‘$C_{\vec{x}}^f$’ holds, $f_{\text{def}}$ can be used to eliminate all occurrences of ‘$f$’ in a formula in favor of its definition ‘$D_{\vec{x},y}^f$’. More details on conditional definitions can be found in [10].

### 4.2.2 Recursive Definitions

Note that conditional definitions as described above cannot be directly used to define function symbols recursively since the definition of a function symbol ‘$D_{\vec{x},y}^f$’ may not itself contain the function symbol ‘$f$’ that it defines, as stated in the third condition above.

It is still possible to define partial functions recursively in a theory (such as the set theory described in [10] and [6]) which supports the applications of functions that are expressions (i.e. not plain function symbols) in the theory. Such recursively defined functions are then defined as constant symbols (i.e. total function symbols with no parameters). Function application is done using an additional function symbol for function application (often denoted using the standard function application syntax ‘$(\cdot)(\cdot)$’ with two parameters which are both expressions: the function to apply, and the expression to apply it to. The definition of this function application symbol is conditional. Its well definedness predicate ensures that the its first parameter is indeed a function, and its second parameter is an expression that belongs to the domain of this function. This methodology is described in detail in [10] which also describes (in §1.5) how functions can be defined recursively.
4.2.3 A Running Example

For our running example, let us assume that our syntax contains the nullary function symbol ‘0’, and the unary function symbol ‘succ’, and our theory contains the rules for Peano arithmetic. We may now introduce a new unary function symbol ‘pred’ in terms of ‘succ’ using the following conditional definition:

\[ E \neq 0 \vdash y = \text{pred}(E) \iff \text{succ}(y) = E \ \text{pred}_{\text{def}} \]

Defined in this way, ‘pred’ is partial since its definition can only be unfolded when we know that its argument is not equal to 0. The expression ‘pred(0)’ is still a syntactically valid expression, but is under-specified since we have no way of unfolding its definition. The expression ‘pred(0)’ is therefore said to be ill-defined. We do not have any way to prove or refute the predicate ‘pred(0) = x’.

The predicates ‘pred(0) = pred(0)’ and ‘pred(0) = x \lor \text{pred}(0) \neq x’ though, can still be proved to be valid in FoPCE on the basis of their logical structure. This puts us in a difficult position since these predicates contain ill-defined expressions. The standard proof calculus FoPCE is therefore not suitable if we want to restrict our notion of validity only to sequents that do not contain ill-defined formulæ.

4.3 Separating WD and Validity

Since our aim is to still be able to use FoPCE in our proofs, we are not free to change our notion of validity. We instead take the pragmatic approach of separating the concern of validity from that of well-definedness and require that both properties hold if we want to avoid proving potentially ill-defined proof obligations. In this case, we still allow the predicate ‘pred(0) = pred(0)’ to be proved to be valid, but we additionally ensure that it cannot be proved to be well-defined. When proving a proof obligation ‘H \vdash G’ we are then obliged to prove two proof obligations:

\[
\text{WD} : \vdash D(H \vdash G) \quad \text{Validity} : H \vdash G
\]

The first proof obligation, WD, is the well-definedness proof obligation for the sequent ‘H \vdash G’. It is expressed using the well-definedness (WD) operator D that is introduced in §4.4 and defined for sequents in §4.5.1. The second proof obligation, Validity, is its validity proof obligation. An important point to note here is that both these proof obligations may be proved using FoPCE.
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Proving WD can be seen as filtering out proof obligations containing ill-defined expressions. For instance, for ‘\( \vdash \text{pred}(0) = \text{pred}(0) \)’ we are additionally required to prove ‘\( \vdash 0 \neq 0 \land 0 \neq 0 \)’ as its WD (this proof obligation is computed using definitions that appear in §4.4 and §4.5.1). Since this is not provable, we have filtered out (and therefore rejected) ‘\( \vdash \text{pred}(0) = \text{pred}(0) \)’ as not being well-defined in the same way as we would have filtered out and rejected ‘\( \vdash 0 = \emptyset \)’ as not being well-typed. Well-definedness though, is undecidable and therefore needs to be proved. Figure 4.1 illustrates how well-definedness can be thought of as an additional proof-based filter for mathematical texts.

When proving Validity, we may then additionally assume that the initial sequent ‘\( \mathcal{H} \vdash G \)’ is well-defined. The assumption that a sequent is well-defined can be used to greatly ease its proof. It allows us to avoid proving that a formula is well-defined every time we want to use it (by expanding its definition, or applying its derived rules) in our proof. For instance we may apply the simplification rule ‘\( x \neq 0 \vdash \text{pred}(x + y) = \text{pred}(x) + y \)’ without proving its premise ‘\( x \neq 0 \)’. This corresponds to the way a mathematician works.

In §4.5.4 we show this key result formally; i.e. how conditional definitions become ‘unconditional’ for well-defined sequents.

For the moment though, we may only assume that the initial sequent of Validity is well-defined. In order to take advantage of this property throughout a proof we need to use proof rules that preserve well-definedness. Preserving well-definedness in an interactive proof also has the advantage of preventing the user from introducing possibly erroneous ill-defined terms into a proof. A proof calculus preserving well-definedness is presented in §4.5. Before that, in the next section, we first introduce the well-definedness operator.
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4.4 The Well-Definedness Operator

The WD operator ‘\( D \)’ formally encodes what we mean by well-definedness. \( D \) is a syntactic operator (similar in status to the substitution operator ‘\( [x := E] \)’ seen in §3.4.5) that maps formulæ to their well-definedness (WD) predicates. We interpret the predicate denoted by \( D(F) \) as being valid iff \( F \) is well-defined. The \( D \) operator is attributed to Kleene [61] and also appears in [10, 25, 26, 36], and as the ‘\( \delta \)’ operator in [19, 45].

Since \( D \) has been previously well studied, we only give in this section an overview of the properties of \( D \) from [10] that we use later in this chapter. In §4.4.1 we define \( D \) for formulæ in \textit{basicFoPCe}. In §4.4.2 we derive equivalences that allow \( D \) for all formulæ in \textit{FoPCe} to be computed, and state an important properties of \( D \) that we use later in §4.5.

4.4.1 Defining \( D \)

\( D \) is defined on the structure of formulæ in \textit{basicFoPCe} using syntactic definitions. For expressions, \( D \) is defined as follows:

\[
D(x) \equiv \top \quad (4.1)
\]

\[
D(f(\vec{E})) \equiv \vec{D}(\vec{E}) \land C^f_{\vec{E}} \quad (4.2)
\]

where \( \vec{D} \) is \( D \) extended for sequences of formulæ (i.e. \( \vec{D}(\cdot) \equiv \top, \vec{D}(F, \vec{F}) \equiv D(F) \land \vec{D}(\vec{F}) \)). An occurrence of a variable in a formula is always well-defined. The occurrence of a function application is well-defined iff all its operands are well-defined (i.e. \( \vec{D}(\vec{E}) \) holds), and the well-definedness condition ‘\( C^f_{\vec{E}} \)’, from the conditional definition of \( f \) holds. The resulting definition for the running example ‘\( \text{pred} \)’ is:

\[
D(\text{pred}(E)) \equiv D(E) \land E \neq 0
\]

Similarly, \( D \) for \( \bot, \neg, = \) and relational predicate application is defined as follows:

\[
D(\bot) \equiv \top \quad (4.3)
\]

\[
D(\neg P) \equiv D(P) \quad (4.4)
\]

\[
D(E_1 = E_2) \equiv D(E_1) \land D(E_2) \quad (4.5)
\]

\[
D(R(\vec{E})) \equiv \vec{D}(\vec{E}) \quad (4.6)
\]
Note that we regard relational predicate application as always being total. In case we require partial relational predicate symbols, they can be supported in the same way as partial function symbols.

Since we would like predicates such as \( x \neq 0 \land \text{pred}(x) = x \) (or similarly, \( x \neq 0 \Rightarrow \text{pred}(x) \neq x \)) to be well-defined special care is taken while defining the well-definedness of \( \land \) and \( \forall \) as follows:

\[
\begin{align*}
\mathcal{D}(P \land Q) & \equiv (\mathcal{D}(P) \land \mathcal{D}(Q)) \lor (\mathcal{D}(P) \land \neg P) \lor (\mathcal{D}(Q) \land \neg Q) \\
\mathcal{D}(\forall x \cdot P) & \equiv (\forall x \cdot \mathcal{D}(P)) \lor (\exists x \cdot \mathcal{D}(P) \land \neg P)
\end{align*}
\] (4.7)

Intuitively, the above definitions enumerate all the possible conditions where a conjunctive or universally quantified predicate could be well-defined. A formal derivation of these definitions can be found in [10]. From these definitions we can see that \( \mathcal{D} \) is itself total and can always be eliminated from any formula.

### 4.4.2 Proving properties about \( \mathcal{D} \)

All proofs done in this chapter use the standard predicate calculus FoPCE. When we say that a predicate \( P \) is valid or provable, we mean that we have a proof of the sequent \( \vdash P \) using FoPCE.

In this section (and in §4.5.4) we show some important logical (as opposed to syntactic) properties about \( \mathcal{D} \). Care must be taken when proving statements that contain both syntactic and logical operators. Since \( \mathcal{D} \) is not a logical operator, but a syntactic one, modifying its argument using standard logical transformations is not valid. For instance, given that \( P \iff Q \) holds (i.e. is valid in FoPCE), it is wrong to conclude that \( \mathcal{D}(P) \iff \mathcal{D}(Q) \) (consider the valid predicate \( \top \iff \text{pred}(0) = \text{pred}(0) \)). The only modifications that can be made to the arguments of \( \mathcal{D} \) are purely syntactic ones, such as applying syntactic rewrites (using syntactic definitions that use \( \hat{=} \)). In this section we state some properties of \( \mathcal{D} \).

#### \( \mathcal{D} \) of WD predicates

An important property of \( \mathcal{D} \) is that for any formula \( F \),

\[
\mathcal{D}(\mathcal{D}(F)) \iff \top
\] (4.9)

This means that all WD predicates are themselves well-defined. This property can be proved by induction on the structure of basic formulæ. A proof
of this nature can be found in the appendix of [10]. Note that the above property is expressed in terms of logical equivalence \(' \iff \)' and not syntactic definition \(' \hat{=} \)'.

\textbf{D for Derived Logical Operators} The following equivalences can be used to compute the WD predicates of the derived logical operators \(\top, \lor, \Rightarrow, \iff\) and \(\exists\):

\begin{align*}
D(\top) & \iff \top & (4.10) \\
D(P \lor Q) & \iff (D(P) \land D(Q)) \lor (D(P) \land P) \lor (D(Q) \land Q) & (4.11) \\
D(P \Rightarrow Q) & \iff (D(P) \land D(Q)) \lor (D(P) \land \neg P) \lor (D(Q) \land Q) & (4.12) \\
D(P \iff Q) & \iff D(P) \land D(Q) & (4.13) \\
D(\exists x \cdot P) & \iff (\forall x \cdot D(P)) \lor (\exists x \cdot D(P) \land P) & (4.14)
\end{align*}

The statements above can be proved using \(FoP Ce\) (considering the discussion in §3.3.7 and the precautions stated in the beginning of this section) after unfolding the definitions of the derived logical operators and \(D\).

\section*{4.5 Well-Definedness and Proof}

This section contains the main contribution of this chapter. The theme of §4.4 was the well-definedness of individual formulæ. In this section we show how the notion of well-definedness can be integrated into proofs (i.e. sequents and proof rules). In §4.5.1 we define \(D\) for sequents. We then formally define the notions of a well-defined sequent (§4.5.2) and a WD preserving proof rule (§4.5.3) as motivated in §4.3. In §4.5.4 we derive the proof calculus \(FoP Ce_{WD}\), the WD preserving version of \(FoP Ce\), that we use to preserve well-definedness in a proof. We summarise the results of this section in §4.5.5.

\subsection*{4.5.1 Defining \(D\) for Sequents}

We now extend our definition of \(D\) to sequents. Observing that the sequent \(' H \vdash G \)' is valid iff \(' \forall \bar{x}. \land H \Rightarrow G \)' is also valid (where \(' \forall \bar{x} \)' denotes the universal quantification of all free variables occurring in \(H\) and \(G\), and \(' \land H \)' denotes the conjunction of all predicates present in \(H\)), we extend our well-definedness operator to sequents as follows:

\begin{equation}
D(H \vdash G) \equiv D(\forall \bar{x}. \land H \Rightarrow G)
\end{equation}
Note that if we blindly use the definitions (4.15), (4.8), (4.12), and (4.7) to evaluate ‘\(D(H \vdash G)\)’ we get a disjunctive predicate that grows exponentially with respect to the number of free variables and hypotheses in the sequent. We present ways to overcome this problem in §4.5.2.2 and §4.6.

### 4.5.2 Well-Defined Sequents

In §4.3 we said that the initial sequent of the Validity proof obligation could be considered well-defined since we also prove WD. More generally, we say that a sequent ‘\(H \vdash G\)’ is well-defined if we can additionally assume ‘\(D(H \vdash G)\)’ to be present in its hypotheses. We thereby encode the well-definedness of a sequent within its hypotheses. We introduce additional syntactic sugar ‘\(\vdash_D\)’ to denote such a well-defined sequent:

\[
H \vdash_D G \equiv D(H \vdash G), H \vdash G
\]  

(4.16)

#### 4.5.2.1 Re-stating WD and Validity

We may re-state our original proof obligations from §4.3 in terms of ‘\(\vdash_D\)’ as follows:

- **WD\(_D\)**: \( \vdash_D D(H \vdash G)\)
- **Validity\(_D\)**: \(H \vdash_D G\)

**Justification** The WD\(_D\) proof obligation is equivalent to the original WD proof obligation since we know from (4.9) that ‘\(D(D(H \vdash G)) \leftrightarrow \top\)’. To get Validity\(_D\), we add the extra hypothesis ‘\(D(H \vdash G)\)’ to Validity using the cut rule whose first antecedent can be discharged using the proof of WD.

We return to the issue of proving WD\(_D\) and Validity\(_D\) in §4.6. The rest of this section is concerned with proving well-defined ‘\(\vdash_D\)’ sequents in general.

#### 4.5.2.2 Simplifying ‘\(\vdash_D\)’

Directly unfolding (4.16) introduces the predicate ‘\(D(H \vdash G)\)’ that, as we have seen in §4.5.1, grows exponentially when further unfolded. We avoid unfolding ‘\(D(H \vdash G)\)’ by using the following derived rule instead of (4.16) to introduce or eliminate ‘\(\vdash_D\)’ from a proof:

\[
\frac{\tilde{D}(H), D(G), H \vdash G}{H \vdash_D G \vdash_D eqv}
\]
The $\widehat{D}$ operator is $D$ extended for finite sets of formulæ (i.e. $\widehat{D}(F) \doteq \bigcup_{F \in \mathcal{F}} \{D(F)\}$).

Note that $\widehat{D}(H)$ denotes a set of predicates. The double inference line means that this rule can be used in both directions. The rule $\vdash_p eqv$ says that when proving the validity of a well defined sequent, we may assume that all its hypotheses and its goal are individually well-defined.

**Proof of $\vdash_p eqv$**

We will use the following three derived rules as lemmas in order to prove $\vdash_p eqv$:

- $\frac{D(P) \vdash P}{D(\forall x.p) \vdash \forall x.p}$
- $\frac{D(P), D(Q), P \vdash Q}{D(P \Rightarrow Q) \vdash P \Rightarrow Q}$  \(\Rightarrow_p\)
- $\frac{H, D(P), D(Q), P, Q \vdash R}{H, D(P \land Q), P \land Q \vdash R}$  \(\land_p\)

The proofs of $\Rightarrow_p$ and $\land_p$ in both directions are straightforward using the definitions of $D$ and the rules of FoPCE, and are similar to the proof of $\vdash_p eqv_{simple}$ shown later in this section. The proof of $\forall_p$ though is tricky, but almost identical to the proof of another derived rule $\forall_{goal_p}$ presented in §4.5.4.1.

The proof of $\vdash_p eqv$ proceeds as follows. The logical content of the sequent (i.e. the hypotheses and the goal) is first packed into the goal of the sequent using the rules of FoPCE. This goal is then unraveled in parallel with its well-definedness predicate using the three derived rules stated above. Here is the proof:

$$
\frac{\widehat{D}(H), D(G), H \vdash G}{H \vdash_p G} \quad \vdash_p eqv
$$

$$
\frac{\widehat{D}(H), D(G), H \vdash G}{D(\land H), D(G), \land H \vdash G} \quad \land_p
\frac{D(\land H \Rightarrow G) \vdash \land H \Rightarrow G}{\Rightarrow_p}
\frac{D(\forall \bar{x} \cdot \land H \Rightarrow G) \vdash \forall \bar{x} \cdot \land H \Rightarrow G}{\forall_p}
\frac{D(\widehat{D}(H) \vdash G), H \vdash G}{\vdash_p G}
$$

FoPCE

(4.15)  \quad \frac{\vdash_p eqv_{simple}}{}

(4.16)  \quad \vdash p eqv

Superscripts above the rules $\forall_p$ and $\land_p$ indicate the number of applications of these rules. For instance $\forall_p^{[\bar{x}]}$ indicates $|\bar{x}|$ (which is the number of free
variables in the original sequent) applications of the rule $\forall_D$. Note that this is allowed since the number of free variables ($|\vec{x}|$) and hypotheses ($|H|$) contained in a sequent are finite.

In what follows we try to give the reader intuition on why $\vdash D_{eqv}$ is valid since this cannot be easily seen from the proof just presented. The fact that $\vdash D_{eqv}$ holds in the downward direction (i.e. if the hypotheses and goal of a sequent are well-defined, then the sequent as a whole is well-defined) is easy to see since hypotheses are weakened. For the upward direction, we present the proof of the simpler case where the well-defined sequent has no free variables and only one hypothesis. The derived rule corresponding to this simple case appears boxed on the right, followed by its proof:

$$\frac{D(H), D(G), H \vdash G}{H \vdash D_{eqv}_{simple}}$$

$D(H), D(G), H \vdash G \quad \frac{\neg hyp}{D(H) \neg H, H \vdash G}$

$$\frac{\neg hyp}{D(G), G, H \vdash G} \quad \frac{hyp}{D(G), H \vdash G}$$

$$\frac{(D(H) \land D(G)) \lor (D(H) \land \neg H) \lor (D(G) \land G), H \vdash G}{D(H \Rightarrow G), H \vdash G} \quad (4.12)$$

From the proof above we can see that, apart from the case where the hypothesis and the goal are individually well-defined, all other possible cases in which the sequent could be well-defined (i.e. the remaining disjuncts of $D(H \Rightarrow G)$) can be discharged using the rules in $FoPCE$.

4.5.3 WD preserving Proof Rules

We say that a proof rule preserves well-definedness iff its consequent and antecedents only contain well-defined sequents (i.e. $\vdash_D$ sequents). Examples of WD preserving proof rules can be found in §4.5.4.

We may derive such rules by first using $\vdash_D eqv$ to rewrite $\vdash_D$ sequents in terms of '$\vdash$' and then use $FoPCE$ and the properties of $D$ to complete the proof. Such proofs are discussed in detail in §4.5.4.1.

4.5.4 Deriving $FoPCE_D$

We now have enough formal machinery in place to derive the WD preserving proof calculus $FoPCE_D$. For each proof rule '$r$' in $FoPCE$ we derive its WD preserving version '$r_D$' that only contains sequents using '$\vdash_D$' instead of '$\vdash$'. Here are the resulting proof rules for $basicFoPCE_D$ that are (apart from the $\vdash_D$ turnstile) identical to their counterparts in $basicFoPCE$: 
The remaining rules, \textit{cut} and \textit{\forall hyp}, need to be reformulated by adding new antecedents (that appear boxed below) to make them WD preserving:

\[
\begin{align*}
\frac{H, P \vdash P}{H \vdash \forall X \cdot P} \quad &\forall hyp_{\mathcal{D}} \\
\frac{H, P \vdash \neg P}{H, \neg P \vdash Q} \quad &\neg hyp_{\mathcal{D}} \\
\frac{H, \bot \vdash \neg P}{H \vdash \neg P} \quad &\neg goal_{\mathcal{D}} \\
\frac{H \vdash \bot}{H, P \vdash \bot} \quad &\bot hyp_{\mathcal{D}}
\end{align*}
\]

These new antecedents are WD sub-goals that need to be discharged when these rules are used in a proof.

The original rules (\textit{cut} and \textit{\forall hyp}) are not WD preserving since they introduce new predicates and expressions that may be ill-defined into a proof. Note that the converse is not true. A valid proof rule in \textit{FoPCe} that does not introduce any new formulæ into a proof can be non WD preserving. The following derived proof rule illustrates this:

\[
\begin{align*}
\frac{H \vdash P \quad H, P \vdash Q}{H \vdash P \land Q} \quad \text{cut}_{\mathcal{D}}
\end{align*}
\]

Although this rule is valid (it can be proved using \textit{\land goal} and \textit{cut}) and does not introduce any new formulæ, it does not preserve well-definedness. The first antecedent would be ill-defined in the case where \( P \) (say ‘\( \text{pred}(x) = 0 \)’) is only well-defined in conjunction with \( Q \) (say ‘\( x \neq 0 \)’).

The proofs of the rules of \textit{basicFoPCe}_{\mathcal{D}} are discussed later in §4.5.4.1.
Derived Logical Operators  Once we have derived the rules of basicFoPCeD stated above, we may use them directly (i.e. without the detour through \( \vdash \) sequents) to derive the corresponding WD preserving proof rules for the derived logical operators \( \top, \lor, \Rightarrow, \Leftrightarrow \) and \( \exists \) that appear below:

\[
\begin{array}{c}
\frac{}{H \vdash_D \top} \quad \forall goal_D \\
\frac{H \vdash_D P \lor Q \quad \forall goal1_D}{H \vdash_D P \lor Q} \\
\frac{H \vdash_D P \Rightarrow Q}{H \vdash_D P} \quad \forall hyp_D \\
\frac{H, P \vdash_D Q \quad \forall goal2_D}{H \vdash_D P \lor Q} \\
\frac{H, Q \vdash_D R \quad \forall hyp_D}{H \vdash_D P \lor Q} \\
\frac{H \vdash_D P \quad \forall hyp_D}{H \vdash_D P} \\
\frac{H, P \vdash_D Q \quad \forall hyp_D}{H \vdash_D P \lor Q} \\
\frac{H \vdash_D \exists x \cdot P}{H \vdash_D \exists x \cdot E[D]} \quad \exists goal_D \\
\frac{H, P \vdash_D Q}{H \vdash_D \exists x \cdot P} \quad \exists hyp_D \ (x \not\in \text{fin}(H \cup \{Q\})
\end{array}
\]

The only rule here that needs modification is the existential dual of \( \forall \) hyp (i.e. \( \exists \) goal). The resulting proof rules constitute our complete WD preserving proof calculus FoPCeD.

Conditional Definitions  The payoff achieved by using FoPCeD instead of FoPCe in proofs is that conditional definitions in FoPCe become ‘unconditional’ in FoPCeD. The \( \vdash_D \) version of the fdef rule from §4.2 is:

\[
\vdash_D y = f(\vec{x}) \iff D_{y,\vec{x}}^{f} \quad \text{fdef}_D
\]

The above rule differs from fdef in that it does not explicitly require the WD condition ‘\( C_{\vec{x}}^f \)’ in order to be applied, simplifying proofs. The above rule can be derived from fdef since \( D \left( y = f(\vec{x}) \iff D_{y,\vec{x}}^{f} \right) \Rightarrow C_{\vec{x}}^f \).

4.5.4.1  Proofs of basicFoPCeD

The proofs of each rule in basicFoPCeD that appear in §4.5.4 follow essentially from \( \vdash_D \) eqv, the properties of \( D \), and the rules in FoPCe. Since some of the proofs are not straightforward we outline some of their major steps in this section as an aid to the reader who wants to reproduce them. This section may otherwise be skipped.
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The proofs of \( hyp_P \), \( \perp hyp_P \), and \( = goal_P \) are trivial since these rules contain no antecedents. In general, any valid rule having no antecedents is trivially WD preserving.

The proofs for \( mon_P \), \( contr_P \), \( \neg goal_P \), \( \neg hyp_P \), and \( \land hyp_P \) are straightforward and similar in style to the proof of \( cut_P \) shown below:

\[
\begin{array}{c}
H \vdash_D D(P) \\
\overline{H \vdash_D P, H, P \vdash_D Q} \quad \text{cut}_D
\end{array}
\]

\[
\begin{array}{c}
\overline{H \vdash_D D(P)} \quad \hat{D}(H), D(Q), H \vdash D(P) \quad \text{(4.9)} \quad \text{cut}_D(P); \vdash_D eqv
\overline{H \vdash_D P, H, P \vdash_D Q} \quad \text{cut}_D(D(P))
\end{array}
\]

\[
\begin{array}{c}
\overline{H \vdash_D D(P)} \quad \overline{\hat{D}(H), D(Q), H \vdash D(P)} \quad \text{(4.10)} \quad \text{cut}_D(D(P))
\end{array}
\]

The proofs of \( \forall hyp_P \) and \( = goal_P \) require the following additional properties about how \( D \) interacts with the substitution operator:

\[
D([x := E]F) \implies [x := E]D(F) \quad \text{(4.17)}
\]

\[
([x := E]D(F)) \land D(E) \implies D([x := E]F) \quad \text{(4.18)}
\]

Both these properties can be proved by induction on the structure of basic formulae.

The proofs of \( \land goal_P \) and \( \forall goal_P \) are tricky and require rewriting definitions (4.7) and (4.8) as follows:

\[
D(P \land Q) \iff (D(P) \land (P \Rightarrow D(Q))) \lor (D(Q) \land (Q \Rightarrow D(P))) \quad \text{(4.19)}
\]

\[
D(\forall x \cdot P) \iff \exists x \cdot (D(P) \land (P \Rightarrow \forall x \cdot D(P))) \quad \text{(4.20)}
\]

Using these equivalences instead of (4.7) and (4.8) allows for more natural case splits in these proofs. The proof of \( \land goal_P \) is similar to the proof of \( \forall goal_P \) shown below:

\[
\begin{array}{c}
H \vdash_D P \\
\overline{H \vdash_D \forall x \cdot P} \quad \text{cut}_D(P)
\end{array}
\]

\[
\begin{array}{c}
\overline{H \vdash_D \forall x \cdot P} \quad \text{cut}_D(P)
\end{array}
\]
4.6. PROVING WD_\(D\) AND VALIDITY_\(D\)

In \(\S 4.3\) we re-stated our original proof obligations from \(\S 4.3\) in terms of ‘\(\vdash_\(P\)’ as follows:

\[
\begin{align*}
\text{WD}_\(P\) & : \vdash_\(P\) D( H \vdash G ) \\
\text{Validity}_\(P\) & : H \vdash_\(P\) G
\end{align*}
\]

Proving \(\text{WD}_\(P\)\) In our practical setting we factor out proving \(\text{WD}_\(P\)\) for each proof obligation *individually* by proving instead that the (source) models used to generate these proof obligations are well-defined. Details on well-definedness of models can be found in [23]. We are guaranteed that all proof obligations generated from a well-defined model are themselves well-defined and therefore do not need to generate or prove the well-definedness of each proof obligation individually. This considerably reduces the number of proofs that need to be done.
Proving Validity$_D$. From the ‘\(\vdash\)’ turnstile we immediately see that the initial sequent of Validity$_D$ is well-defined. We have two choices for how to proceed with this proof. We may either use $FoPCE_D$ to preserve well-definedness, or the standard $FoPCE$.

We prefer using the WD preserving calculus $FoPCE_D$ (with additional WD sub-goals) instead of $FoPCE$ for interactive proofs for three reasons. Firstly, as seen in §4.3, the assumption that a sequent is well-defined can be used to greatly ease its proof. Secondly, the extra WD sub-goals require only minimal additional effort to prove in practice, and are in most cases automatically discharged. Thirdly, proving WD sub-goals allows us to filter out erroneous ill-defined formulæ entered by the user.

Alternatively, we may use the rule $\vdash_D\equiv$ (§4.5.2.2) to make the well-definedness assumptions of a ‘$\vdash_D$’ sequent explicit and use the standard proof rules in $FoPCE$ to complete a proof. This may not be a prudent way to perform interactive proof, but it allows us to use existing automated theorem provers for $FoPCE$ (that do not have any notion of well-definedness) to automatically discharge pending sub-goals.

4.7 Related Work

A lot of work has been done in the area of reasoning in the presence of partial functions. A good review of this work can be found in [51] and [10]. In this section we first describe some approaches that are most relevant to the work presented in this chapter and then compare our work to these approaches in §4.7.1.

The current approaches to reason about the undefined can be classified into two broad categories: those that explicitly reason about undefined values using a three-valued logic [61], and those that avoid reasoning about the undefined using underspecification. We start with the former.

A well known approach is the Logic of Partial Functions (LPF) [57] [19] used by the VDM [56] community. Its semantics is based on three-valued logic [61]. The resulting proof calculus for LPF can then be used to simultaneously prove the validity and well-definedness of a logical statement. A drawback of using LPF (or any other special-purpose proof calculus) is that it differs from the standard predicate calculus since it disallows use of the law of excluded middle (to avoid proving ‘$3/0 = x \lor 3/0 \neq x$’) and additionally requires a second ‘weak’ notion of equality (to avoid proving ‘$3/0 = 3/0$’). Additional effort is therefore needed to learn or automate LPF, as for any special-purpose proof calculus, as mentioned in §4.1.
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In PVS [74], partial functions are modelled as total functions whose domain is a predicate subtype. For instance, the partial function `/` is defined as a total function whose second argument belongs to the subtype of non-zero reals. Type-checking then avoids ill-definedness but requires proof. The user needs to prove type correctness conditions (TCCs) before starting or introducing new formulae into a proof. A shortcoming of this approach is that type-checking requires complicated typing rules [75] and special tool support. This approach additionally blurs the distinction between type-checking (which is usually accepted to be automatically decidable) and proof.

In [25], Behm et al. use a three-valued semantics to develop a proof calculus for B [3]. Its main difference from LPF is that the undefined value, although part of the logical semantics, does not enter into proofs, as explained below. In this approach, all formulae that appear in a proof need to be proved to be well-defined. Proving well-definedness is similar to proving TCCs in PVS. It has the role of filtering out expressions that may be ill-defined. Once this is done, the proof may continue in a \textit{pseudo-two-valued} logic since the undefined value is proved never to occur. The drawback of this approach is similar to that of LPF. Although the proof calculus presented for this pseudo-two-valued logic “is close to the standard sequent calculus” [25], this too is a special-purpose logic. No concrete connection with the standard predicate calculus is evident since this approach, from the start, assumes a three-valued semantics.

In [10], Abrial and Mussat formalise the notion of well-definedness without any detour through a three-valued semantics, remaining entirely within the “syntactic manipulation of proofs” [10] in standard predicate calculus. The resulting well-definedness filter is identical to that in [25]. They formally show how proving statements that passed this filter could be made simpler (i.e. with fewer checks) on the basis of their well-definedness. What is missing in [10] however is a proof calculus (like the one in [25]) that preserves well-definedness, which could additionally be used for interactive proof.

In [26], Berezin et al. also use the approach of filtering out ill-defined statements before attempting to prove them in the automated theorem prover CVC lite. The filter used is identical to the one used in [25] and [10]. Although they too start from a three-valued logic, they show (using semantic arguments) how the proof of a statement that has passed this filter may proceed in standard two-valued logic. Apart from introducing three-valued logic only to reduce it later to two-valued logic, this approach is concerned with purely automated theorem proving and therefore provides no proof calculus that preserves well-definedness to use in interactive proofs. It is advantageous to preserve well-definedness in interactive proofs (reasons for this are given in §4.3).
The idea of avoiding reasoning about undefined values using underspecification [51] is used in many approaches that stick to using two-valued logic in the presence of partial functions. This is the approach used in Isabelle/HOL [73], HOL [49], JML [31] and Spec# [18]. In this setting, an expression such as ‘3/0’ is still a valid expression, but its value is unspecified. Although underspecification allows proofs involving partial functions to be done in two-valued logic, it has two shortcomings. First, as described in §4.2, it also allows statements that contain ill-defined terms such as ‘3/0 = 3/0’ to be proved valid. In the context of generating or verifying program code, expressions such as ‘3/0’ originating from a proved development can lead to a run-time error as described in [31]. Second, doing proofs in this setting may require repeatedly proving that a possibly undefined expression (e.g. ‘3/x’) is actually well defined (i.e. that ‘x ≠ 0’) in multiple proof steps.

### 4.7.1 Comparison

In this section we compare the approach presented in this chapter (§4.4, §4.5) with the related work just presented. The work presented here extends the approach of [10] by showing how the notion of well-definedness can be integrated into a proof calculus that is suitable for interactive proof.

The role of proving TCCs in PVS is identical to that of proving well-definedness in our approach (i.e. proving the WD proof obligation and the additional WD sub-goals in \(cut_p\), \(\forall hyp_p\), and \(\exists goal_p\)). With regards to its logical foundations, we find the possibility of directly defining truly partial functions in our setting more convenient and intuitive as opposed to expressing them as total functions over a restricted subtype. The logical machinery we use is much simpler too since we do not need to introduce predicate subtypes and dependent types for this purpose. Since we use standard (decidable) type-checking we have a clear conceptual separation between type-checking and proof. Although our approach does not eliminate the undecidability of checking well-definedness, it saves type checking from being undecidable.

With respect to B [25] and LPF [19], the approach used here does not start from a three-valued semantics but instead reduces all reasoning about well-definedness to standard predicate calculus. We develop the notion of well-definedness purely on the basis of the syntactic operator ‘\(D\)’ and proofs in standard predicate calculus. In §4.5 we derive a proof calculus preserving well-definedness that is identical to the one presented in [25]. Alternatively, we could have chosen to derive the proof calculus used in LPF in a similar fashion. If our definition of well-defined sequents is modified from the one appearing in §4.5.2 to
the rules that follow for a proof calculus that preserves ‘$\vdash_{\text{LPF}}$’ correspond to those in LPF [19]. The only difference between ‘$\vdash_{\text{LPF}}$’ and ‘$\vdash_{\text{D}}$’ is that the latter also assumes the well-definedness of the goal, whereas this has to be additionally proved for ‘$\vdash_{\text{LPF}}$’. We therefore have a clear basis to compare these two approaches. In LPF, well-definedness and validity of the goal are proved simultaneously, whereas in [25] (and also as presented in §4.3), these two proofs are performed separately, where proving WD acts as a filter. Since what is proved is essentially the same, the choice of which approach to use is a methodological preference. We use the latter approach although it requires proving two proof obligations because of four reasons. First, the majority of the WD sub-goals that we encounter in practice (from models and interactive proof steps) are discharged automatically. Second, failure to discharge a proof obligation due to ill-definedness can be detected earlier and more precisely, before effort is spent on proving validity. Third, the structure of ‘$\vdash_{\text{D}}$’ sequents allows us to more directly use the results in [10] and [26] to automate proofs. Fourth, we find FoPCeD more intuitive to use in interactive proofs since its rules are ‘closer’ to the standard sequent calculus (only three rules need to be modified with an extra WD sub-goal).

An additional contribution over [25] (and [19]) is that we may, at any time, choose to reduce all our reasoning to standard predicate calculus (using the $\vdash_{\text{eqv}}$ rule derived in §4.5.2.2). This is a choice that could not be taken in [25].

We now compare our work to related approaches that use underspecification [51]. As described in §4.2, underspecification is the starting point from which we develop our approach. The work presented in this chapter can be used to overcome two of the shortcomings the underspecification approach mentioned earlier. First, (as discussed in §4.3) proving the well-definedness of proof obligations (or of the source model) gives us an additional guarantee that partial (underspecified) functions are not evaluated outside their domain in specifications or program code. This has been recently done along similar lines for Spec# [18] in [83]. Second, (as discussed in §4.3 and §4.5.3) preserving well-definedness in proofs allows us to avoid having to prove well-definedness repeatedly, every time we are confronted with a possibly ill-defined expression during proof.
4.8 Conclusion

In this chapter we have shown how standard predicate calculus can be used to reason in a setting with potentially ill-defined expressions by extending it with new syntax and derived rules for this purpose.

The results presented in §4.5 provide a deeper understanding of reasoning in the context of well-definedness, and its connection with the standard predicate calculus. This work has also resulted in providing better tool support for proving within the RODIN development environment [1] for Event-B.
Chapter 5

Prover Architecture and Extensibility

In this chapter we present the basic architecture of the proof tool and the ways in which its proving capabilities can be extended. For clarity we restrict this basic architecture to the propositional subset of our mathematical language. We show how proofs can be constructed in the proof tool, and how these constructed proofs correspond to our mathematical notion of proof discussed in chapter 3. The implementation of the proof tool is sketched using an object-oriented pseudo-code notation. This chapter provides a concrete basis for the discussions in chapters 6, 7, and 8.

5.1 Introduction

The proof tool is a computer program that implements the mathematical logic described in chapter 3, the latter being its formal specification. The main aim of the proof tool is to allow us to discharge proof obligations, which are sequents as described in §3.3.2. A proof obligation can be discharged by constructing a proof for it as described in §3.2.4. A proof constructed in the tool is a reflection of its mathematical sequent-style proof.

Before starting, it is appropriate to mention that the proof tool proposed in this chapter, and the rest of this thesis is not a meta-prover able to be parametrized by a variety of distinct logics such as Isabelle [78]. It is neither a Logical Framework such as ELF [53] or Twelf [80] designed to be used for studying the properties of a given logical system. The prover described here is meant to be a practical tool aimed at discharging proof obligations using a specific mathematical logic, in our case the one described in chapter 3.

The key points of the proof tool that will be covered in this chapter are:
The main data-structures and algorithms used.

- The extension mechanisms used.
- How proofs are constructed.
- The correspondence between proofs constructed using the tool and proofs in the mathematical logic described in chapter 3.

Special importance is given to extensibility of the proof tool. In particular, a central point in its design was to allow external automated theorem provers to be easily integrated within the proof tool. As described in \[38, 68\] and \[67\] reusing the reasoning capabilities of off-the-shelf automated theorem provers has been observed to be very advantageous for program verification tasks.

The next section gives an informal overview of the proof tool architecture, with emphasis on how the proof tool can be extended.

### 5.2 Prover Extensibility

A central requirement of our proof tool is that its reasoning capabilities should be extensible. By this we mean that it should be possible to add commonly used derived proof rules or automated decision procedures into the repertoire of the proof tool and use them when constructing proofs.

In order to allow for this type of extensibility, we choose a modular architecture where we separate the extensible parts of the proof tool, responsible for generating individual proof rules, from the static part responsible for putting proof rules together to construct and manage proofs. The ‘trusted code-base’ of the proof tool comprises of:

- **a. A collection of Reasoners** that are responsible for generating valid proof rules.
- **b. The Proof Manager** which is responsible for putting these generated rules together to construct a valid proof.

The basic reasoning capabilities of the proof tool can be extended by adding new reasoners to it. A reasoner may for instance implement a decision procedure for automated proof, or a derived rule schema for interactive proof. The main point to note here is that (in contrast to most currently used proof tools as discussed in §5.11) the internal workings of an individual reasoner are not visible to the rest of the proof tool. It is only required that a reasoner
5.3. The Basic Prover Architecture

In the rest of this chapter we present the architecture of the proof tool in greater detail and sketch its implementation. In order to bring out the main points clearly, we do not present the actual implementation of the proof tool, but instead present its basic architecture which differs from its actual implementation on two points as described in the paragraphs that follow.

First, we restrict ourselves to the propositional subset of our mathematical language (which is summarised in §3.3.8) in order to bring out the key ideas behind the proof tool in a simpler setting. The implemented proof tool supports the complete mathematical language, including well-definedness as described in chapter [1] and can be found online at [2]. The major addition required in order to support the complete mathematical language is the treatment of free and bound variables. This is both well understood and straightforward to incorporate by adding additional non-freeness checks and dependencies to the pseudo-code shown here, but has been omitted in our presentation to increase its clarity.

Second, we use an object-oriented pseudo-code notation (that we are about to introduce in §5.4) for presentation. The main aim of using this notation is to communicate the design and implementation of the proof tool in a way that is clear and simple, in the spirit of how many textbooks on algorithm design present their implementations.

We avoid showing the actual Java [50] implementation to avoid cluttering our presentation with language specific artifacts that have no relevance here.

Although it would have been possible to use an established formal modeling notation (such as the Event-B notation supported by the RODIN tool)
this has not been done since:

- We would like to base our discussions on the actual implementation of the proof tool, and not on a model of its actual implementation.

- A formal specification of the proof tool (i.e. what it means for a proof to be valid) is already covered in chapter [3].

- Using such a formal model would require us to additionally argue about how faithful the actual implementation is to the model.

- Some amount of clarity would be sacrificed in translating the inherently object oriented concepts used here to those of the modeling notation.

That having been said, we incorporate some ideas (such as invariants, pre-conditions and post-conditions) from formal modeling notations such as JML [63] and Event-B in order to express properties of the pseudo-code we present. The main disadvantage of using pseudo-code in this respect is that we cannot mechanically prove that these properties hold.

The complete Java implementation of the proof tool that supports the entire mathematical language, including well-definedness as described in chapter [4] can be found online at [2].

5.4 Programing Notation

This section describes the programing notation used to present data-structures and algorithms in the rest of this thesis. The proof tool is implemented in the object-oriented programing language Java [50]. In order to avoid going into implementation details, while still remaining faithful to the implementation we use an object-oriented pseudo-code notation for presentation purposes. What follows is a short description of the main points of this notation.

A class is the basis of modularity and structure in an object-oriented setting. A class defines a unit consisting of a data specification and its behaviour. Its data specification is defined by its attributes, and its behaviour is defined by its methods. Here is an example of a class definition for Point with two integer attributes:

```java
1 class Point{
2     int x;
3     int y;
4 }
```
An object is an instance of a class. We use the following notation to declare and construct objects of a particular class:

```plaintext
Point origin := Point(x := 0, y := 0);
```

The object `origin` is said to have the type `Point`. We define the method `divide` for the class `Point` as follows:

```plaintext
boolean Point::divide(int i){
    if (i = 0){
        return false;
    }
    else{
        this.x := this.x ÷ i;
        this.y := this.y ÷ i;
        return true;
    }
}
```

Line 1 contains the signature of the method. It says that this method returns a `boolean` and accepts the integer parameter `i` as input. The `Point::` before the method name indicates that this method belongs to the `Point` class. The above method can be invoked on the object `origin` of type `Point` with the input parameter `0` using the method call notation `origin.divide(0)`. The body of the method (lines 2 to 9) is an imperative program. It first checks if `i` equals 0 (line 2) and returns `false` if this is the case (line 3). Otherwise it modifies the attributes of the invoking object by dividing them by `i` (lines 6 and 7) and returns `true` (line 8). The keyword `this` in the method body is used to access and modify the attributes of the invoking object.

We declare an attribute of a class as being immutable if this attribute is not allowed to be modified after its construction. Declaring a class to be immutable makes all its attributes immutable.

The types `int` and `boolean` are used for integer and boolean values respectively. We assume that we have the type constructors `[]` for lists, and `{}` for sets of objects of a particular type. We use the syntax `Point[]` and `Point{}` to denote the type of lists and sets of `Point` objects respectively. Lists and sets of objects are declared and constructed using the following notation:

```plaintext
Point[] pointList := [point1, point2, point3];
Point{} pointSet := {point1, point2, point3};
```

We use the square bracket notation `pointList[i]` to access the `i`th element of `pointList`. List indices start at 0. We use `pointList.length` to access the length of `pointList`. We also use the notation `pointList[i] := value`
to modify the $i^{th}$ element of `pointList`, or to append an element to `pointList` in case its current length is $i$. We use the expression `[[]]` to denote the empty list, and the operator `~` to denote list concatenation.

We use `$\emptyset$` to denote the empty set, and use the standard mathematical notation ($\in, \notin, \subseteq, \nsubseteq, \cup$) for operations on sets.

We use the equality symbol `=' in the mathematical sense (i.e. deep equality, and not just referential equality) to compare two objects of the same type.

As common programing practice, we sometimes use the `null` value to model the ends of data-structures and the return values of failed method invocations. The super-scripted type annotation `?` after a type indicates that an object of that type may be equal to `null`. For instance the declaration `Point? point` indicates that `point` may be equal to `null` and that this needs to be checked before trying to access its attributes.

An `interface` is an abstract class containing only method signatures. Here is an example of an interface declaration:

```java
interface Dividable{
    boolean divide(int i);
}
```

We say that the class `Point` implements the interface `Dividable` since it provides the `divide` method with the same signature as in the interface. Interfaces are used to support extensibility of the proof tool.

We now use this pseudo-code notation to describe the main data structures and algorithms used in the proof tool.

### 5.5 Predicates

We assume we have a class `Predicate` that implements the abstract syntax tree for predicates and provides methods to query and construct such predicates. The objects of type `Predicate` are immutable.

```java
immutable class Predicate{
    ...
}
```

### 5.6 Sequents

A sequent is implemented as a class containing two attributes:

```java
immutable class Sequent{
    ...
}
```
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Predicate goal;
Predicate{} hyps;
}

The goal attribute refers to the single goal predicate, and hyps, to the set of hypotheses predicates. The values of both these attributes cannot be null. Additionally, the objects of type Sequent are immutable.

5.7 Proof Rules

Proof rules are implemented as objects of the following Rule class:

```java
immutable class Rule{
    Predicate usedGoal;
    Predicate{} usedHyps;
    RuleAntecedent[] ruleAntecedents;
    Reasoner generatedBy;
    ReasonerInput generatedUsing;
}
```

An object of type Rule is composed of a used goal predicate (usedGoal), a set of used hypotheses predicates (usedHyps), and a list of rule antecedents (ruleAntecedents of type RuleAntecedent[]). Each rule antecedent composed of a new goal predicate (newGoal), and a set of added hypotheses predicates (addedHyps). Both classes are immutable and contain only non-null attributes. The attributes generatedBy and generatedUsing in Rule are used to record the Reasoner and ReasonerInput used to generate the rule and will be described later in §5.8.

Note that the representation we have chosen here for rule objects is not the same as the definition of a proof rule in the mathematical theory from §3.2.2 which states that a proof rule is composed of a consequent sequent and a list of antecedent sequents. The representation we have chosen here contains more structure and actually represents a set of ‘mathematical’ proof rules (or a proof rule schema, as we will see shortly). Using this representation not only reduces the space required to store rule objects, but also has many advantages for proof reuse as we will see in the chapter 6.
With respect to the mathematical theory, an object of type `Rule` with \( n \) rule antecedents implements the proof rule schema shown in figure 5.1 with \( n \) antecedents.

\[
\begin{align*}
H, H_u, H_{A_0} &\vdash G_{A_0} \\
\vdots \\
H, H_u, H_{A_{n-1}} &\vdash G_{A_{n-1}} \\
H, H_u &\vdash G_u
\end{align*}
\]

Where:  
\( H_u = \text{usedHyps} \)  
\( H_{A_i} = \text{ruleAntededents}[i].\text{addedHyps} \)  
\( G_u = \text{usedGoal} \)  
\( G_{A_i} = \text{ruleAntededents}[i].\text{newGoal} \)

Figure 5.1: The rule schema implemented by a rule object

In this rule schema, \( H_u \) is the set of used hypotheses and \( G_u \) the used goal of the rule object. In each of its antecedents, \( H_{A_i} \) is the set of added hypotheses and \( G_{A_i} \) the new goal of the \( i \)th rule antecedent.

Note that the only meta-variable in this rule schema that can be instantiated is \( H \). Instantiating \( H \) with a set of predicates results in a concrete proof rule as defined in §3.2.2. In the tool, this instantiation is done implicitly by the `Rule::apply()` method below that applies a rule object to a potential consequent sequent and returns a list of antecedent sequents if successful:

```java
Sequent[] apply(Sequent consequent){
    if (consequent.goal != this.usedGoal) return null;
    if (consequent.hyps !\( \subseteq \) this.usedHyps) return null;
    Sequent[] antecedents := [];
    for (int i := 0, i < this.ruleAntecedents.length, i++){
        antecedents[i] := Sequent{ 
            goal := this.ruleAntecedents[i].goal,
            hyps := consequent.hyps \( \cup \) this.ruleAntecedents[i].addedHyps
        };
    }
    return antecedents;
}
```

The above method returns `null` if the rule is inapplicable to the given sequent. A rule is inapplicable to the given sequent if its goal is not identical to the used goal of the rule object (line 2), or the used hypotheses of the rule object are not contained in its hypotheses (line 3). In case the given sequent passes both these checks, it is an applicable consequent of the rule, and its antecedent sequents are calculated and returned (lines 4 - 11). The goal of each antecedent sequent is the new goal of the corresponding rule
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antecedent (line 7). The set of hypotheses of each antecedent sequent is the
union of hypotheses of the given consequent and the added hypotheses of the
corresponding rule antecedent (line 8).

The only proof rules (in the mathematical sense) that cannot be imple-
mented using such rule objects are those that remove hypotheses from the
consequent sequent (i.e. those proof rules that have a hypothesis in the con-
clusion that is not present an antecedent). Proof rules arising from the mon
rule schema from §3.4.4 are examples of this. We may overlook this issue
since the presence of extra hypotheses does not hinder us during proof. We
have instead built the assumption that our logic is monotonic into the proof
tool in the way Rule::apply() is implemented, and also in the way proofs are
reused in chapter 6.

5.8 Reasoners

A reasoner is a computer program that generates Rule objects. As seen
earlier in §5.2 the set of reasoners present in the proof tool is not fixed.
Adding new reasoners is a way of extending the proving capabilities of the
proof tool.

The implementation of a reasoner is hidden from the rest of the proof tool,
which allows external theorem provers to be easily integrated into our frame-
work. Programatically, reasoners are classes that implement the following
Reasoner interface:

```java
interface Reasoner{
    Rule apply(Sequent sequent, ReasonerInput input);
}
```

Each reasoner provides an apply() method that returns a Rule object in case
of success, or null in case of failure. The input parameters to this method
are a sequent to prove, and an optional, reasoner-specific input. Reasoners
that require specialised input need to implement the empty ReasonerInput
interface. Both these input parameters are mere suggestions that the reasoner
may use to generate a rule. The generated rule, on the other hand, is trusted
by the proof tool and therefore must conform to certain requirements that
are treated in the next sub-section.
5.8.1 Reasoner Requirements

All rule objects generated by a reasoner need to be:

a. **Logically Valid** By generating a rule object, a reasoner guarantees that the proof rule schema corresponding to this rule object (shown in figure 5.1) is valid (i.e. can be derived) in the mathematical logic. For the moment we assume that all reasoners present in our proof tool generate logically valid rules. In chapter 8 we will see how a rule can be checked for logical validity independent of the reasoner that generated it.

b. **Replayable** It is also required that reasoners work deterministically, i.e. given similar inputs (a sequent with the used hypotheses and used goal, and the identical reasoner input), they generate identical rule objects. The following pseudo-code checks generated rules for this property:

```java
boolean Rule::isReplayable(){
    Rule regeneratedRule := this.generatedBy.apply(
        Sequent(goal := this.usedGoal, hyps := this.usedHyps),
        this.generatedUsing
    );
    if(regeneratedRule != null \&\& this = regeneratedRule) {
        return true;
    } else {
        return false;
    }
}
```

The above method must return `true` for all proof rules that satisfy the ‘replayable’ property. This method can be seen as a class invariant for rule objects, or a post-condition for the `Rule::apply()` method in case it generates a rule object.

5.8.2 Examples of Reasoners

We now present some examples of reasoners and show how they can be implemented within this framework.

**Goal in Hypotheses**

The following reasoner implements the `hyp` proof rule schema from §3.3.5 that appears just below:
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\[ \frac{H, P \vdash P}{\text{hyp}} \]

```java
class Hyp implements Reasoner{
    Rule apply(Sequent sequent, ReasonerInput input) {
        if (sequent.goal ∈ sequent.hyps) {
            return Rule{
                usedGoal := sequent.goal,
                usedHyps := {sequent.goal},
                antecedents := [],
               .generatedBy := this,
               .generatedUsing := input
            };
        } else {
            return null;
        }
    }
}
```

The above reasoner uses the `sequent` parameter as its only input. It checks the input sequent to see if its goal is present in its hypotheses (line 4). In case this is true, an appropriate rule object with no rule antecedents is returned (lines 5-11). Otherwise the reasoner fails and returns `null` (line 13).

The proof rule schema corresponding to each rule object generated by the above reasoner is of the form:

\[ \frac{H, G \vdash G}{\text{Hyp}()} \]

where \( G \) is a concrete predicate (i.e. it instantiates the meta-variable \( P \) in the `hyp` rule schema) that is identical to the goal of the input sequent provided to the `Hyp::apply()` method. We use such rule schemas to represent generated rule objects more concisely on paper. We follow the convention of labeling such rule schemas using the name of the reasoner that generated it, followed by its additional input in sub-scripted brackets. The label `Hyp(0)` in the above rule schema indicates that it was generated by the `Hyp` reasoner using an input sequent of the form \( \frac{H, G \vdash G}{Hyp} \), without any additional input.

**Split Conjunctive Goal**

We may similarly have the following reasoner that implements the \( \land \text{goal} \) proof rule schema from §3.3.5.
\[
\frac{H \vdash P \quad H \vdash Q}{H \vdash P \land Q} \wedge \text{goal}
\]

class ConjGoal implements Reasoner{
    
    Rule? apply(Sequent sequent, ReasonerInput? input){
        if (sequent.goal.isConj()) {
            return Rule{
                usedGoal := sequent.goal,
                usedHyps := \emptyset,
                antecedents := [Antecedent( newGoal:= sequent.goal.conjLeft(), addedHyps:= \emptyset ),
                                Antecedent( newGoal:= sequent.goal.conjRight(), addedHyps:= \emptyset )]
            };
        } else {
            return null;
        }
    }
}

We assume we are given the method Predicate::isConj() to check if a predicate is a conjunction, and the methods Predicate::conjLeft() and Predicate::conjRight() that return the left and right conjuncts of a conjunctive predicate respectively.

The proof rule schema corresponding to each rule object generated by the above reasoner is of the form:

\[
\frac{H \vdash G_1 \quad H \vdash G_2}{H \vdash G_1 \land G_2} \text{ConjGoal()}
\]

The Cut Rule

A reasoner for the cut rule schema can similarly be implemented as follows:

\[
\frac{H \vdash P \quad H, P \vdash Q}{H \vdash Q} \text{cut}
\]

class Cut implements Reasoner{
    
    Rule? apply(Sequent sequent, ReasonerInput? input){
        if (input = null \lor \neg(input instanceof SinglePredInput)) return null;
        Predicate lemma = ((SinglePredInput)input).pred;
    }
}
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The main difference between this reasoner and the ones we have seen before is that it expects specialised input of the type SinglePredInput that contains the predicate to perform the cut on. This additional input is needed since it cannot be inferred from the input sequent alone. The given input is first checked to be of the correct type in line 4.

The proof rule schema corresponding to each rule object generated by the above reasoner is of the form:

\[
\frac{H \vdash L \quad H, L \vdash G}{H \vdash G} \text{Cut}(L)
\]

The sub-scripted predicate ‘L’ in parenthesis after the reasoner name indicates that this predicate was an additional input that was used by the reasoner to generate this rule.

The next sub-section demonstrates how external theorem provers can be integrated as reasoners into the proof tool.

5.8.3 Integrating External Theorem Provers

The examples of reasoners we have seen in §5.8.2 implemented simple rule schemas in the native implementation language of the prover (in our case, the pseudo-code notation). As mentioned several times earlier, since the only requirements placed on reasoners are those stated in §5.8.1 it is also possible to integrate external off-the-shelf theorem provers as reasoners of the proof tool. The following pseudo-code shows how this can be done:

```java
class ExtProver implements Reasoner{
    Rule apply(Sequent sequent, ReasonerInput input){
        // Pseudo-code implementation
    }
}
```
The `proveExternally(sequent)` method call in line 4 calls a designated external theorem prover to discharge the given sequent, after translating it into a form suitable for the external prover, and returns `true` iff the external prover was successful in discharging the given sequent. In the case of success, an appropriate rule object with no rule antecedents is returned (lines 6-12). Otherwise the reasoner fails and returns `null` (line 14).

Although the above reasoner expects no input, in practice reasoners that call external theorem provers are typically given a time-out and other prover specific inputs. In case an external prover is smart enough to return the set of hypotheses it used to perform a proof, this information can be propagated to the resulting rule object (by modifying line 5) and can be used by the proof tool to calculate proof dependencies more accurately for better proof reuse (this will be discussed later in chapter 6).

Using this approach we\(^1\) were able to successfully integrate previously developed external theorem provers from the Atelier-B [33] tool into the RODIN platform. The bulk of reasoning done using RODIN is done using these automated provers. We have also successfully integrated other automated theorem provers based on the TPTP [88] syntax using this approach.

In the next section we show how proof trees, the counterparts of mathematical proofs, are implemented in the proof tool.

### 5.9 Proof Trees

A proof tree is implemented as the following recursive data-structure:

\(^1\)This was joint work with Laurent Voisin and François Terrier
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An object of type `ProofTreeNode` represents both, a single proof tree node, and the proof tree (or sub-tree) rooted at that node. The structure of a proof tree is very similar to that of a mathematical proof defined in §3.2.4. Each proof tree node contains an immutable, non-null `sequent` attribute that corresponds to the sequent at that node. The `rule` attribute, if non-null, contains the rule corresponding to this proof tree node. A node is pending if its `rule` attribute is null. Otherwise it is non-pending. The `childNodes` attribute of a non-pending proof tree node contains its child proof tree nodes. The `childNodes` of a pending proof tree node should be null.

Note that objects of the type `ProofTreeNode` are mutable since their `rule` and `childNodes` attributes may be modified. In order to ensure that such proof tree nodes correspond to proofs in our mathematical logic we need to enforce certain constraints on how proof trees are constructed and modified.

5.9.1 Constraints on Proof Trees

Since we want objects of type `ProofTreeNode` to reflect proofs that can be constructed in our mathematical logic as defined in §3.2.4, we need to constrain the range of objects of this type to valid proof tree nodes. The following pseudo-code illustrates what it means for a proof tree node to be valid:

```java
boolean ProofTreeNode::isValid(){
    if (this.rule = null ∧ this.childNodes = null) return true;
    if (this.rule = null ∨ this.childNodes = null) return false;
    Sequent[] antecedents := rule.apply(this.sequent);
    if (antecedents = null) return false;
    if (antecedents.length ≠ this.childNodes.length) return false;
    for (int i := 0, i < antecedents.length, i++){
        if (antecedents[i] ≠ this.childNodes[i].sequent) return false;
        if (¬ this.childNodes[i].isValid()) return false;
    }
    return true;
}
```

For a pending proof tree node to be valid, its `childNodes` must be null (line 2). For a non-pending proof tree node to be valid, its `childNodes` must be
non-null (line 3), its rule must be applicable to its sequent (lines 4 and 5), and each of its childNodes must correspond to the result of this rule application (lines 6 and 8) and itself be valid (line 9).

The ProofTreeNode::isValid() method can be seen as a class invariant that needs to hold for all objects of its type. In order to constrain all proof tree nodes to be valid we require that they are constructed and modified in a controlled way by only using operations that establish and preserve this notion of validity. These operations are described in the next sub-section.

5.9.2 Operations on Proof Trees

In order to ensure that all proof trees constructed by the proof tool are valid (as defined above in §5.9.1) we enforce that they can only be constructed and modified using the following methods:

**Construction** In order to start constructing a proof tree we first construct its root as a pending proof tree node using the following method:

```java
ProofTreeNode makePendingNode(Sequent seq){
    return ProofTreeNode{
        sequent := seq,
        rule := null,
        childNodes := null
    };
}
```

The proof tree nodes returned by this method are trivially valid since they are pending and have no rule object or child nodes associated to them.

**Rule Application** A proof tree grows when rules are applied to its pending nodes. The following method applies a given rule to the invoking proof tree node:

```java
boolean ProofTreeNode::apply(Rule rule){
    if (this.rule = null) return false;
    Sequent[] antecedents := rule.apply(this.sequent);
    if (antecedents = null) return false;
    ProofTreeNode[] newChildNodes;
    for (int i := 0, i < antecedents.length, i++){
        newChildNodes[i] := makePendingNode(antecedents[i]);
    }
    this.rule := rule;
}
```
The `apply()` method returns `true` if it was successful. We first check that the current proof tree node is pending (line 2). The given rule is then applied to the sequent of the node to get the list `antecedents` of antecedent sequents (line 3). In case this rule application is successful (checked in line 4), the node gets a new rule and pending child nodes (lines 5-11). The sequents of the new pending child nodes are identical to the generated antecedents (line 7). The resulting proof tree node is therefore valid.

**Pruning** In order to backtrack from a failed proof, a proof tree node may be pruned, making it pending again:

```java
ProofTreeNode::prune(){
    this.rule := null;
    this.childNodes := null;
}
```

The resulting proof tree node is trivially valid since it is pending and has no rule object or child nodes associated to it.

The status of a proof tree node can be queried using the following methods:

**Pending Proof Tree Nodes** The pending nodes of a proof tree may be computed recursively as follows:

```java
ProofTreeNode[] ProofTreeNode::getPendingChildNodes(){
    if (this.rule = null) return [this];
    ProofTreeNode[] result := [];
    for (int i=0, i < this.childNodes.length, i++){
        result := result ⊔ this.childNodes[i].getPendingChildNodes();
    }
    return result;
}
```

The ‘⊔’ operator on line 5 denotes list concatenation. The above method returns a list of all pending proof tree nodes of the proof tree rooted at the invoking proof tree node.

**Complete Proof Trees** A proof tree is *complete* if it contains no pending child nodes. This can be computed using the following method:
In the next sub-section we show how a proof tree can be constructed and queried using the operations discussed in this section.

5.9.3 Example Proof Tree Construction

In this section we show how a complete proof tree for the sequent ‘$A, B, C \vdash A \land B$’ can be constructed using the reasoners presented in §5.8.2 and the operations on proof trees described in §5.9.2. We proceed in a step-wise manner:

**Step 1** We first construct a new pending proof tree node with the sequent ‘$A, B, C \vdash A \land B$’ using the makePendingNode() method. We illustrate this pending proof tree node as follows:

```
?  
A, B, C \vdash A \land B
```

The boxed question mark above the sequent indicates that this node does not have a rule object associated to it, and is therefore pending.

**Step 2** Next, we apply the ConjGoal reasoner to the pending sequent ‘$A, B, C \vdash A \land B$’ to construct the following rule object:

$$
\begin{align*}
H \vdash A & \quad H \vdash B \\
\hline
H \vdash A \land B & \quad \text{ConjGoal}()
\end{align*}
$$

The above rule object is then applied to the pending proof tree node from step 1 using the ProofTreeNode::apply() method. Here is the resulting proof tree:
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The original node is no longer pending and now has two pending child nodes that appear above it. The two pending child nodes can be accessed via the `ProofTreeNode::getPendingChildNodes()` method.

**Step 3** Next, we apply the `Hyp` reasoner to the first pending sequent ‘\(A, B, C \vdash A\)’ to construct the following rule object:

\[
\frac{H \vdash A \quad H \vdash B}{H \vdash A \land B}
\]

The above rule object is then applied to the first pending node resulting in the following proof tree with only one pending node:

**Step 4** The remaining pending proof tree node is similarly discharged as in step 3, resulting in the following complete proof tree for ‘\(A, B, C \vdash A \land B\)’. 
As seen in this example, directly using reasoners and the basic proof tree operations to construct proof trees is a tedious process. In the next section we introduce the notion of tactics that make this job easier.

5.10 Tactics

The proof tool provides tactics to make the task of constructing and manipulating proofs easier. Tactics provide a convenient way to structure strategic or heuristic knowledge about proof search and manipulation. They provide control structures to call reasoners or other tactics to modify entire proofs.

Typically, all user level interactions for proof construction are expressed via tactics since they provide a concise and high level language to express proof construction steps. Internally, all tactic applications are translated, via reasoner calls, into rule applications.

Tactics are classes that implement the following Tactic interface:

```java
interface Tactic {
    boolean apply(ProofTreeNode node);
}
```

Each tactic provides an apply() method. The input parameter to this method is a proof tree node corresponding to the point of application of the tactic. The purpose of the apply() method is to modify the given proof tree in some controlled way. The method returns true if this modification was successful. This information on whether a tactic was successful or not is used when combining tactics.

As seen earlier in §5.2, it is possible to add new tactics to the proof tool to automate frequently used proof construction steps. In contrast to reasoner
extensions, tactic extensions are easier to write and do not compromise the soundness of the proof tool.

5.10.1 Examples of Tactics
In this section we present some examples of commonly used tactics. We first start with some basic tactics and then show how tactics can be combined to construct new tactics that encode more complex proof strategies.

5.10.1.1 Basic Tactics
We call a tactic basic if its application only modifies the proof tree node at its point of application. Such tactics provide the basic building blocks that can be combined using tacticals (that will be introduced later) to construct more complex tactics.

**Prune** Instances of the following tactic class, when applied to a non-pending proof tree node, prunes it:

```java
class PruneTac implements Tactic {
    boolean apply(ProofTreeNode node) {
        if (this.rule == null) return false;
        node.prune();
        return true;
    }
}
```

This tactic fails if the point of application of the tactic is already a pending proof tree node (line 4).

**Rule Application** Instances of the following tactic class apply a rule object to pending proof tree nodes:

```java
class RuleTac implements Tactic {
    Rule rule;
    boolean apply(ProofTreeNode node) {
        return node.apply(this.rule);
    }
}
```
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The rule to apply is given as the rule attribute in the constructor of this class. An application of this tactic is successful iff this rule could be successfully applied to the given proof tree node.

Reformer Application Instances of the following tactic class encapsulate reasoner calls on proof tree nodes:

```java
class ReasonerTac implements Tactic{
    Reasoner reasoner;
    ReasonerInput input;

    boolean apply(ProofTreeNode node){
        Rule? rule := this.reasoner.apply(node.sequent, this.input);
        if (rule = null) return false;
        return RuleTactic(rule := rule).apply(node);
    }
}
```

The apply() method above first calls a reasoner with some input and the sequent of the given node, and then applies the generated rule object to the given node. The tactic fails if either the reasoner call fails (line 8), or the subsequent rule application fails (line 9).

The following pseudo-code illustrates how the reasoners Hyp and ConjGoal from §5.8.2 can be encapsulated into the basic tactics HypTac and ConjGoalTac respectively:

```java
Tactic HypTac := ReasonerTac{ reasoner := Hyp, input := null };
Tactic ConjGoalTac := ReasonerTac{ reasoner := ConjGoal, input := null };
```

The resulting tactics HypTac and ConjGoalTac can then be directly applied (via their apply() methods) to individual proof tree nodes instead of doing this in multiple steps as described in step 2 of §5.9.3.

5.10.1.2 Tacticals

Tacticals are tactic classes that allow us to construct new tactics by combining already existing tactics. They allow us to express strategic or heuristic knowledge about proof search in a concise way.

Apply On All Pending It is often useful to shift the point of application of a tactic to another node in a proof tree. For instance, the tactics HypTac and ConjGoalTac seen earlier are only meant to be applied to
pending proof tree nodes. The following tactical applies a given tactic to all pending nodes of a proof tree:

class OnAllPendingTac implements Tactic{
    Tactic tactic;
    boolean apply(ProofTreeNode node) {
        boolean success := false;
        ProofTreeNode[] pendingChildNodes := node.getPendingChildNodes();
        for (int i=0, i < pendingChildNodes.length, i++) {
            if (this.tactic.apply(pendingChildNodes[i])) success := true;
        } return success;
    }
}

The resulting tactic is successful iff the given tactic was successful at least once.

Repeating a Tactic It is also often useful to apply a given tactic repeatedly until it fails. The following tactical achieves this:

class RepeatTac extends Tactic{
    Tactic tactic;
    boolean apply(ProofTreeNode node) {
        boolean success := false;
        while (this.tactic.apply(node)) {
            success := true;
        } return success;
    }
}

The resulting tactic is successful iff the given tactic is successful at least once.

Composing Tactics The following tactic sequentially composes a list of tactics:

class ComposeTac extends Tactic{
    Tactic[] tactics;
boolean apply(ProofTreeNode node) {
    boolean success = false;
    for (int i=0, i < this.tactics.length, i++) {
        if (this.tactics[i].apply(node)) success := true;
    }
    return success;
}

The resulting tactic is successful if at least one of the given tactics was successful.

5.10.1.3 Encoding a Proof Strategy

To end this section we show how we can use the basic tactics and tacticals introduced in this section to encode a proof strategy that can be used to construct a complete proof tree for the sequent ‘A, B, C ⊢ A ∧ B’ as presented in §§5.9.3. The proof strategy we want to encode is as follows:

1. Split all pending conjunctive goals until this is no longer possible.

2. Discharge the remaining pending sub-goals whose goal appears in the hypotheses.

The following pseudo-code shows how the above proof strategy can be encoded as a tactic:

```
Tactic ConjGoalThenHyp = ComposeTac(
    tactics := [
        RepeatTac(
            tactic := OnAllPendingTac( tactic := ConjGoalTac )
        ),
        OnAllPendingTac( tactic := HypTac )
    ]);
```

The resulting tactic ConjGoalThenHyp first repeatedly applies ConjGoalTac on all pending nodes of the given proof tree (lines 3,4) until it is no more applicable, and then tries to discharge each pending node using HypTac (line 6). Applying the resulting tactic to the sequent ‘A, B, C ⊢ A ∧ B’ has the same effect as performing the stepwise proof presented in §§5.9.3.
5.11 Related Work

The architecture of proof tools is the subject of much heated debate. The main issue here is reaching a reasonable trade-off, given the opposing requirements of efficiency, providing easy extensibility and ensuring soundness.

Many proof tools follow the so-called LCF approach, first used in the LCF theorem prover [77], but also used by the theorem provers Isabelle [79] and HOL [49]. These theorem provers are implemented in the functional programming language ML [76]. The valid theorems in such systems are values of a special protected ‘theorem’ abstract data-type. The ML type system ensures that theorems are derived using only the inference rules given by the operations of this abstract data-type. These operations are encoded in a very compact ‘logical kernel’, that is manually inspected for bugs. In this way, one has a very high degree of confidence in the validity of the theorems proved in such LCF style proof tools. But such a design takes its toll on extensibility and efficiency. Extending the proving capabilities of an LCF style proof tool is done by writing new ‘tactics’ in ML that generate new theorems. It is hard and specialized work to port an existing decision procedure into a tactic that fits into this framework. Details for one such effort for a decision procedure for Pressburger arithmetic can be found in [30], and an effort to integrate external automated theorem provers for first order logic can be found in [68]. Both these efforts were long term PhD research projects. Porting such decision procedures also makes them less efficient because of the lack of sufficiently efficient compilers for ML, and the extra bookkeeping required by such tactics. There is the possibility of adding external decision procedures as ‘oracles’ into such systems. The results of these oracles do not need to go through the logical kernel, and are blindly trusted in the same way as the results of reasoners are trusted in our setting. Using oracles though undermines the advantages of using the LCF style approach in the first place.

The architecture of the PVS [74] system is similar to the LPF approach just described, but is more liberal in its incorporation of external ‘unverified’ decision procedures. The PVS user therefore has many more automated provers at his disposal, albeit with the possibility of encountering soundness bugs. A good comparison of the approach used by PVS and Isabelle from the point of view of a user using these systems is given in [52]. It mentions that although it is sometimes annoying, “soundness bugs are hardly ever unintentionally explored” during proof, and that “most mistakes in a system to be verified are detected in the process of making a formal specification”. Our experience with the RODIN system is similar.

Having said that, the proof tool described in this chapter does use some of the main ideas from the LCF style approach. The proof trees described
in §5.9 are ‘protected’ in a way similar to the ‘theorem’ data-type in the LCF approach. Proof trees can only be created and manipulated using the select few carefully written and inspected operations discussed in §5.9.2. The notions of tactics and tacticals described in §5.10 also draw inspiration from their counterparts in Isabelle and HOL. Another point to note carefully in this comparison is that although the rules generated by our reasoners are trusted, there is nothing to stop the developer of a reasoner from using the LCF style approach (or even one of the LCF style provers directly) to obtain more confidence on the soundness of the generated rules. Additionally, in chapter 8 we show how the soundness of generated rules can be checked, independently of the reasoner that generated them. Our approach is therefore more pragmatic than that of LCF style provers, and aims to do the best it can, given the central requirement of allowing external reasoners to extend the reasoning capabilities of the proof tool.

The architecture of the mural system [58] is very similar to the architecture of the proof tool described in this chapter. There are two main differences. First, as for the LCF style systems just described, the mural system was designed to be extensible using internally proved deduction rules, and not using external reasoners. Secondly, the mural system represents proofs in the natural deduction style, whereas we use the sequent style to represent proofs. Although both these representations are theoretically equivalent, it is not clear how proofs constructed using external reasoners can be replayed since the order in which proof steps are performed is not clear from a natural deduction proof.

With respect to prover extensibility, our approach differs from the approach used in many current program verification tools such as Jive [70], Boogie [17], ESC/Java [64], Caduceus [43], and JACK [20]. These tools come with no (or very limited) native proof support. All proofs are performed externally using third-party (back-end) interactive proof tools such as Isabelle [79], PVS [74] and Coq [28], or automated theorem provers such as Simplify [39] and haRVey [12]. This is achieved by translating the verification conditions generated by these verification tools directly into a form suitable to be proved by an external proof tool. The proofs are then completely performed in one of these external proof tools.

Our approach is fundamentally different from the approaches mentioned in the previous paragraph. Although external reasoners are used to generate individual proof steps, the complete proof (modulo its individual steps) is still recorded and managed by the proof tool. The proof tool described in this chapter serves as an integration framework (as motivated by [37]) to put together externally generated proof steps to construct a coherent proof.
Furthermore, (although technically still possible) interactive proofs are not performed within external proof tools, but using the proving UI (not covered in this thesis) within the RODIN development environment, although it is still possible for an external proof tool to generate the logical content of such an interactive proof step. In this sense, external provers are truly back-ends for theorem proving since the user is not exposed to their internal workings or user interfaces.

Our approach has three advantages over the approach used by the above mentioned program verifiers. First, it is possible to use multiple external proof tools to discharge a single proof obligation. This is important in practice since automated theorem provers are often specialised to solve certain types of problems (e.g. arithmetic or set theory). It is often the case (as described in [80], [8] and [38]) that a few simple interactive proof steps are required to simplify and split a proof obligation into multiple sub-goals that can then be discharged using different automated provers. This approach therefore allows a finer granularity for integrating external theorem provers. Second, the user is given a uniform user interface for interactive proof that is integrated within the development environment. This means that he does not need to master the use of multiple theorem provers and switch between them in order to perform proofs. Third, all results of external theorem provers are recorded, and can be used later for proof reuse, reengineering and revalidation, as will be discussed in chapters 6, 7 and 8 respectively.

5.12 Conclusion

In this chapter we have presented the basic architecture of the proof tool and the ways in which its proving capabilities can be extended. We have sketched its implementation using object-oriented pseudo-code. We have shown how proofs can be constructed in the proof tool, and how these constructed proofs correspond to our mathematical notion of proof. This chapter provides the basis for the discussions that follow in chapters 6, 7 and 8.
Chapter 6

Representing and Reusing Proofs

This chapter is concerned with representing and reusing proofs constructed in the proof tool. We start by discussing the most frequently occurring proof obligation changes that we experience during reactive formal development, as discussed in chapter 2 and propose a strategy to manage such changes. We then state some concrete requirements on the way proof attempts are represented and reused. We discuss the various possibilities we have of representing proofs, and their consequences on proof reuse. The main contribution of this chapter is to propose a new way of representing proof attempts (that we call proof skeletons) that can be incrementally reused and satisfy the requirements stated earlier. Experimental evidence on the effectiveness of our solution to represent and reuse proofs is also presented.

6.1 Introduction

A proof tool must allow saving and reloading of proofs from saved proof attempts. There are may reasons why storing and reusing proofs is important:

- Proofs are rarely completed in one sitting. Users frequently resume work on a previous partial proof attempt.
- Even when a proof is complete, its recorded proof attempt is evidence that the proof indeed succeeded.
- Recording proof attempts allows them to be reused when proof obligations change.

Using a proof tool as part of a reactive development environment also places special requirements on how proofs should be stored and reused.
Proof Reuse in a Reactive Setting  In chapter 2 we proposed a reactive formal development environment where a change in a model is immediately reflected as changes in proof obligations. The \textit{main challenge} for a proof tool in such an environment is to make the best use of previous proof attempts in the midst of changing proof obligations. Reusing previous proof attempts is important since considerable computational and manual effort is needed to produce a proof.

The main difference between current approaches of proof reuse, and what is required for proof reuse in the reactive setting is the frequency with which changes occur, and the efficiency with which these changes need to be processed in the reactive setting. The current approaches used to represent and reuse proof attempts are not well suited for the frequency with which some common types of change occur in the reactive setting since they require entire proofs to be recomputed even for minor proof obligation changes for which this is not required. This point will be discussed in detail in §6.2, §6.3, and §6.6.

Reactive development environments for programming such as Eclipse [41] use incremental compilation [87] to reduce compilation time (and therefore reaction times) when working on large programs. In this chapter we try to extend this idea of incremental compilation to proofs to achieve similar benefits. We propose a new way of representing proof attempts (proof skeletons) that can be reused incrementally, but where explicit reuse may even be avoided for some (recoverable) changes for which proof skeletons are guaranteed to be resilient. We first define some key terms that will be used in this chapter.

\textbf{Key Terms}  Unless otherwise obvious, we use the term \textit{proof} to denote a mathematical proof as defined in §3.2.4 and the term \textit{proof tree} to refer to the proof tree data structure constructed by the proof tool (that represents a mathematical proof) as discussed in §5.9. We use the term \textit{proof attempt} to denote some record of the construction of a proof that can be stored and reused to reconstruct a proof. We say that a proof attempt is \textit{applicable} for a given proof obligation if this proof attempt can be used to reconstruct a proof tree for the given proof obligation. For applicability we also require that if the proof attempt is the record of a complete proof, the reconstructed proof tree should also be complete.

Since proof construction is a layered process (tactics call reasoners, generating rules), we have a choice of what we want to record as a proof attempt. This choice is governed by the requirements we have on the applicability of proof attempts when their proof obligations change. The next section
discusses proof obligation changes and concludes with these requirements.

6.2 Proof Obligation Changes

We start by describing the different types of proof obligation changes that we treat in this chapter and the required effects of these changes on the applicability of proof attempts. The changes are presented in the order of the frequency (from experimental evidence presented in §6.5) with which they occur:

1. **Adding hypotheses**: Common modeling changes, such as importing a new theory, or adding a new property to the system being modeled result in new hypotheses being added to almost all proof obligations in a formal development. Since the logic we use is monotonic, we should not allow this sort of change to make a previous proof attempt inapplicable.

2. **Removing unused hypotheses**: It is often the case that the user chooses to remove or replace a property he thinks is wrong or redundant. The properties of a system are reflected as hypotheses in almost all proof obligations. The removal of a property therefore results in the removal of a hypothesis in a large number of proof obligations. Removing a hypothesis from a proof obligation per se renders its previous proof attempt inapplicable. But proof attempts typically only use a small subset of the hypotheses present in a proof obligation. Removal of unused hypotheses from a proof obligation should not make its previous proof attempt inapplicable.

3. **More severe changes** Next come changes to proof obligations that do not fit in the above two categories, for instance the removal of a hypothesis that is used in a proof, or the change of a goal that the proof manipulates. In these cases it is clear that the previous proof attempt is no longer applicable and needs to be modified, either automatically or interactively.

Experimental evidence presented later in §6.5 confirms that the first two types of proof obligation change described above account for about 47% of all proof obligation changes observed while using the tool. It is therefore crucial that such changes are efficiently detected and do not make previous proof attempts inapplicable.
6.2.1 Characterising Changes

In general, changes to a proof obligation can be classified into two categories with respect to how they affect the applicability of a previous proof attempt:

**Recoverable** Those changes for which the system can automatically and efficiently guarantee that a previous proof attempt is still applicable. Previous proof attempts in this case need not be modified. We want changes 1 and 2 from §6.2 to fall under this category.

**Irrecoverable** Those changes for which the system cannot guarantee that a previous proof attempt is still applicable. In this case a proof attempt may need to be modified (either automatically or interactively) to account for this change. Change 3 from §6.2 falls under this category.

The next section describes how the system should react to changes in each of these categories.

6.2.2 Reacting to Changes

Automatically reacting to proof obligation changes as they occur gives the user immediate feedback on how his last modeling change affects his proof development. But automatically reacting to a change should not result in a loss of some previous proof effort. In this section we describe how the system should react to change, keeping these two points in mind.

We start by making a distinction between reacting to a change, and recovering from it. The system reacts every time it notices that a proof obligation has changed. Recovering from a change means that the system, at the end of the recovery process, ensures that the current proof attempt is applicable for the changed proof obligation. Reacting to a change may mean recovering from it, but later in this section we will see that this is not always desirable.

We would always like to recover from a recoverable proof obligation change (as defined in §6.2.1) since:

- Recovery is guaranteed to succeed.
- Recovery is not computationally intensive.
- The previous proof attempt is not modified.

In this case, recovery only involves checking that the proof attempt is still applicable and marking it as such.
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On the other hand, if the change is irrecoverable, the previous proof attempt is now inapplicable. Recovering from such a change requires the creation of a new proof, possibly with the help of a previous proof attempt. Reacting to such changes by trying to immediately recover from them is undesirable because:

- Recovery may fail.
- Recovery may be computationally intensive
- Recovery may need user interaction.
- The previous proof attempt may be lost.

The user typically does not want to spend time and resources on proving proof obligations after every modeling change, but only at points where he thinks his model is stable enough to be worthy of proof effort. At other points in his development, the model may be unstable or incomplete, resulting in incomplete or unstable proof obligations. Immediate recovery from such changes would mean that time and effort is spent on proving proof obligations that will change in the very near future. A more serious consequence of this is that any previous proof attempt would be modified, or even lost. The user should be able to make experimental changes without worrying about the system modifying his proofs. Since the system does not have a way of knowing the intent of a modeling change, the best thing to do in this case would be to mark any previous proof attempt as now being inapplicable. The user can later make this proof attempt applicable again, either by undoing his modeling change, or explicitly asking the system to recover by reusing a previous proof attempt.

Proof attempts generated automatically (i.e. without any user interaction) are an exception to this rule. Losing such proof attempts is not that serious since they can be regenerated automatically. In this case, a system may try to immediately recover from an irrecoverable change (by possibly re-running automated provers) and replace the previous proof attempt with a new one in case this was successful.

Table 6.1 summarises how the system should react to recoverable and irrecoverable changes. From this table we see that it is important that proof attempts are represented such that they are recoverable whenever possible, and that the check for applicability is efficient.
6.2.3 Requirements

We conclude this section by placing concrete requirements on the way proof attempts are represented and reused:

1. Addition of hypotheses should be guaranteed to be recoverable proof obligation changes.

2. Removal of unused hypotheses should be guaranteed to be recoverable proof obligation changes.

3. The check to see if a proof attempt is applicable for a proof obligation should be efficient.

4. For irrecoverable changes, proof attempts should be reused incrementally to construct new proof attempts.

The next two sections talk about how to represent proof attempts so that they fulfil these requirements.

6.3 Representing Proof Attempts

As mentioned earlier, a proof attempt is a record of the construction of a proof that can be stored and reused. There are two types of information that a proof attempt can record about the construction of a proof:

- what has been proved.
- how a proof is constructed.
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Proofs in the mathematical sense (as defined in chapter \[3\]) are just trees of sequents. They only record what has been proved. In contrast, a list of tactic applications provides information on how a proof was constructed.

In our setting where proof obligations are subject to change, using information about how a proof was constructed is of great importance while reusing a proof attempt when its proof obligation changes. A central assumption here is that proof obligations normally do not change so drastically that they require a radically different approach to prove them. At the same time, it is also important to record what was proved since we would like to do this reuse incrementally. In particular, we do not want to reconstruct a proof from a proof attempt just to check if it is still applicable for a new proof obligation.

As a thought exercise we review the following three commonly used ways of representing proof attempts in the coming sub-sections. The type of information they record are in parenthesis:

1. As a tree of sequents. (what)
2. As a tree of reasoner calls. (how)
3. As a list of tactic applications. (how)

Most proof tools in use today use one of the last two approaches to record proof attempts. The first approach corresponds to how proofs are represented in mathematical logic, and is presented for completeness. We evaluate these three ways of recording a proof attempt with the following criteria in mind:

**Efficiency:** How efficient is this approach with respect to the space required to store proof attempts, the computation required to show that a proof attempt is applicable for a proof obligation, and the computation required to reconstruct an actual proof from it?

**Reusability:** What possibilities do we have to reuse proof attempts as they are represented using this approach?

We will see that none of these three approaches are suitable for our reactive setting since they do not satisfy the requirements stated in §6.2.3. In §6.4 we propose a solution (proof skeletons) that fulfils our requirements. We first introduce a running example to serve as a basis for comparison in the remainder of this chapter.
6.3.1 A Running Example

As a running example we use the following complete proof of the sequent ‘\(A, B, C \vdash A \land B\)’:

\[
\frac{A, B, C \vdash A \quad A, B, C \vdash B}{A, B, C \vdash A \land B}
\]

We assume that the proof tree (generated by the tool as shown in §5.9.3) corresponding to the above proof is as follows:

\[\text{Hyp}(A)\]
\[\text{Hyp}(B)\]

\[\frac{\text{Hyp}(A)}{A, B, C \vdash A}\]
\[\frac{\text{Hyp}(B)}{A, B, C \vdash B}\]
\[\frac{\text{Hyp}(A) \quad \text{Hyp}(B)}{\text{ConjGoal}}\]
\[\frac{A \quad B}{A \land B}\]

We assume that the above proof tree has been constructed using the tactic \text{ConjGoalThenHyp} defined at the end of §5.10.1.

6.3.2 Recording Proofs Explicitly

As a first attempt, we represent a proof attempt explicitly as a proof in the mathematical sense (i.e. as a tree of sequents as defined in §3.2.4). This approach corresponds to the proof object view of looking at a proof attempt and records what has been proved in full detail.

**Efficiency** Proof trees are large and cumbersome data structures. Because of this, most proof tools in use today by default avoid the explicit construction of proof trees all together. In our setting, a proof obligation may easily contain hundreds of hypotheses which are mostly repeated in all nodes of a proof tree. Representing proof attempts in this way therefore raises serious storage concerns. Reconstructing a proof tree though is a trivial task; it only has to be reloaded. Checking if a proof attempt is recoverable for a proof obligation is also trivial; it has to be identical to the root sequent of the proof tree. No reasoner calls are required for both these operations.
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Reusability Although this approach eliminates the need for proof reconstruction, it gives us absolutely no way of reusing proof attempts when proof obligations change. A proof can only be associated with a single proof obligation: the sequent occurring in its root node. When a proof obligation changes, its proof is no more applicable.

To illustrate this, here is how the proof attempt of the proof presented in §6.3.1 (our running example) would look like in this setting:

\[
\frac{A, B, C \vdash A}{A, B, C \vdash A \land B}
\]

The rule names have been left out since they have no relevance here. Trying to reuse this proof attempt for the identical proof obligation \( A, B, C \vdash A \land B \) is fine. Any slight changes though (for instance adding a hypothesis) make this proof attempt inapplicable.

The next two subsections describe proof attempts that record how a proof was constructed.

6.3.3 Recording Reasoner Calls

In this approach, a proof attempt is represented as a tree that records all reasoner calls required to construct a proof. The structure of this tree is identical to that of a proof tree. The nodes of this tree though do not store sequents or proof rules, but the reasoner calls that were used to generate these proof rules. In contrast to the previous approach, a proof attempt now stores how a proof was constructed.

Efficiency This representation of a proof attempt requires much less storage since we do not need to store sequents. Reconstructing a proof from such a proof attempt now requires extra computation since each proof rule needs to be regenerated by calling the reasoner that originally generated it. Checking that a proof attempt is applicable for a proof obligation (even if it has not changed) is expensive since it requires its proof tree to be reconstructed.

Reusability Compared to the previous approach, proof attempts stored in this way give us more possibilities for reuse when proof obligations change. This is because we now have a layer of computation between a proof attempt and the proof tree reconstructed from it. This makes it possible for a proof attempt to recover from proof obligation changes. How much change a proof attempt is able to recover from depends on how well each reasoner deals with change in its input sequent. In practice, reasoners are specialised for
a particular task and are ignorant of most details present in their input sequents. For instance, the reasoner \texttt{ConjGoal} only needs the goal to be a conjunction and is ignorant of the hypotheses.

Here is how the proof attempt of our running example would look like in this setting:

![Proof Diagram]

As in the previous case, trying to reuse this proof attempt for the identical proof obligation $A, B, C \vdash A \land B$ succeeds. If we added an extra hypothesis $D$, or removed the hypothesis $C$ that was not needed by any reasoner in the proof, this proof attempt would still be reusable. In both these cases though, this cannot be guaranteed without re-executing each reasoner call. If the goal changes from $A \land B$ to just $A$, reuse would fail since the first reasoner call to \texttt{ConjGoal}, which requires a conjunctive goal, would fail.

### 6.3.4 Recording Tactic Applications

As mentioned earlier, all user level interactions for proof construction are expressed using tactic applications. If one could keep track of the sequence of tactic applications the user used to construct a proof, this information could also be recorded as a proof attempt. This is how proof attempts are represented in most proof tools \[79, 74\].

**Efficiency**  
Proofs are reconstructed by replaying all tactic applications in the order they were applied when constructing the proof. This approach simulates the original construction of the proof at the user interaction level. Since tactics introduce a second level of execution to proof construction, and may call reasoners that fail, reconstructing a proof from such a proof attempt requires the greatest amount of computation of all three approaches. The same is true for checking if a proof attempt is applicable for a proof obligation. The amount of storage required for such a proof attempt is the least of all three approaches.

**Reusability**  
Since this way of representing a proof attempt records each user interaction with the proof tool, it could in principle give us the greatest
possibility for reusing proof attempts. But since the way a tactic works is unconstrained (it may globally modify the entire proof tree) and highly unpredictable (we have no control over what it does), in practice we have very weak guarantees for when such a proof attempt is reusable for changes in a proof obligation.

Going back to our running example, its proof attempt in this setting is a list with only one tactic application that may be represented as follows:

\[
apply(\text{ConjGoalThenHyp})
\]

It may be reused successfully for \(A, B, C \vdash A \land B\), and for variations of it with the addition or removal of unused hypotheses, and even for \(A, B, C \vdash A\). But we can make this claim only because we know what the tactic does. In general, it can be the case that the addition of a hypothesis makes a serious change in the way a tactic works (for instance the addition of a disjunctive hypothesis may trigger a tactic to start a case distinction), leaving the remainder of a proof attempt irrelevant and unusable. This is a recurrent problem in proof tools where proof attempts are stored as tactic applications \[35\].

We see that this approach gives us even weaker guarantees (compared to §6.3.3) about the applicability of a tactic to a changed proof obligation. Tactic applications are therefore not well suited for reuse in our setting.

### 6.3.5 Summary

Till now we have seen three approaches to represent proof attempts. The first three rows of table 6.2 compares these representations with respect to our requirements in §6.2.3.

<table>
<thead>
<tr>
<th>Proof Attempt Representation</th>
<th>Is it recoverable for (Original PO)</th>
<th>How?</th>
<th>Original PO ± (unused) hyps</th>
<th>How?</th>
<th>How is it reused for irrecoverable changes?</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explicit Proofs</strong></td>
<td>Yes</td>
<td>guaranteed</td>
<td>No</td>
<td>-</td>
<td>Not possible</td>
</tr>
<tr>
<td><strong>Reasoner calls</strong></td>
<td>Yes</td>
<td>reasoner replay</td>
<td>Yes</td>
<td>reasoner replay</td>
<td>reasoner replay</td>
</tr>
<tr>
<td><strong>Tactics</strong></td>
<td>Yes</td>
<td>tactic replay</td>
<td>maybe</td>
<td>tactic replay</td>
<td>tactic replay</td>
</tr>
<tr>
<td><strong>Proof skeletons</strong></td>
<td>Yes</td>
<td>guaranteed</td>
<td>Yes</td>
<td>guaranteed</td>
<td>incremental</td>
</tr>
</tbody>
</table>

Table 6.2: Comparing Proof Attempt Representations

From this table we see that none of the three approaches considered so far in isolation fulfils our requirements. In the next section we combine the advantages of two of these approaches to devise a proof attempt representation (called proof skeletons) that fulfils our requirements from §6.2.3.
6.4 Proof Skeletons

We now describe the way proof attempts are represented and reused in the proof tool in order to fulfil the requirements stated earlier in §6.2.3.

A proof attempt is represented as a proof skeleton. We build on the representation discussed in §6.3.3 where a proof attempt is represented as a tree of reasoner calls. The main problem we faced with this representation was that it required us to re-execute each reasoner call in order to reconstruct a proof, or even to check if a proof attempt was applicable for a given proof obligation. A reasoner call is typically a time intensive operation. In order to avoid unnecessary reasoner calls, in addition to the reasoner call information (i.e. the name and input of the reasoner) we also store the rule object generated by executing this reasoner call at each node. We will show later in §6.4.2 and §6.4.3 how these cached rule objects can be used to avoid unnecessary reasoner calls when reusing and checking the applicability of proof skeletons.

In terms of our pseudo-code notation, a proof skeleton is an object belonging to the following `ProofSkelNode` class:

```java
immutable class ProofSkelNode{
    Rule? rule;
    ProofSkelNode[]? childNodes;
}
```

A proof skeleton is identical to a proof tree, as defined in §5.9 without the sequent attribute. Note that the rule object declared in line 2 without the sequent attribute. Note that the rule object contains a reference to the reasoner and the reasoner input used to generate it (as stated in §5.7), and this does not need to be additionally stored.

6.4.1 Constructing Proof Skeletons

The only way to construct a proof skeleton object is to extract it from an already constructed proof tree. The following method illustrates how this can be done:

```java
ProofSkelNode ProofTreeNode::getProofSkel(){
    if (this.rule == null){
        return ProofSkelNode{ rule := null, childNodes := null };}
    }
    ProofSkelNode[] skelChildNodes;
    for (int i:=0, i < this.childNodes.length, i++){
        skelChildNodes[i] := this.childNodes[i].getProofSkel();
    }
    return ProofSkelNode{ rule := this.rule, childNodes := skelChildNodes }
```
The above ProofTreeNode::getProofSkel() method recursively copies the rule attributes of the invoking proof tree to construct its proof skeleton. In case the invoking proof tree is pending, this method returns a proof skeleton whose rule and childNodes attributes are set to null (lines 2-4). Otherwise, this method first recursively computes the proof skeletons for each of its child nodes and stores them in skelChildNodes (lines 5-8). It then returns a proof skeleton whose rule attribute is identical to the rule attribute of the invoking proof tree (line 10), and whose childNodes attribute is set to skelChildNodes computed earlier (line 11).

Here is the proof skeleton extracted from the proof tree of our running example that appears in §6.3.1:

\[
\begin{align*}
H, A & \vdash A \\
H, B & \vdash B \\
H & \vdash A \\
H & \vdash B \\
H & \vdash A \land B \\
\end{align*}
\]

By restricting the construction of proof skeletons in this way we ensure that all constructed proof skeletons correspond to valid proof trees as they are defined in §5.9.1. In particular, we are ensured that the rule antecedents of each rule at a proof skeleton node agree with its child nodes (i.e. they are of the same number, and the used goal of a rule at the child node, if present, is identical to the new goal of its corresponding rule antecedent). Furthermore, we are guaranteed that there exists an initial sequent for which all the rules in a proof skeleton can be successfully reapplied to construct a proof tree with an identical tree structure as that of the proof skeleton.

In §6.4.2 we see how a proof skeleton can be reused to reconstruct a proof tree for a given initial sequent. In §6.4.3 we show how we can characterize the set of initial sequents for which a proof skeleton can be successfully reused.
6.4.2 Reusing Proof Skeletons

In this section we show how a proof skeleton can be reused to reconstruct a proof tree for a given initial sequent. We describe three methods in which this can be done. We first define what we mean by successful reuse.

**Successful Reuse** We say that reuse is successful iff the proof skeleton used, and reconstructed proof have the identical tree structure. The following pseudo-code illustrates what it means for a proof skeleton and a proof to have the identical tree structure:

```java
boolean hasIdentTreeStruct(ProofTreeNode node, ProofSkelNode skel) {
    if (node.rule == null && skel.rule == null) return true;
    if (node.rule == null || skel.rule == null) return false;
    if (node.childNodes.length != skel.childNodes.length) return false;
    for (int i = 0; i < node.childNodes.length; i++) {
        if (!hasIdentTreeStruct(node.childNodes[i], skel.childNodes[i]))
            return false;
    }
    return true;
}
```

We use the tree structure to evaluate the success of reuse. This means that if a complete proof skeleton (i.e. a proof skeleton extracted from a complete proof tree) is successfully reused to reconstruct a proof, we are guaranteed that the reconstructed proof is complete too. In the case of reusing an incomplete proof skeleton, successful reuse implies that the reconstructed proof exhibits the same amount of progress in a proof.

We now describe three ways of reusing proof skeletons to reconstruct proof trees.

6.4.2.1 Direct Rule Reuse

The most efficient way to reuse a proof skeleton for a given initial sequent is to reapply each of its rule objects (using the `ProofTree::apply()` method from §5.9.2) in the given order to reconstruct its proof tree. The following method illustrates how this can be done recursively:

```java
boolean reuse(ProofTreeNode node, ProofSkelNode skel) {
    if (skel.rule == null) return true;
    boolean success := RuleTactic( rule := skel.rule ).apply(node);
    if (~success) return false;
    if (node.childNodes.length != skel.childNodes.length) return false;
    for (int i := 0; i < node.childNodes.length; i++) {
```
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The input parameter `skel` is the proof skeleton to reuse, and `node` is a pending proof tree node with the desired initial sequent. The above method recursively adds children to `node` to reconstruct its proof tree, and returns `true` iff reuse was successful.

** Guarantees **

This way of reusing proof skeletons to reconstruct proof trees fulfills the first two requirements from §6.2.3. The proof skeleton for our running example can be directly reused to reconstruct a complete proof tree for an initial sequent with additional hypotheses (for instance ‘A, B, C, D ⊢ A ∧ B’), or for an initial sequent without the unused hypothesis C (i.e. for ‘A, B ⊢ A ∧ B’).

Note that no reasoners need to be called when directly reusing a proof skeleton. Only the generated parts of each rule object are reused. Also note that the proof skeleton extracted from a successfully reconstructed proof tree is identical to the reused proof skeleton. We therefore say that direct reuse does not modify the current proof attempt. Both these properties may not always be true in the other two methods of proof reuse described in §6.4.2.2 and §6.4.2.3.

6.4.2.2 Reasoner Replay

We could alternatively disregard the generated parts of each rule object completely and choose to regenerate each rule object by calling the reasoner that generated it. This method of proof reuse was seen earlier in §6.3.3. The following method illustrates how this can be done for proof skeletons:

```java
boolean replay(ProofTreeNode node, ProofSkelNode skel) {
    if (skel.rule == null) return true;
    boolean success := ReasonerTac[
        reasoner := skel.rule.generatedBy,
        input := skel.rule.generatedUsing
    ].apply(node);
    if (! success) return false;
    if (node.childNodes.length != skel.childNodes.length) return false;
    for (int i := 0; i < node.childNodes.length; i++) {
        if (! replay(node.childNodes[i], skel.childNodes[i])))
            success := false;
    }
    return success;
}
```
The only difference between the `replay()` method above, and the `reuse()` method seen previously is that each rule object that is used is regenerated in lines 3-6.

**Guarantees** Since we can assume that all rule objects are replayable (see §5.8.1), we are guaranteed that if a proof skeleton is directly reusable, it is also replayable. We use the following statement to illustrate this property:

\[
\text{reuse}(\text{makePendingNode}(\text{seq}), \text{skel}) \Rightarrow \text{replay}(\text{makePendingNode}(\text{seq}), \text{skel})
\]

Showing that direct reuse is successful is therefore sufficient to ensure that reasoner replay would also be successful and need not be additionally checked. Since replay requires more computation, and may result in a proof tree whose proof skeleton is different from the one used (i.e. it modifies the current proof attempt), it is advantageous to directly reuse proof skeletons whenever possible.

Reasoner replay though could succeed when direct reuse fails. Consider reusing the proof skeleton from our running example for the initial sequent ‘\(A, B, C \vdash A \land C\)’, whose goal has changed from ‘\(A \land B\)’ to ‘\(A \land C\)’. Direct reuse would fail, whereas reasoner replay would succeed, resulting in the following proof tree:

```
H, A \vdash A  \quad \text{Hyp()}  \quad \uparrow
A, B, C \vdash A

\downarrow

H \vdash A \quad H \vdash C  \quad \text{ConjGoal()}  \quad \uparrow
H \vdash A \land C
\quad \downarrow
A, B, C \vdash A \land C
```

The ‘\(\uparrow\)’ symbol on the right of each proof tree node indicates that the rule object for this node was regenerated. Note that the rule object for the
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rule marked ‘†’ is identical to the rule object in the proof skeleton used to reconstruct it (shown in §6.4.1). Regenerating this rule object could have therefore been avoided.

In the next section we show this can be achieved by incrementally replaying proof skeletons.

6.4.2.3 Incremental Reasoner Replay

In this section we show how proof skeletons can be reused incrementally. The following method illustrates how this can be done:

```java
boolean incrementalReplay(ProofTreeNode node, ProofSkelNode skel) {
    if (skel.rule == null) return true;
    boolean success = RuleTactic(rule := skel.rule).apply(node);
    if (!success) {
        success = ReasonerTac(reasoner := skel.rule.generatedBy,
                               input := skel.rule.generatedUsing).apply(node);
    }
    if (!success) return false;
    if (node.childNodes.length != skel.childNodes.length) return false;
    for (int i = 0; i < node.childNodes.length; i++) {
        if (!incrementalReplay(node.childNodes[i], skel.childNodes[i])) success = false;
    }
    return success;
}
```

The main difference between the method above, and the `replay()` method seen previously is that reasoners are called to regenerate rule objects (lines 5-8) only when the existing rule objects are not applicable (lines 3,4).

**Guarantees** This way of reusing proof skeletons to reconstruct proof trees fulfills the fourth requirement from §6.2.3. Since all rule objects are replayable, we are guaranteed that a proof skeleton is incrementally replayable iff it is replayable:

replay(makePendingNode(seq), skel) ⇔ incrementalReplay(makePendingNode(seq), skel)

There is therefore no observable difference between incremental replay and non-incremental reasoner replay seen earlier, except that the former may require less computation.
Coming back to our running example, our proof skeleton from §6.4.1 can be incrementally reused successfully to construct a complete proof tree for the initial sequents ‘A, B, C, D ⊢ A ∧ B’ and ‘A, B ⊢ A ∧ B’ without any reasoner calls as in the case for direct reuse in §6.4.2.1. Incremental reuse would also be successful for the initial sequent ‘A, B, C, D ⊢ A ∧ B’, resulting in the following proof tree:

In contrast to the proof tree constructed using non-incremental reasoner replay in §6.4.2.2, reconstructing the node marked ‘†’ above does not require a reasoner call. The reconstructed proof trees are otherwise identical. Saving such reasoner calls at the ends of proofs trees is important in a practical setting since the leaf nodes of proof trees often correspond to automated decision procedures that take time to compute.

Till now, the only way of checking whether a given proof skeleton is applicable for a given sequent is by explicitly reconstructing a proof tree and checking if this reconstructed proof tree is complete. In the next section we show how the dependencies of a proof skeleton can be computed and used to decide applicability more efficiently.

6.4.3 Proof Dependencies

In this section we show how to compute the dependencies of a proof skeleton. Proof skeleton dependencies consist of a used goal and used hypotheses for entire proof skeletons. They are used to characterise the set of sequents for which a proof skeleton can be directly reused as described in §6.4.2.1.

The aim of calculating and storing dependencies along with proof skeletons is that they can be used to efficiently decide if a proof skeleton is reusable for a given initial sequent without having to reconstruct its proof tree explicitly.
Proof skeleton dependencies are implemented as objects of the following class:

```java
immutable class ProofSkelDeps{
    Predicate? usedGoal;
    Predicate{} usedHyps;
}
```

The `usedGoal` field contains the *used goal* of a proof skeleton, and is null in case a proof skeleton is empty (i.e. its root node does not contain a rule) and therefore has no dependencies. The `usedHyps` field contains the *used hypotheses* of the proof skeleton, which is the empty set ‘∅’ in case the proof skeleton is empty.

### 6.4.3.1 Checking Sequents

The following method can be used to check if such dependencies are satisfied by a given sequent:

```java
boolean ProofSkelDeps::satisfiedBy(Sequent seq){
    return (
        (this.usedGoal = null ∨ this.usedGoal = seq.goal) ∧
        (this.usedHyps ⊆ seq.hyps)
    );
}
```

The method checks that the used goal is either null, or identical to the goal of the given sequent (line 3), and that the used hypotheses are contained in the hypotheses of the sequent (line 4).

### 6.4.3.2 Calculating Dependencies

The following pseudo-code shows how the dependencies of a proof skeleton are calculated:

```java
ProofSkelDeps ProofSkelNode::getProofDeps(){
    if (this.rule == null){
        return ProofSkelDeps{
            usedGoal := null,
            usedHyps := ∅
        };
    } else {
        return ProofSkelDeps{
            usedGoal := this.rule.usedGoal,
            usedHyps := this.getUsedHyps()
        }
    }
```
An empty proof skeleton has dependencies that can be satisfied by any sequent (lines 2-6). The dependencies of a non-empty proof skeleton are returned in lines 8-11. Its used goal is the used goal of the rule at its root node (line 8). This is guaranteed from the way proof skeletons are constructed (see the discussion in §6.4.1). The used hypotheses of a proof skeleton are calculated recursively using the following method:

```java
Predicate{} ProofSkelNode::getUsedHyps()
{
    if (this.rule = null) return ∅;
    Predicate{} usedHyps := this.rule.usedHyps;
    for (int i, i < this.childNodes.length, i++){
        usedHyps := usedHyps ∪
            (this.childNodes[i].getUsedHyps() −
            rule.antecedents[i].addedHyps);
    }
    return usedHyps;
}
```

An empty proof skeleton has no used hypotheses (line 2). The used hypotheses for a non-empty proof skeleton is calculated as follows. In order for the rule at its root node to be reusable, the used hypotheses of a proof skeleton must contain the set of used hypotheses of this root rule (line 3). In order for each of its child proof skeletons to also be reusable, their used hypotheses must also be added (lines 5,6), removing the hypotheses added in each corresponding rule antecedent (line 7).

Guarantees

From the way dependencies are calculated we are guaranteed that a proof skeleton can be reused successfully to reconstruct a proof tree for a given sequent iff this sequent satisfies the dependencies of the proof skeleton. For any sequent seq, and any proof skeleton skel, the following statement holds:

\[
\text{skel.getProofDeps().satisfiedBy(seq)} \iff \text{reuse(makePendingNode(seq), skel)}
\]

Proof skeleton dependencies can therefore be used to efficiently decide if a proof skeleton is reusable for a given initial sequent without having to reconstruct its proof tree explicitly.
The dependencies for the proof skeleton from our running example calculated using `getProofDeps()` appears below:

\[
\begin{align*}
\text{usedHyps} & := \{A, B\} \\
\text{usedGoal} & := A \land B
\end{align*}
\]

The above dependencies can be used to efficiently check if this proof skeleton can be directly reused to reconstruct a proof tree for any given initial sequent as shown in the table below:

<table>
<thead>
<tr>
<th>Initial Sequent</th>
<th>Dependencies Satisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A, B, C \vdash A \land B$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>$A, B, C, D \vdash A \land B$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>$A, B \vdash A \land B$</td>
<td>$\checkmark$</td>
</tr>
<tr>
<td>$A, C \vdash A \land B$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A, B, C \vdash A \land C$</td>
<td>$\times$</td>
</tr>
<tr>
<td>$A, B, C \vdash A$</td>
<td>$\times$</td>
</tr>
</tbody>
</table>

### 6.4.4 Satisfying Requirements

We summarise this section now by stating concretely how proof attempts are stored and used in the proof tool to fulfill the requirements stated in §6.2.3.

Each stored proof attempt is made up of three parts:

1. A proof skeleton extracted from the constructed proof tree.
2. The dependencies of this proof skeleton.
3. The status of this proof skeleton, which can either be complete or incomplete.

The proof status (part 3) is also stored as it is frequently required by the user interface in order to be displayed. Although parts 2 and 3 can always be computed from the stored proof skeleton (part 1), they are additionally stored and cached in order to avoid having to traverse the proof skeleton repeatedly in order to regenerate this information. The complete proof skeleton only needs to be read when entering an interactive proof or recovering from an irrecoverable proof obligation change.

Here is the final stored proof attempt for the proof tree of our running example with its corresponding parts labelled on their right hand sides:
The proof skeleton dependencies are used to efficiently decide if a proof attempt is still applicable when its proof obligation changes (as shown in §6.4.3). Addition and removal of unused hypotheses are guaranteed to be recoverable proof obligation changes (as seen in §6.4.2.1). For irrecoverable changes, proof attempts can be reused incrementally (as seen in §6.4.2.3). With this, we have satisfied all of our requirements from §6.2.3.

The space required for this proof representation is more than what would be required if we just stored reasoner calls (as discussed in §6.3.3) since we require to cache at two levels (i.e. generated rule objects at each node, and dependencies for entire proofs) in order to satisfy our requirements. This extra space requirement has not hindered us in practice from constructing large proofs (of around 100 steps) within the tool. Note that the space required for proof skeletons is significantly less than that required to store proofs explicitly (as discussed in §6.3.2) since rule objects do not store entire sequents (which are typically large due to the number of hypotheses they contain), but only the change a sequent undergoes as a result of applying the rule object (as described in §5.7).
6.5 Evaluation

In this section we present an evaluation of the effectiveness of our solution to represent and reuse proofs as presented in this chapter. In particular, we show concrete practical benefits experienced as a result of implementing the ideas presented in §6.4 using empirical results gathered from the tool.

The details of the experiment performed are as follows. The RODIN tool was modified to generate proof reuse statistics. In particular, the proof obligation (PO) manager shown in figure 2.2 was modified to record the success with which it could guarantee proof reuse for all proof obligations it was required to process in a log file. The PO manager is invoked every time proof obligations are generated from a model, which is done automatically every time the user saves the model he is working on. The task of the PO manager (as described in §6.2.2) is to maintain consistency between the proof obligations generated from a model and their proofs.

The modified tool was then given to two users (Matthias Schmaltz and Thai Son Hoang) to collect proof reuse statistics over a two month period from mid November 2007 to mid January 2008. During this period they worked on the formal development of an elevator system and various other smaller formal developments that were representative of how the tool would be used in a practical setting. The resulting log files were then combined and analysed mechanically. It was observed that the PO manager was invoked 742 times during this period in order to process total of 31,074 proof obligations.

In the following sub-sections we interpret the data collected in order to experimentally evaluate the ideas presented in this chapter. The points we consider for this evaluation are:

1. How successful was our approach in terms of percentage of proofs that could be reused?
2. How scalability was our approach as developments grew larger?
3. What was the benefit to the user in terms of improved reaction times of the system?

The following sub-sections answer these questions in this order.

6.5.1 Success of Proof Reuse

Out of the total 31,074 proof obligations processed, the number of proof obligations observed to fall into the following categories (as illustrated in figure 6.1) were:
Figure 6.1: Observed frequency with which proofs were reused.
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New: 613 (2%) of the proof obligations processed were new and therefore not associated with any previous proof attempt. The PO manager would typically run a collection of automated provers the first time it encounters such a new proof obligation.

Irrecoverable: 3595 (12%) of these proof obligations were irrecoverable, by which we mean that if a proof of a previous version of the proof obligation existed, it could not be guaranteed reusable since it had undergone an irrecoverable change such as the removal of a used hypothesis or the modification of the goal as described in §6.2.1.

Unchanged: 12,201 (39%) of the proof obligations processed were unchanged, by which we mean that they had undergone no change since the last time they were processed by the PO manager. All previous proof attempts for such unchanged proof obligations would trivially still be valid. Although our approach of using proof dependencies from §6.4.3 would also guarantee proof reuse in this degenerate case, we still make a distinction here between unchanged proof obligations, and those that are ‘changed but recoverable’ (the category that follows) in order to emphasise the additional benefit of using a smarter proof reuse strategy (i.e. using dependencies) verses using one that is the most straightforward (i.e. checking that proof obligations are identical).

Recoverable: 14,665 (47%) of the proof obligations processed were recoverable, by which we mean that although these proof obligations had suffered a change, any previous proofs associated with them would still be guaranteed to be valid on the basis of their proof dependencies (as explained in §6.4.3) since they had undergone a recoverable change such as the addition of a hypothesis, or the removal of an unused hypothesis as described in §6.2.1.

Figure 6.1, which illustrates this collected data, shows that stored proofs were guaranteed to be reusable 86% of the time using the ideas presented in this chapter. It also shows that the major percentage of these proofs (47%) could not have been reused with a simpler proof reuse strategy that just checked if proof obligations were identical.

6.5.2 Scalability

In order to evaluate the scalability of our approach for large developments, the data collected was analysed to compute the average percentage of proof reuse observed as the size of the development increased. The number of proof
obligations processed in a single invocation of the PO manager was used as a measure of the size of the development since larger developments result in a greater number of generated proof obligations that need to be processed by the PO manager.

The largest number of proof obligations that needed to be processed in a single invocation of the PO manager that we observed from this data was 198. The associated development was that of an elevator system whose final version had a total of 28 variables, 79 invariants and 35 events over 8 successively refined models, and resulted in a total of 429 proof obligations being generated (excluding those that were trivially valid due to purely syntactic considerations), making this a sufficiently large model to consider for this study.

The results of this analysis are presented in the area graph in figure 6.2. As in §6.5.1 we also make a distinction here between unchanged and changed, but recoverable proof obligations in this graph in order to bring out the additional benefit of using our approach over a more straightforward one. The area in the graph representing proof reuse due to recoverable proof obligations subsumes that due to those that are unchanged since unchanged proof obligations are trivially recoverable.

From figure 6.2 we see that the percentage of proof reuse remains within a very high range (between 90% and 100%) even when developments become large. We also observe that the percentage of proofs reused actually increase when developments increase in size (notice that average proof reuse is relatively low for developments with less than 10 proof obligations). This increase in proof reuse can be explained, since larger developments typically result in more proof obligations being generated, most of which become good candidates for proof reuse.

Note that an increase in the percentage of proofs reused with an increase in the size of developments does not imply that the tool runs faster as developments get larger since the actual number of proof obligations also grows. What this does imply though is that proof reuse has a bigger impact on larger developments than smaller ones and therefore makes it possible to perform larger developments more efficiently with the tool.

6.5.3 Improved reaction times

Facilitating such a high percentage of proof reuse was not an end in itself, but motivated by our requirement of supporting a reactive development environment as discussed in chapter 2. Our main aim was to reduce the time needed for the system to compute the impact of a modeling change on proofs.

We now proceed to use the experimental data just presented in §6.5.1
Figure 6.2: Observed scalability with which proofs were reused.
to evaluate the concrete benefit (in terms of improved reaction times of the
tool after a save) achieved using our approach. The average time the system
currently requires to react after a save is about 3-5 seconds, which is just
about acceptable for reactive development. This includes the time required
for parsing, type-checking, and generating proof obligations for the saved
model, as well as running automated provers on all new proof obligations.

We now compute a rough estimate of the extra time needed in case proofs
were not reused and always needed to be replayed (as described in §6.4.2.2)
in order to determine their validity. For this we assume that on average
we need an extra 500ms in order to replay a proof attempt. Note that
this extra 500ms is a rather conservative estimate since each proof typically
contains multiple invocations of automated provers that require about 300ms
each. On average, 42 (i.e. 31,074 ÷ 742) proof obligations were processed
per save. If we did not have any support for proof reuse, the tool would have
required on average an extra 18 seconds (i.e. 42 × 86% × .5) every time the
user saved his model, resulting in an approximate five fold increase in the
reaction time of the tool. Note that the calculated 18 second additional delay
is for the average case. For large developments, the additional delay would
be much longer. For instance in the case where 198 proof obligations need
to be processed, the additional delay would be around 85 seconds (i.e. 198
× 86% × .5). Such delays would be unacceptable for a reactive development
environment.

We have therefore demonstrated using experimental evidence that the
ideas presented in this chapter have resulted in a very high rate of proof
reuse and that our approach is scalable for large developments. We have also
used this data to show that supporting a reactive development environment
as described in chapter 2 would be practically infeasible without such high
rates of proof reuse in place.

One question that still remains to be answered is whether these increased
reaction times (and the reactive development paradigm as a whole) actually
helps the working engineer. In particular, does it make learning the formal
method easier, and does it increase the productivity in applying the formal
method to solve practical problems. This will be dissed later in §9.2.

6.6 Related Work

The topic of proof reuse has been heavily studied in the context of pro-
gram verification. The KIV and KeY systems use dynamic logic to verify
imperative and object oriented programs. Both systems support a form of
proof reuse [81, 23] based on reasoner replay as discussed in §6.3.3. They show impressive results using heuristics that are fine tuned for their particular setting. Similar heuristics can be incorporated into our setting to better handle irrecoverable changes. Our solution independently contributes to their approach (and other replay based approaches) since proof attempts are guaranteed resilient to simple changes where explicit replay may be avoided.

Our solution for avoiding explicit reuse is similar to [42, 85], where a proof is generalized using meta-variables that can be reinstantiated for proof reuse. Although more general, this approach requires higher-order unification (which is undecidable) for reinstating proofs. The authors in [42] claim that the unification problems they encounter are fairly simple, but we believe that in our setting (where a sequent may have hundreds of hypotheses), unification, even if well behaved, would still take more time than reasoner replay. We opt for a less general, but simpler and more efficient solution to support the types of reuse that we frequently need.

The VSE system supports proof reuse [85] over an evolving specification by explicitly transforming specifications and proofs simultaneously using a set of predefined basic ‘development transformations’. Although this allows for a more controlled proof reuse, we do not take this approach due to two reasons. First, as discussed in §6.2.2, we do not want to forcibly recover from every modeling change. Secondly, we believe that a proof tool should use proof obligations, and not models as a source of change. We want the proof tool to work independently of the modeling constructs used, allowing both to evolve independently. Our proof tool does have the possibility of accepting ‘hints’ from the modeling tools (e.g. relevant hypotheses, constant renaming), but these have a logical meaning independent of the modeling formalism used.

Our approach is similar to earlier work done on the mural system [58] for checking the consistency of proofs when theories change [82]. Proof attempts were represented explicitly as natural deduction style proofs that could be traversed and checked for consistency when their proof obligations changed. Explicit proof dependencies though were not computed. It is unclear from the documentation how such proof attempts could be replayed for irrecoverable changes.

Proof reuse is not such a hot topic in pure logic based proof assistants such as Isabelle [79]. Users do reuse proof attempts, but by rerunning tactic application scripts. This is justified since in such systems one does not prove ‘proof obligations’ (that are machine generated and change often), but ‘theorems’ (that are entered by the user and are somewhat stable). Nevertheless, the need for proof management and reuse is felt [35], the more such tools are used for verification. Recent work on theorem reuse [55] in Isabelle is a step
in this direction, but this is a post proof consideration and requires explicit user guidance.

6.7 Conclusion

In this chapter we have presented a solution to represent and manage proof attempts such that:

- They are guaranteed to be resilient (still applicable) for some simple (recoverable) changes that proof obligations frequently go through when using a reactive development environment.
- It is efficient to check that a proof attempt is still applicable when its proof obligation changes.
- For irrecoverable changes, proof attempts can be reused incrementally to construct new proof attempts.

We have found the ideas presented in this chapter important for supporting proof within the RODIN reactive development environment. This has facilitated better interaction between the modeling and proving processes and has resulted in a marked improvement in the usability of this tool over the previous generation of tools [33, 8] for the B method. A less detailed description of the ideas presented in this chapter can be found in [65].
Chapter 7

Reengineering Proofs

This chapter builds on the idea that proofs are themselves formal objects that can be manipulated to perform some useful operations. This chapter is not meant to be a catalogue of all possible proof manipulations, but uses examples to sketch some proof manipulations that are useful in an engineering setting. The main contribution of this chapter is to propose tool support for some frequently occurring manipulations on proofs that would otherwise be tedious and error-prone to perform manually. Inspiration is drawn from similar approaches used to refactor program code.

7.1 Introduction

Proof reengineering involves modifying an existing proof attempt for a new purpose. In chapter 6, we derived a way of representing proof attempts that could be efficiently reused when proof obligations change. In this chapter, we show how such proof attempts can be manipulated to support additional operations that are useful in the engineering setting.

Viewing proof attempts themselves as large pieces of software, we draw our inspiration from the benefits observed from current approaches for refactoring program code [40] such as variable renaming, dead code removal and code extraction, and try to support their counterparts for proofs. In the context of program code, refactoring refers to a disciplined technique for altering the internal structure of existing code without changing its external behavior. Not all the proof manipulations that we describe in this chapter can be termed refactorings in the strict sense of this definition since the aim of some of them is to alter the internal structure of a proof for a new purpose, for instance by changing what is proved, or how much of the existing proof remains. We therefore use the more general term ‘proof reengineering’
to characterize the operations presented here.

These operations provide the user with tool support for improving the structure of existing proofs and reusing existing proof fragments to prove similar sub-goals. In the sections that follow we use simple examples to clearly show how proof attempts can be reengineered to support the following operations:

1. Modifying hypotheses.
2. Copying and pasting sub-proofs.
3. Automatic proof completion.
4. Removing redundant proof steps.
5. Inserting steps in the middle of proofs.
6. Automatically moving sub-proofs.

Operations 4 and 6 can be considered pure refactorings since they only improve the internal structure of a proof without changing its purpose.

Currently, such proof reengineering steps are performed in existing proof tools by way of trial and error, by users manually editing and replaying existing proof attempts. This becomes tedious and error prone once proofs become large, as stated in [35], which advocates proper tool support for such tasks.

We try to show how our way of representing and working with proofs as described in chapters 5 and 6 can be used to provide better tool support for proof reengineering as compared to current approaches. In certain cases the proof tool is even capable of automatically suggesting proof reengineering steps on the basis of information it can gather about the logical structure of a proof, which is not possible in other approaches.

The reengineering support discussed in this chapter does not compromise the soundness of the proof tool (i.e. does not make proof trees invalid) since each operation in effect only modifies proof trees using the validity preserving methods described in §5.9.2.

7.2 Modifying Hypotheses

In chapter 6 we have seen that the hypotheses of proof obligations frequently change during formal development. We have also seen that addition of hypotheses, and removal of unused hypotheses are recoverable proof obligation
changes when proof attempts are represented as proof skeletons. In this section we will see how such a proof attempt can be replayed even if a used hypothesis has changed. This approach can also be used to replay proofs after a renaming of variables. The main idea used is to track the changes that hypotheses undergo as a result of rule application, and to use these changes to suggest new reasoner inputs when replay fails. This technique is illustrated in detail using the example that follows.

Consider the following complete proof tree for the sequent ‘\(A \land (B \land C) \vdash B\):
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Now, suppose that the hypothesis ‘A ∧ (B ∧ C)’ has been modified to ‘A ∧ (B ∧ C)’, making the initial sequent ‘A ∧ (B ∧ C) ⊢ B’. The above proof skeleton cannot be reused to reconstruct a proof tree for the changed sequent. This can be clearly seen from the dependencies of the proof skeleton. Replaying this proof skeleton would also not be successful since the input predicate ‘A ∧ (B ∧ C)’ to the ConjHyp reasoner in node 1 is no more present in the hypotheses, making this reasoner call fail.

The example chosen may look a bit contrived since the user could have chosen to keep the hypotheses A, B, and C separate, in which case the sequent ‘A, B, C ⊢ B’ would have been directly discharged using Hyp. Changing the unused hypothesis C to C would have then not had any impact on this proof. But such simplifications can not always be performed, and it is common that used hypotheses are modified in practice. For instance, users frequently enter universally quantified predicates as invariants, which are (as hypotheses) frequently instantiated (using the ∀hyp rule from §3.4.4) to derive new hypotheses that are used later in the proof and appear as reasoner inputs. Changing such universally quantified invariants (which occurs often since getting the right invariant is an iterative process) without propagating this change to reasoner inputs (as described here for the more specialised case of a conjunctive predicate) would require such proofs to be manually redone.

Coming back to our example, in order to get around this problem, we
could use the information that the hypothesis that was originally ‘$A \land (B \land C)$’ is now ‘$A \land (B \land C')$’, and modify the reasoner input at node 1 accordingly. We are then faced with the same problem when replaying node 2 since the reasoner input is the predicate ‘$B \land C$’ that is no longer present in the hypotheses. Note that ‘$B \land C$’ was not a hypothesis of the initial sequent in the original proof tree, but was added as an additional hypothesis in node 1.

The solution to this problem is to start with a mapping of the hypothesis modifications (that we call \textit{replay hints}) in the initial sequent, and use this mapping to \textit{suggest new reasoner inputs} when replay fails. Since new hypotheses can be added at each proof tree node, new hypothesis modifications need to be added to the replay hints when reconstructing a proof. We show how this can be done for our current example in a step-wise fashion:

\textbf{Step 1} We start with a pending proof tree node with the new initial sequent ‘$A \land (B \land C') \vdash B$’, the original proof skeleton shown earlier, and the replay hint:

\[
A \land (B \land C) \mapsto A \land (B \land C')
\]

that signifies that the hypothesis ‘$A \land (B \land C)$’ in the original initial sequent has been modified to ‘$A \land (B \land C')$’.

\textbf{Step 2} We now try to reuse node 1 of the proof skeleton. Direct reuse of the rule object is not possible since the needed hypothesis ‘$A \land (B \land C)$’ is not present. Reasoner replay also fails because of the same reason. At this point we try to suggest a new reasoner input for this node. Using the replay hints from step 1 we modify the reasoner input to ‘$A \land (B \land C')$’, and call the reasoner again with this changed input. The resulting rule object is:

\[
\frac{H, A \land (B \land C'), A, B \land C' \vdash B}{H, A \land (B \land C') \vdash B} \text{ConjHyp}_{\{A \land (B \land C')\}}
\]

and can be successfully applied to the new initial sequent ‘$A \land (B \land C') \vdash B$’, resulting in the following proof tree:
Step 3 We now add new replay hints that we can use to reconstruct the rest of the proof tree. We compare the rule antecedent of node 1 from the original proof skeleton with the rule antecedent of node 1′ above. This comparison is done automatically by comparing the set of added hypotheses of both these rule antecedents. To make this set comparison more efficient and precise in practice, these two sets are ordered (using an order specified by the reasoner) and compared in this order. In the above example, the lists of added hypotheses ‘A, B ∧ C′’ and ‘A, B ∧ C’ are compared in order to infer that the hypothesis ‘B ∧ C′’ has taken the place of the hypothesis ‘B ∧ C’ in the original proof skeleton. We therefore add a new mapping to our replay hints to make it:

\[
A \land (B \land C) \mapsto A \land (B \land C')
\]

\[
B \land C \mapsto B \land C'
\]

Step 4 We now repeat steps 2 and 3 to reconstruct node 2 from our proof skeleton. Since direct reuse and reasoner replay fail, we modify the reasoner input of node 2 to ‘B ∧ C′’ using the second mapping in the replay hints added in step 3. Re-calling the reasoner with this changed input is then successful, resulting in the following proof tree:
7.2. MODIFYING HYPOTHESES

After comparing the rule antecedent of node 2 with that of node $2'$ we add a new mapping to our replay hints, making it:

$$A \land (B \land C'), A, B \land C', B, C' \vdash B$$

Step 5 We now try to reconstruct node 3 from our proof skeleton. In this case, directly reusing the rule object succeeds, resulting in the following complete proof tree:
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It is clear that this method of reconstructing proof trees when used hypotheses are modified is not always guaranteed to succeed. In practice though, it gives us a good heuristic to suggest new reasoner inputs that work, and can therefore save the user from manually redoing proofs when needed hypotheses are modified. Such an approach can also be used to replay proofs after a renaming of variables.

7.3 Copying and Pasting Sub-proofs

While performing interactive proof, a user may notice that he has encountered a pending sub-goal that is very similar to one that he has already proved before. In this case it would be convenient to copy part of a proof tree into a proof clipboard and reuse or paste it at another given proof tree node. The basic operations that make this possible have already been introduced in chapter 6 and are sketched below:

Copying Sub-proofs In order to copy a sub-proof tree we extract its proof skeleton using the ProofTreeNode::getProofSkel() method from §6.4.1 and store it in the proof clipboard.

Pasting Sub-proofs In order to paste a proof skeleton from the proof clipboard at a given proof tree node we use the incrementalReplay()
method from §6.4.2.3 to incrementally replay this proof skeleton at the
given proof tree node.

Copying and pasting sub-proofs in this way will be used as basic operations
in the rest of this chapter. As a running example, consider the following
proof tree:

Its rule objects are not relevant and have replaced by ‘·’. Nodes with ‘?’ rule
objects are still used to denote pending proof tree nodes. The three vertical
dots above node 5 denote that there is a sub-proof tree rooted at this node.

After examining node 3, the user may infer that its proof is very similar
to the proof of node 5 that he has just worked on. He can then choose to
manually copy the sub-proof at node 5 and try to paste it at node 3. The
proof tool then tries to incrementally replay the copied proof skeleton starting
from node 3, resulting in the following proof tree:
7.4 Automatic Proof Completion

In the last section we saw how a user could manually copy and paste sub-proofs to complete a proof. In this section we will show how the proof tool can automatically suggest such proof completions to the user using precomputed proof dependencies (as discussed in §6.4.3) for each complete proof tree node. This idea is similar to how variable and method names are auto-completed in modern program development environments.

Consider the following proof tree which is similar to our running example from the last section:

```
The proof tree rooted at node 5 is complete. Its dependencies have been computed and shown on its right hand side.

The proof tool may now analyse all pending sub-goals and infer that the pending node 3 can be made complete by reusing the proof rooted at node 5 and suggest this to the user. The user can then decide to go ahead with this completion, in which case, the proof tool copies the sub-proof at node 5 to node 3, resulting in the following proof tree:
```
7.5 Removing Redundant Proof Steps

Interactive proof is an exploratory process. A user often rewrites hypotheses, and introduces case splits and lemmas to better understand the sub-goal he is trying to prove. This often leads to redundant proof steps that need to be removed to complete the proof, or to make the proof more readable.

Removing redundant proof steps can be done manually using the basic copy, prune, and paste operations on proof tree nodes. Doing this manually though is tedious and error-prone, and requires an understanding of the proof. In this section we show how the proof tool can do this automatically, in the spirit of §7.4, using dependency information.

Consider the following proof tree which is identical to the one we started with in §7.4:

```
usedHyps := {A}
usedGoal := G
```
The user now asks the proof tool to automatically remove all redundant proof steps from this proof tree. The proof tool first computes the proof dependencies of all complete proof tree nodes in this tree. It then looks at each internal proof tree node, starting from the root and checks if it finds a shorter sub-proof that would discharge it.

In the case of the above example it would infer that the sub-proof at node 5 can be reused to reconstruct a complete proof tree for node 1. The proof tool then performs the following operations:

1. Copy the sub-proof at node 5.
2. Prune node 1.
3. Paste the copied sub-proof to node 1.

The resulting proof tree is:

```
      complete
       /
      /
      1
       /
      /
  A ⊬ G
```

A proof obligation change may also make certain proof steps redundant. For instance, consider the following proof tree:

```
  2
  |
?  A ⊬ L

  3
  |
    A, L ⊬ G

  1
  |
  Cut(L)
    A ⊬ G
```

The user has first decided to introduce the lemma ‘L’ at node 1, and has used this lemma to complete the sub-proof at node 3. Now, when trying to prove the lemma in node 2, he notices that this is not possible, and therefore needs to modify his model (for instance, by adding ‘L’ as an invariant) in order to include ‘L’ as a hypothesis in his original proof obligation. After doing this, the previous proof is reused, resulting in the following reconstructed proof tree:
At this point, node 2 is still pending, but can trivially be discharged using the \texttt{Hyp} reasoner. A more elegant solution though would be to remove the redundant first step (i.e. \texttt{Cut}(L)) from this proof all together. As in the previous example, the proof tool can automatically decide that this step is redundant since the proof dependencies at node 3 (as shown in the figure) are satisfied by the sequent at node 1. In this particular case though, this decision can be made even without considering proof dependencies. Since the sequents at nodes 1 and 3 are identical, we are guaranteed that any complete proof tree for node 3 is also a proof tree for node 1. Copying the sub-proof from node 3 to node 1 results in the following proof tree with the redundant lemma introduction removed:

\[
\begin{array}{c}
\text{complete} \\
\cdot \\
1 \\
\begin{array}{c}
A, L \vdash G \\
\end{array}
\end{array}
\]

\section*{7.6 Inserting Steps in the Middle of Proofs}

In \S\,5.9.2 we have seen that adding new nodes to a proof tree is only possible at its pending leaf nodes. It is often useful to add nodes in the middle of a proof tree.

A good example of when this is useful is when introducing lemmas. Introducing a lemma near the root of a proof tree requires it to be proved only once, but makes it available for the proofs of multiple pending sub-goals.

Introducing lemmas in the middle of proofs is an inherent feature of natural deduction style proofs such as those supported by the mural system \cite{58}, but not something that is inherently possible in the sequent calculus style where new proof steps are introduced only at the pending leaves of proof trees.
In this section we show how the effect of inserting steps in the middle of proof trees can still be simulated for sequent style proofs by systematically copying, pruning, and pasting sub-proofs. Apart from just introducing lemmas, this approach can also be used to insert other useful proof steps (such as case distinctions) that leave the goal of at least one antecedent unchanged, in the middle of a proof tree.

The example that follows illustrates how lemmas can be introduced in the middle of a proof tree. Consider the following proof tree:

\[ \vdash G \]
\[ A, B, C \vdash G \]
\[ A, B, \neg C \vdash G \]
\[ A, \neg B \vdash G \]
\[ A \vdash G \]

The dotted lines mean that there may be more proof tree nodes in between node 1 and nodes 2, 3 and 4. After inspecting node 2, the user finds that he has missed an important lemma that would also be useful in proving nodes 3 and 4. Instead of introducing and proving this lemma at all three nodes individually, he indicates that he would like to introduce the lemma ‘L’ in the middle of the proof tree, at node 1. The proof tool then copies the sub-proof rooted at node 1 and prunes this node, making it pending. The lemma ‘L’ is then introduced at node 1, resulting in the following proof tree:

\[ \vdash L \]
\[ A \vdash L \]
\[ A, L \vdash G \]

The copied sub-proof is then pasted to node 3, resulting in the following proof tree:
The user can now resume his original proof at node 4. The introduced lemma ‘L’ is available at nodes 5 and 6 too, but only needs to be proved once at node 2.

7.7 Automatically Moving Sub-proofs

In the previous section we demonstrated how a lemma could be introduced in the middle of a proof tree. The choice of where to introduce this lemma was however left to the user. It would be most advantageous to introduce a new lemma at the root node of a proof tree. The new lemma would then be available in all pending proof tree nodes. However this is not always possible since the proof of a lemma could need hypotheses that are introduced later in a proof (for instance after a case distinction). The choice of where to introduce a lemma is therefore important. Too close to the root, and it may not be provable. Too far away, and it will not be available to other pending nodes.

When proof trees become large, the optimal point at which to introduce a lemma is not always clear to a user. In such cases it would be convenient if the proof tool could use the proof of the lemma to find this point automatically. The user could then introduce and prove the lemma at a pending leaf node, and then instruct the proof tool to move the introduction and proof of this lemma as close to the root as possible. In this section we show how this is possible using proof dependency information in the spirit of §7.4.

Consider the following proof tree which is identical to the initial proof tree from the previous section, but with the hidden nodes shown:
The user now introduces a lemma ‘L’ at node 5 and proves this lemma, resulting in the following proof tree:

```
usedHyps := \{A, B\}
usedGoal := L
complete

\[
\begin{align*}
\ & A, B, \neg C \vdash L \\
\ & A, B, C \vdash G
\end{align*}
\]

The user now instructs the proof tool to move the introduction of this lemma down the proof tree so that it is made available at other pending nodes. The proof tool now tries to find the lowest point on the path between node 5 and the root node where the lemma introduction and its proof can be moved. It uses the used hypotheses of the proof of the lemma (shown in the figure) to find this point. It starts with node 2, whose sequent contains these used hypotheses and is therefore a possible candidate for the move. Looking for a lower point, it then considers node 1. Moving the lemma to node 1 would
not be successful since its sequent does not contain the hypothesis ‘B’ used in the proof of the lemma.

The proof tool therefore infers that node 2 is the furthest node on the path to the root where this move can take place. The move itself can then be realised using a combination of copy, prune, and paste operations as seen repeatedly throughout this chapter. The resulting proof tree is:

As a result of the move, the newly introduced lemma is additionally available at node 4 too.

### 7.8 Related Work

As stated in §7.1 we have drawn our inspiration in this chapter from the benefits achieved from program refactoring. A huge amount of work has been done on refactoring program code for which [46] is a principal reference.

In [35], Curzon highlights the importance of proof reengineering to maintain old proofs and speed up the creation of new ones when proof developments become large. His work was done using the HOL proof assistant [49], but also applies to other proof tools that represent proof attempts as tactic scripts such as Isabelle [79] and PVS [74]. In these tools, proof reengineering is performed manually by users editing and replaying existing proof scripts. This process involves trial and error, and becomes tedious and error prone once proofs become large, in which case users typically avoid reengineering...
old proofs, resulting in proofs that are hard to understand and to maintain. Curzon’s conclusion is that proper tool support could prevent this from happening in the first place and could significantly reduce the time needed to create new proofs. Despite this, tool support for proof reengineering has not made it into the above stated proof tools. A possible reason for this, as stated in [35], is that proof creation, rather than proof reuse and maintenance has been the main concern of proof tool designers. Additionally, representing proof attempts as tactic scripts gives us almost no information on the logical structure of a proof that can be used by the proof tool to support reengineering.

Similar proof reengineering operations could also be realised for natural deduction style proofs such as those used by the mural system [58]. Supporting such operations could be easier (or may even not be required in the case of §7.6) for natural deduction style proofs because of the flat and global nature of its derivation steps. For instance, introducing a lemma in a natural deduction style proof makes it automatically available to all pending sub-goals in its context. Proof reengineering may also have better results on natural deduction style proofs because of the more fine grained dependencies it can store.

7.9 Conclusion

In this chapter we have seen how our proof tool can provide support for reengineering proof attempts. The following useful reengineering operations were considered:

1. Modifying hypotheses (§7.2)
2. Copying and pasting sub-proofs (§7.3)
3. Automatic proof completion (§7.4)
4. Removing redundant proof steps (§7.5)
5. Inserting steps in the middle of proofs (§7.6)
6. Automatically moving sub-proofs (§7.7)

Some of these operations have already been successfully implemented in the RODIN proof tool. The method outlined in §7.2 has been used to replay proof attempts after renaming variables. Copying and pasting sub-proofs are available to the user via a drop down menu in the user interface. These
operations are used frequently when users work on large proofs. A user may also introduce a lemma, or a case distinction in the middle of a proof, which has also been proved to be useful when working on large proofs. The cost of implementing these operations has been very low (1-2 days) compared to its benefits to users.

The rest of the operations (items 3, 4, 6) still need to be implemented. Although implementing these operations in the proof tool is straightforward, designing an intuitive user interface to allow the user to perform these operations requires some additional thought.
Chapter 8
Revalidating Proofs

In this chapter we present an additional use of proof skeletons as proof deliverables that can be mechanically revalidated. We also show how the proof checking paradigm can be used to cross-check each step of a proof with respect to an independent third-party proof tool.

8.1 Introduction

The use of formal methods also advocates, in addition to the system being developed, the delivery of all proofs related to the developed system. Such a proof deliverable is intended to provide evidence of the correctness of the developed system that is machine checkable. In this chapter we take such a ‘proof deliverable’ view on the way proofs are represented in this thesis (i.e. as proof skeletons) and show how they can be mechanically checked.

A second use of the proof checking paradigm in our setting is to provide a ‘second opinion’ on the proof steps returned by individual (possibly untrusted) reasoners that extend the proof tool. In §5.8.1 we have seen that the rule objects generated by reasoners are required to be logically valid and are trusted by the proof tool as being so. An ill-behaved reasoner may therefore compromise the soundness of the proof tool. Proof checking, although not a substitute for a sound collection of reasoners, provides a second line of defence against such soundness bugs.

In this chapter we show how individual rule objects can be checked for logical validity within the proof tool, but independent of the reasoner that generated them. Entire proof skeletons can then be revalidated by checking the logical validity of each of its rules.

In the next section we show how a rule object can be used to generate its logically equivalent validation condition.
CHAPTER 8. REVALIDATING PROOFS

8.2 Validation Conditions

In §5.7 we have seen that a rule object with \( n \) antecedents implements a mathematical proof rule schema of the form:

\[
\begin{align*}
H, H_u, H_A_0 & \vdash G_{A_0} \\
& \ldots \\
H, H_u, H_{A_{n-1}} & \vdash G_{A_{n-1}} \\
\hline
H, H_u & \vdash G_u
\end{align*}
\]

The validity of the above rule schema cannot be directly proved within the proof tool since:

1. It contains the meta variable ‘\( H \)’, but the proof tool accepts only concrete formulæ.
2. It is an inference rule, but the proof tool can only prove the validity of sequents.

In order to be able to prove the validity of the above rule schema within the tool, we generate its logically equivalent validation condition, which is a sequent containing no meta variables. The validation condition of the proof rule schema implemented by a rule object is:

\[
H_u \vdash ((\bigwedge H_{A_0} \Rightarrow G_{A_0}) \land \ldots \land (\bigwedge H_{A_{n-1}} \Rightarrow G_{A_{n-1}})) \Rightarrow G_u
\]

We now prove the logical equivalence between the rule schema implemented by a rule object, and its validation condition as the following theorem:

**Theorem.** The following proof rule schemas in PC are logically equivalent:

\[
\begin{align*}
H, H_u, H_A_0 & \vdash G_{A_0} \\
& \ldots \\
H, H_u, H_{A_{n-1}} & \vdash G_{A_{n-1}} \\
\hline
H, H_u & \vdash G_u
\end{align*}
\]

\[
H_u \vdash (A_0 \land \ldots \land A_{n-1}) \Rightarrow G_u^{\text{vc}}
\]

where \( A_i \triangleq \bigwedge H_{A_i} \Rightarrow G_{A_i} \).

**Proof.** Here is a proof of \( vc \), assuming rule:

\[
\begin{align*}
H_u, A_0 \ldots A_{n-1}, H_A_0 & \vdash G_{A_0} \\
& \ldots \\
H_u, A_0 \ldots A_{n-1}, H_{A_{n-1}} & \vdash G_{A_{n-1}} \\
\hline
H_u, A_0 \ldots A_{n-1} & \vdash G_u
\end{align*}
\]

\[
H_u, A_0 \land \ldots \land A_{n-1} \vdash G_u^{\text{hyp}^*}
\]

\[
H_u \vdash (A_0 \land \ldots \land A_{n-1}) \Rightarrow G_u \Rightarrow \text{goal}
\]
where the remaining $n$ dotted sub-proofs for each $i \in [0, n - 1]$ are:

\[
\begin{align*}
\frac{H_{A_i} \vdash \bigwedge H_{A_i}}{H_{u}, A_0 \ldots A_{n-1}, H_{A_i} \vdash G_{A_i}} & \quad \text{mon}^* \\
\frac{H_{A_i} \vdash G_{A_i}}{H_{u}, A_0 \ldots A_{n-1}, H_{A_i} \vdash G_{A_i}} & \quad \text{hyp}^* \\
\frac{\bigwedge H_{A_i} \Rightarrow G_{A_i}}{H_{u}, A_0 \ldots A_{n-1}, H_{A_i} \vdash G_{A_i}} & \quad \text{goal}^* \\
\frac{H_{A_i} \vdash \bigwedge H_{A_i} \Rightarrow G_{A_i}}{H_{u}, A_0 \ldots A_{n-1}, H_{A_i} \vdash G_{A_i}} & \quad \text{cut}_{A_i \Rightarrow G_{u}}
\end{align*}
\]

Here is a proof of rule, assuming vc:

\[
\begin{align*}
H, H_u, A_{0} \vdash G_{u} & \quad \text{vc} \\
H, H_u, A_{0} \vdash A & \quad \text{goal}^* \\
H, H_u, A_{n-1} \vdash G_{u} & \quad \text{cut}_{A \Rightarrow G_{u}}
\end{align*}
\]

where $A \equiv A_0 \land \ldots \land A_{n-1}$, and the remaining $n$ dotted sub-proofs for each $i \in [0, n - 1]$ are:

\[
\begin{align*}
H, H_u, H_{A_i} \vdash G_{A_i} & \\
H, H_u, \bigwedge H_{A_i} \vdash G_{A_i} & \quad \text{hyp}^* \\
H, H_u \vdash \bigwedge H_{A_i} \Rightarrow G_{A_i} & \quad \text{goal}^* \\
H, H_u \vdash A_i & \quad \text{goal}^*
\end{align*}
\]

We have therefore shown that proving vc is necessary and sufficient to show that rule is valid.

\[\Box\]

### 8.3 Revalidating Rule Objects

Programatically, the following method can be used to generate the validation condition for any given rule object:

```c
Sequent Rule::getVC(){
    Predicate[] antecedentParts := [];
    for(int i:=0, i < this.ruleAntecedents.length, i++){
        antecedentParts[i] :=
            makeImp(
                makeConj(this.ruleAntecedents[i].addedHyps),
                this.ruleAntecedents[i].newGoal
            );
    }
}
```
return Sequent(10
   goal := makeImp(makeConj(antecedentParts),this.usedGoal),
   hyps := this.usedHyps
 );
}

The methods makeImp() and makeConj() respectively construct implicative
and conjunctive predicates from their input predicates.

As an example, here is a rule object generated by the Cut reasoner from
§5.8.2, followed by its validation condition:

\[
\frac{H \vdash L \quad H, L \vdash G}{H \vdash G} \text{Cut}(L)
\]

VC : \vdash (L \land (L \Rightarrow G)) \Rightarrow G

The generated validation conditions can then be revalidated by trying to
discharge them using a revalidation tactic. The following method shows how
this can be done:

boolean Rule::revalidate(Tactic rvTactic){
   ProofTreeNode vc := makePendingNode(this.getVC());
   rvTactic.apply(vc);
   if (vc.isComplete())
      return true;
   else
      return false;
}

The above method returns true iff the invoking rule object could be reval-
idated using the given revalidation tactic rvTactic. The method first con-
structs a pending proof tree node from the validation condition of the rule
object (line 2) and then applies the given revalidation tactic to it (line 3) and
returns true iff the resulting proof tree is complete (lines 4-7).

8.4 Revalidating Proof Skeletons

Entire proof skeletons can be revalidated by revalidating each of its rule
objects as discussed in §8.3. The verification conditions for the following
proof skeleton appears below:
8.5 Related Work

The possibilities available for proof checking heavily depend on the architecture of the proof tool used and the way it represents proofs.

An elegant approach is possible in LCF style provers such as Isabelle [79] and HOL [49]. Isabelle can be asked to record and output a logically equivalent ‘proof term’ [27] in typed λ-calculus that can be independently checked by a much simpler proof checker. Generating such a proof term is possible (although optional) in such systems since all logical inferences go through a logical kernel as described in §5.11. The resulting proof terms are large and require non-trivial compression techniques as stated in [27] in order to be manageable. Similarly, HOL [49] can be asked to generate a sequence of basic inference steps (as described in [89]) for each proof. Significantly more time is required to additionally generate this information (65s vs. 40min as reported in [89]). As a result, generating such a proof deliverable is seldom done.

The approach presented in this chapter is the best we can achieve in our setting where we place no restrictions on the internal workings of reasoners that are added to our proof tool. Although we are only able to record proof steps at a larger granularity than that possible in the LCF style provers just discussed, this also makes it feasible to always generate such a proof deliverable.
The approach used in this chapter is similar to the approach used by the automated prover SPASS described in [90] that can be asked to double check its proof steps with respect to another external automated theorem prover.

8.6 Conclusion

In this chapter we have shown how individual rule objects and entire proof skeletons can be checked for logical validity within the proof tool, independently of the reasoners that generated them.

The methodology introduced here, of generating and proving validation conditions for each rule object, has also been successfully used to test the correctness of newly written reasoners with respect to several freely available automated theorem provers [88]. This has resulted in the discovery of several bugs before integrating such reasoners into the proof tool.
Chapter 9

Conclusion

We now bring this thesis to a close by summarizing its main contributions, providing evidence that suggests that these contributions lead to an increase in user productivity, and discussing areas of further work.

9.1 Summary of Contributions

This thesis has made the following important practical contributions towards the goal of making formal theorem proving an engineering activity:

- It has shown that proper tool support can strengthen the role of theorem proving as a design aid.
- It has shown that it is feasible to integrate theorem proving into a reactive development environment.
- It has shown that it is possible to design a proof tool whose reasoning capabilities can be easily extended using external theorem provers.
- It has proposed a representation for the proofs constructed using such an extensible proof tool, such that these proofs can be:
  - Incrementally reused
  - Reengineered and refactored
  - Revalidated

On the more theoretical side it has shown how one can formally reason about partial functions without abandoning the well understood domain of classical two-valued predicate calculus. This too has major practical implications since:
This makes it easier for users already familiar with standard predicate calculus to reason about partial functions.

This makes it possible to reuse existing theorem provers for standard predicate calculus to reason in the partial setting.

The ideas presented here have been used to design and implement the proof infrastructure for the RODIN platform and have resulted in a marked improvement in the usability of this tool over the previous generation of tools [33, 8] for the B-method, as will shortly be discussed in §9.2. These ideas are independent of the Event-B formal method and the logic it uses, and can also be used to achieve similar benefits in other existing proof tools.

9.2 User Evaluation

In this section we present practical evidence to suggest that the ideas developed in this thesis help the engineer doing formal system development. It further develops on the evaluation presented in §6.5 by focusing not just on the benefit of one of the contributions made in this thesis (proof reuse in the case of §6.5), but on the overall effect of all contributions on user productivity.

A comparison is made between the previous generation Click’n’Prove [8] tool and the newer RODIN [2] tool which implements the ideas from the thesis. Click’n’Prove is a very good candidate for this comparison since both tools support the same formal method, use the same logic for proofs, use identical automated decision procedures, and have a similar interactive proof UI. Click’n’Prove uses the more standard way of representing and reusing proofs, i.e. as tactic scripts that need to be replayed, as in most currently used proof tools such as Isabelle and PVS. A major change in RODIN is the way proofs are represented, reused, and manipulated (using the ideas presented in the thesis) and the reactive nature of the development environment, which would not have otherwise been feasible (as shown in §6.5). The RODIN tool additionally supports reasoning using the well-definedness approach discussed in chapter 4.

In what follows we show the difference in productivity between these two tools for users with no prior experience with any of them. An advanced course in Event-B is offered every year to students at the ETH Zurich. A major part of this course is a project which involves a large non-trivial formal development that lasts about 12 weeks. We compare observations of the success of students with this project over two runs of this course. The first
course (course 1) was offered in the winter semester of 2004, and the second
(course 2) in the autumn semester of 2007. The project for both these courses
was identical: the formal development of an elevator system satisfying certain
safety properties.

A main difference between these two runs of the course was that the stu-
dents of course 1 used the Click’n’Prove tool, and the students of course 2
used the RODIN tool. Apart from this, course 1 had more qualified stu-
dents (mostly Doctoral students with a formal methods related thesis topic),
whereas course 2 had mostly undergraduate and masters students. The de-
tails of each of these two courses, along with the number of groups that
completed the project are as follows:

Course 1 (with Click’n’Prove) 13 students (10 Doctoral and 3 Masters)
initially enrolled for this course, out of which 6 students (5 Doctoral, 1
Masters) remained. The others opted out of the course before starting
the project. The remaining 6 students formed 3 groups of 2 students
each in order to work on the project. Out of these 3 groups, only 2
were successful in completing the project.

Course 2 (with RODIN) 13 students (2 Doctoral, 5 Masters, and 6 Bachel-
elors) also initially enrolled for this course, out of which 12 students
(2 Doctoral, 4 Masters, and 6 Bachelors) remained. These 12 students
formed 6 groups (4 groups with 2 students each, 1 group with 1 stu-
dent, and 1 group with 3 students) in order to work on the project. All
6 groups successfully completed the project.

These observation show that the students of course 2 were more success-
ful with the project. Although there may be a number of explanations for
this difference in performance between these two courses (such as student
aptitude, or better user interfaces), one very likely factor for explaining this
increase in productivity would be that using the new RODIN tool (which
implements the ideas from the thesis that are specifically aimed to ease and
aid formal proof-based development) allows users to learn and use the for-
mal development method more productively when compared to Click’n’Prove
which did not use such ideas.

9.3 Future Work

In this section we outline some possible areas of future work. In particular,
we focus on work that could not be done within the scope of the thesis due
to practical reasons or because these issues only came up during later stages
of work.
CHAPTER 9. CONCLUSION

Proving the Prover In chapter 5 we presented the basic architecture of the proof tool and its properties using a pseudo-code notation whose main aim was ease of communication. Since an established formal modeling notation was not used (because of the reasons stated in §5.3), these properties could not be mechanically proved.

In many circles, mechanically proving the correctness of a proof tool is currently not considered to be an absolute necessity. A case for this point of view is made in [24] which states that (mechanically proved) correctness is not the only criterion for a proof tool to be used successfully in an engineering setting, and that limited resources may be better spent on improving proof tools in other ways (such as usability and efficiency). The point of view taken by the PVS community is similar, as mentioned in [52] that although it is sometimes annoying, “soundness bugs are hardly ever unintentionally explored” during proof, and that “most mistakes in a system to be verified are detected in the process of making a formal specification”.

Nevertheless, mechanically proving the correctness of the proof tool would still be useful for three reasons. First, it would give us additional confidence (over manual inspection) on the correctness of its implementation. Second, it would support one of the overall claims of the formal methods endeavour; that the correctness of computer programs can (and should) be mechanically provable. Third, proving the prover would be in interesting exercise in formal bootstrapping. Although, this could not be done within the scope of this thesis, it would be possible to achieve in the future using established formal modeling notations (such as JML and Event-B).

Supporting Sound Reasoner Construction The initial worry of having such an open policy for accepting reasoner extensions was that external automated provers would compromise the soundness of the proof tool. In hindsight, it was surprising to notice during the development of the proof tool that the majority of the observed reasoner related bugs did not originate from off-the-shelf automated provers, but from natively coded reasoners that generated smaller proof steps to be used in interactive proof. Although the approach discussed in chapter 8 has been successfully used to find and correct these bugs, better support for writing new reasoners would be beneficial to ease their construction, and to avoid such bugs in the future.

One possibility could be to integrate an LCF style prover such as Isabelle as a prover back-end to generate small interactive proof steps too.
Implementing a new reasoner would then require one to first prove an inference rule within Isabelle, and then use it (in the background) to generate valid proof rules to be used in our proof tool. Such an integration would provide better support for writing new reasoners since proving a simple inference rule is typically easier and less error prone than manually coding it. The one-time effort required to support such an integration would be to encode the logic used within the meta-logic used by Isabelle, and then provide an appropriate interface to connect the two provers.

Supporting Mathematical Extensions The proof tool described in this thesis has been designed to discharge sequents (comprising of a finite set of hypothesis predicates, and a goal predicate as described in §3.3.2). The mathematical theory used is fixed (i.e. set theory with well-definedness in the case of RODIN). Although the proof tool has not been designed to develop and use generic mathematical theories (such as partial orders, groups, or lists), this can sometimes be useful. This can be supported currently by adding the axioms or rules of the theory as hypotheses in all proof obligations, but this approach would not be scalable for large theories. Although [9] presents some ideas on how mathematical theory extensions can be developed within the B-method, it is still not clear what concrete form they will take in the future. Once this is in place it would be useful to consider a more elegant approach of using such mathematical extensions in proofs.

9.4 Closing Remarks

The work presented in this thesis has made several practical contributions towards bringing formal theorem proving closer to the working engineer.

Out of these contributions, the success with which proofs could be incrementally reused during a typical formal development (details of which are presented in §6.5) far surpassed our expectations and turned out to be the real enabling factor that made it possible for us to integrate theorem proving into a modern reactive development environment. It is our hope that this technology becomes standard for formal development tools in the future, just like incremental compilation has now become standard practice in software engineering.

The other contributions (such as the ones described in chapter [7]) have not yet had such a visible impact on end users. This may be since their use requires some prior knowledge and experience with the tool. It is our hope
that better documentation and user help will result in these features being more widely used in the future to increase user productivity.
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