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Abstract

In this thesis, a novel sensor network paradigm is proposed and studied, inspired by the fusion of wireless communication, localization and imaging. Wireless sensor networks will open a fascinating world of ubiquitous and seamless connectivity not only between individuals but also between devices and objects in our daily life. The key to this vision is a universal low-power, low-complexity and low-cost transceiver unit that provides scalable data communication as well as location and environmental information. Ultra-Wideband (UWB) technology with its rich design space can meet the challenging requirements of future wireless sensor networks. This is the consequence of a paradigm shift compared to narrowband communication: due to the huge bandwidth available, we can trade off bandwidth efficiency against other figures of merit. The major design criterion is not data rate anymore, but rather power consumption and hardware complexity. Within the group of hardware-aware system designs, UWB impulse radio with energy detection receivers are of particular relevance and well known for their efficient implementation. The contribution of this thesis is the comprehensive study of sensor networks with generalized energy detection receivers, where we focus on innovative and efficient approaches for communication and localization and their synergy.

The first part of this thesis develops a framework for location-aware optimization of data transmission with generalized energy detection receivers. This framework is based on a Signal-to-Interference-plus-Noise-Ratio expression. It covers receiver as well as transmitter optimization, where narrowband interference suppression is also taken into account. Conventional approaches attempt to adapt the transceiver directly to the channel state. They require the knowledge of the channel state over the full transmission bandwidth. Due to the huge bandwidth of UWB, the estimation and dissemination of channel state information requires high complexity and is very expensive and power hungry. To circumvent this problem, we propose adjusting the transceiver to the node position. This is done by modeling the channel impulse response as a random process with location dependent parameters, which can be estimated in an off-line training phase. The data transmission is then optimized based on the position of the node – a more accessible type of information in UWB networks that
may already be available. In the next step, we extend the optimization to multiuser transmission. This leads to an increase in the sum data rate, while maintaining the low complexity of the nodes. We conclude from performance evaluations that location information can improve the performance of low complexity and low power UWB communication.

The second part of this thesis is dedicated to localization. We focus on the estimation of the travel time of the radio signal, which is related to the distance and, thus, to the location of the node. Many existing approaches for time of arrival (ToA) estimation of UWB signals require high speed sampling of at least twice the bandwidth of the received signal. This leads to high power consumption and high hardware complexity. We propose to perform ToA estimation at the output of an energy detection receiver. This allows the sampling rates to be much lower keeping the complexity and the power consumption low. In order to achieve high performance, we derive the maximum likelihood timing estimator for the generalized energy detection receiver. We again model the channel impulse response as a random process and show that location-aware a-priori knowledge of its distribution can increase the performance significantly. Approximations of the maximum likelihood estimator lead to a family of low-complexity timing estimators that trade lower estimation accuracy for lower computing time. Additionally, we analyze spectral timing estimation at the energy detector output. We derive the accuracy in a multipath channel analytically, which provides an insight into the fundamental performance scaling of the estimation error in multipath.

So far, we show that location-aware a-priori channel knowledge is beneficial for communication as well as position estimation. However, this requires a database that maps positions to channel characteristics. The training phase to acquire this database can be difficult to implement, time-consuming and may require many training samples. The solution to this problem is imaging. In the third part of this thesis, we present radar imaging based channel prediction. Using this method, the channel characteristics can be obtained for every position in a stationary environment from just a few training samples. An extensive measurement campaign proves the practicality of the presented approach. Finally, we draw conclusions and give an outlook on future research in UWB communication, localization and imaging.
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Soweit wird gezeigt, dass ortsabhängiges Kanalwissen sehr nützlich ist für die Kommunikation und Ortung. Allerdings wird dazu eine Datenbank benötigt, die Positionen auf Kanaleigenschaften abbildet. Die Trainingsphase, um diese Datenbank zu erstellen, kann möglicherweise kompliziert und zeitaufwändig sein und eine große Anzahl an Stichproben benötigen. Einen Lösungsansatz zu diesem Problem finden wir in der Bildgebung: Im dritten Teil dieser Arbeit präsentieren wir ein Radar-basiertes Verfahren zur Kanalvorhersage. Mit dieser Methode können die Kanaleigenschaften für beliebige Positionen durch Kenntnis einiger weniger Stichproben abgeleitet werden. Eine umfangreiche Messkampagne belegt die Pra-
xistäuglichkeit des vorgestellten Ansatzes. Schließlich ziehen wir Schlussfolgerungen und geben einen Ausblick auf die zukünftige Forschung zur UWB Kommunikation, Lokalisierung und Bildgebung.
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Chapter 1

Introduction

1.1 Motivation

Sensor networks have a wide area of applications, which make our daily lives more convenient, more secure and more efficient. Examples for sensor networks range from industry to healthcare to entertainment technology. In industry, sensor networks are necessary in all areas of manufacturing and production. Modern production technology is based on automation and automation requires monitoring and feedback from sensors. More sensor data and information processing increases the productivity and quality of manufacturing. Better monitoring enables more accurate control of machines and engines, which leads to increase in efficiency and to decrease in emissions, pollution and resource consumption. In healthcare, sensor networks are necessary for monitoring vital signs such as pulse rate, blood pressure and respiratory rate. This is essential in hospitals in order to monitor critical patients and to help to save lives. In the future, sensor networks can be included in clothes in order to detect heart attacks or strokes. Additionally, the sensor data can be used to assist in rehabilitation and physiotherapy. For the elderly, sensor networks can check vital information and they can be used for fall detection. For entertainment, sensor networks create new forms of human-computer interaction. Sensor networks attached to the human body can be used to analyze athlete performance or to detect an injury or accident. All these exciting applications of sensor networks require a flexible and reliable communication platform. The sensor data needs to be measured and processed but also to be communicated. A successful deployment of sensor networks requires that the communication is low power, low complexity, and low cost.

Today’s sensor networks are either based on wired links or narrowband radio communication. The installation of wires is impractical in many cases due to moving parts, harsh
environments or sealed areas. Furthermore, wired data transmission can be error-prone and expensive. The installation of wiring harnesses is complicated and requires a high expenditure of time and work. Cables are expensive and they can break easily. This leads to severe failures, which are complex to repair and thus involves very high maintenance costs. Generally, wireless systems have the potential to solve these problems. However, the state-of-the-art of narrowband communication has two major drawbacks. First, adequate narrowband transceivers are power hungry, complex, and may require multiple antennas and thus a lot of space. Second, conventional narrowband communication suffers from fading of the radio signals. For example in harsh propagation environments, which are typical for the aforementioned sensor networks, the multipath propagation can lead to bad channel conditions for narrowband systems. This is a problem in particular for safety related systems, which need to ensure a low probability of an outage or transmission error.

Ultra-wideband (UWB) communication can meet the stringent requirements of sensor networks. The reason for this is that UWB systems can use up to 7.5 GHz available and admission free radio spectrum. Conventional narrowband systems suffer because they are restricted to a small part of the radio spectrum. This makes radio spectrum to a valuable and expensive resource. The situation is different for UWB and the large bandwidth in the spectrum from 3.1 - 10.6 GHz allows for innovative systems designs. Therefore, UWB communication is one of the most promising technologies for future wireless sensor networks. In addition, UWB technology has two other important features for sensor networks. First, the high bandwidth enables position estimation of sensor nodes with centimeter accuracy. UWB is generally considered the method of choice for facilitating high definition positioning. Second, UWB radar imaging provides useful information about the propagation environment of the sensor network. A high spatial resolution can be achieved because single multipath components are resolvable from the receive signal. Both high definition localization and imaging are a unique feature of UWB and a consequence of the high bandwidth.

In this thesis, we propose algorithms for communication, localization and imaging for short-range UWB sensor networks. The focus is on low complexity, low cost and low power system designs and the synergy of communication and localization.

1.2 Ultra-Wideband Technology

A comprehensive overview on UWB technology is given in [1–3]. In this section, we present a short review and recall the main advantages of UWB for wireless sensor networks.
1.2 Ultra-Wideband Technology

The history of UWB communication dates back to the very beginning of radio communication. When Guglielmo Marconi\(^1\) invented the radio transmission, he used a spark generator to transmit short pulses and applied a coherer as receiver [4, 5]. Whereas we would consider this today as UWB communication, the early design choices were rather a result of limited hardware and technology. The further evolution of wireless communication was affected by carrier modulated narrowband communication, which may have originated from multiple access by frequency division. The renaissance of UWB communication can be traced back to the late 1990s, when impulse radio was proposed for short-range communication in dense multipath environments [6]. UWB impulse radio uses short pulses with the signal energy spread over a large spectrum. In an operating regime, where conventional narrowband signaling comes to its limitations, UWB was now being proposed as a secondary spectrum user.

Generally, UWB communication is intended to be below the noise floor of narrowband signaling to not interfere with conventional systems [7]. The key advantage of UWB communication is its frequency diversity, which makes it suitable for harsh multipath environments. In contrast to narrowband signaling, UWB does not suffer from multipath fading and shows high robustness even in harsh propagation environments [8]. Just like conventional spread spectrum systems, impulse radio uses a much larger signaling bandwidth than data rate. However, in impulse radio, the spreading is obtained by low-duty cycle signaling. Thus, the transmit signal is sparse in time domain and multiple access can be provided, e.g. by time hopping [9, 10].

Much attention on UWB communication was triggered in February 2002, when the FCC adopted license-free UWB operation in the United States of America [11]. Numerous system architectures and signaling schemes were proposed and industry consortia tried to establish different standards. Most of these approaches can be classified as either high or low data rate systems. High data rate systems were mainly driven by the consumer electronics industry as cable replacement for external devices such as hard disks, video displays or hand-held computers. The most popular of these is probably the ECMA-368 standard [12], which defines the physical layer of Wireless USB Specification 1.1 [13]. It supports data rates of up to 1 Gbps and is based on conventional multiband orthogonal frequency-division multiplexing (OFDM). For low data rate systems, a common example is the IEEE 802.15.4a standard, which defines a UWB impulse radio physical layer for wireless personal area networks (WPANs) [14]. This standard supports data rates of

---

\(^{1}\)Guglielmo Marconi (1874–1937). Italian inventor, Nobel Prize in Physics (1909) for the development of wireless telegraphy.
0.11 – 27.2 Mbps and targets short-range communication for low-power and low-complexity devices [15, 16]. Many of the approaches that are presented in this thesis could also be applied to systems based on IEEE 802.15.4a. However, to keep the results as generic as possible, we do not limit the considered system to a specific standard.

Localization based on UWB technology is well understood [17–20] and is generally considered the method of choice facilitating high definition positioning for short range wireless networks. In principle, UWB positioning can be classified into geometric approaches and fingerprinting based systems. Geometric approaches include positioning based on time-of-arrival (ToA) or angle-of-arrival (AoA) determination. The position estimation of a mobile agent node relies on fixed anchor nodes with known positions. For the case of ToA position estimation, the ranges between an agent and several anchors are measured [21]. The individual ranges can then be used to determine the agent position by multilateration [22]. Fingerprinting based systems use location specific features of the propagation channel to determine the agent’s position. Usually, a set of measured data with known positions is used as training data. The choice of the fingerprint depends on the training data and the hardware, e.g. system complexity. Promising approaches estimate or classify the agent’s position based on extracted signal metrics such as signal strength (RSSI) [23] or the shape of the channel impulse response [24, 25].

The state-of-the-art in UWB imaging can be divided into two main approaches: tomographic imaging and radar based systems [26]. Tomography aims to see inside an object, where the object is typically surrounded by a large number of sensors. Backprojection algorithms are used to reconstruct the internal properties. Prominent applications of this technique include microwave breast cancer detection [27], which is much less harmful than the conventional X-ray based checkup. The other approaches of UWB imaging are radar based systems, which aim to retrieve the shape and location of a distant object [28]. The radar image is usually obtained from an antenna array or from moving antennas, i.e. synthetic aperture radar (SAR). The reconstruction problem was tackled by seismic engineering and geophysics in the early 1980s, where migration of seismic data was introduced to locate in-ground resources [29]. Recently, UWB imaging was proposed for through-wall imaging for disaster recovery, e.g. to find trapped humans or cavities after a building collapse [30].

Each of the fields of UWB communication, localization as well as imaging is advanced in its research and many technologies and products are ready for the market. However, the combination and synergy of this trio has great potential. Surprisingly, so far this has not been considered in literature, even though for higher layers many approaches of combined communication and localization have been proposed. Most prominent among these
1.3 Contributions

are location-aware services at the application layer, which dynamically provide the user with travel information, shopping, entertainment or event information [31]. Furthermore, location information is also intensively used to improve routing for sensor networks [32] or security protocols [33]. A more abstract example for the synergy of localization and communication is cooperative localization in wireless sensor networks [34, 35] or position estimation based on a connectivity metric of nodes [36]. However, in this work we consider the physical layer signal processing and are interested in optimized transmission schemes, ranging or positioning algorithms and the specific characteristics of the UWB propagation channel.

Extensive research on UWB communication and localization has been performed at the Wireless Communication Group, ETH Zurich. In [37], signaling schemes and low complexity receivers for UWB body area networks are proposed and studied. The contribution [38] introduces low duty cycle signaling for optimized and FCC-compliant UWB communication and presents a low power energy detection receiver. In [39], position estimation by fingerprinting of multipath components is proposed and analyzed. Ref. [37–39] serve as starting points for the results presented in this thesis.

1.3 Contributions

The results presented in this thesis are concerned with communication, localization and imaging for UWB sensor networks, see Fig. 1.1. The concepts are introduced in a generic way and are applicable for different systems and setups. However, in the course of this dissertation, we consider a specific network with many low complexity sensor nodes, which communicate over a short range with stationary cluster heads. The sensor nodes are equipped with generalized energy detection receivers, due to their stringent complexity requirements. For this setup, we aim to answer the following questions:

1. How can communication benefit from a priori channel state information?
2. How can localization benefit from a priori channel state information?
3. How can we obtain a priori channel state information?

The first question inspires a family of optimization algorithms for the transmitter and receiver, which make the data transmission more efficient and reliable. For localization, the a priori knowledge improves the ToA estimation and reduces the position estimation bias and error. The third question leads to one of the key concepts of this work: We establish the mapping between the node location and the channel state information (CSI). In UWB systems, positions or regions can be related to certain multipath characteristics. We introduce
Chapter 1 Introduction
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**Fig. 1.1:** Synergy of UWB communication, localization, and imaging

Regional channel knowledge as a vicinity based a priori CSI for the sensor nodes. This is an innovative and efficient approach since channel estimation becomes expensive with increasing bandwidth, while location information is easily accessible. However, this approach requires a database with channel characteristics for different locations. For a stationary environment (as typical for indoor scenarios), this has to be built up in a calibration phase from training data. To keep the number of training samples low, we propose to use UWB imaging to predict channel impulse response for arbitrary positions. Throughout this thesis, we attach importance to the usefulness and practicability of the presented approaches. Furthermore, all approaches are evaluated based on extensive measurements to quantify the performance gains over reference schemes in a realistic environment.

The thesis is structured as follows. The first part of this thesis (Chapter 3 and 4) is concerned with communication, the second part (Chapter 5 and 6) with localization, and the third part (Chapter 7 and 8) with imaging. The results of the thesis have been published in [40–49]. In summary, we make the following contributions:

In Chapter 2, we discuss the advantages and the motivation of UWB for low complexity systems and introduce the system model, which is considered throughout this thesis. We give a short overview on non-coherent UWB systems and elaborate on alternative system designs. The generalized energy detection receiver with binary pulse position modulation (BPPM) is identified as method of choice due to the following reasons: efficient analog implementation, low rate sampling, robustness to channel variations.

In Chapter 3, we derive the signal-to-interference-plus-noise-ratio (SINR) of the generalized energy detection receiver as a function of the transmit pulse and the post detection filter. This enables us to develop powerful optimization algorithms. We include narrow-
band interference to account for the secondary spectrum usage of UWB communication. The optimization algorithms are derived for both full CSI and regional CSI. A performance evaluation based on measured channel impulse responses shows the gains of the presented transmission schemes compared to conventional energy detection. Parts of this chapter have been published in [40, 46].

In the next step, we extend the optimization to multiuser transmission, which is presented in Chapter 4 and [44]. We focus on the downlink of the sensor network, i.e. data transmission from the cluster head to the low complexity nodes. When considering low complexity receivers, the data rate is limited due to inter-symbol interference from multipath. Conventional approaches for inter-symbol interference mitigation require expensive post processing and thus increase the power consumption and costs of the sensor nodes. To circumvent this problem, we propose to transmit several data streams to different nodes simultaneously. Thus, a higher throughput can be achieved, while maintaining low complexity of the sensor nodes. We derive a precoding scheme for multiuser transmission, which is based on the maximization of the minimum SINR over the nodes. Again we consider both full CSI and regional CSI. Performance evaluation shows small loss compared to time division multiple access (TDMA) for the case of full CSI, even though the data rate is multiplied. The multiuser transmission works even with statistical CSI with a certain performance loss that depends on the characteristics of the region.

In Chapter 5, we derive the maximum likelihood timing estimate for generalized energy detection receivers with statistical CSI. To solve the maximum likelihood estimation problem, we provide a closed form expression of the probability density function (PDF) of the generalized energy detector output. Additionally, we propose a family of low complexity timing estimators that are systematically derived from approximations of this PDF. Timing estimation is essential for both communication and localization. Whereas maximum likelihood timing estimation is well known for linear receivers, it is difficult for non-coherent receivers. For communication, the timing estimation is used for symbol synchronization, i.e. to find the best sampling time for data detection. For localization based on ranging, timing estimation is one of the most crucial components and major sources of error. Whereas coherent UWB receivers require analog-to-digital conversion of up to 15 GHz sampling rate, the sampling at the output of the energy detection receiver can be much lower. By taking the a priori CSI into account, the timing estimation can be more accurate than the sampling time of the receiver. Parts of this chapter have been published in [41, 42].

To reduce complexity, we introduce UWB timing estimation, which can be performed completely in an analog fashion and does not require high rate analog-to-digital conversion.
This is presented in Chapter 6 and [43]. The approach does not require any CSI and is related to spectral timing estimation. We provide an analytical expression for the estimation bias and error. This gives insight into the performance scaling of ToA estimation in multipath channels with respect to the transmission bandwidth. It can be shown that spectral timing estimation can benefit from the high bandwidth and performs superior to narrowband ranging even under the strongest of complexity constraints.

In Chapter 7, we present radar imaging based multipath delay prediction to realize efficiently the mapping from the position to the channel state [45]. We propose a three step approach: First, the radar image of the environment is created with training data. Second, the channel responses are synthesized for arbitrary position. Finally, the dominant path delays are extracted to suppress out-of-band noise. The extracted dominant multipaths are of great value for position estimation and data transmission.

Chapter 8 is dedicated to measurements and experimental results. Namely, we describe two advanced channel measurement systems, where one is designed for high precision and the other for high-speed/low-cost channel measurements. Furthermore, we present an extensive measurement campaign in an office environment. The measured channels enable us to demonstrate and verify imaging based multipath delay prediction. Selected performance results on localization and communication show the benefit of the synergy of communication, localization, and imaging.

Finally, in Chapter 9 we draw conclusions from presented results. We also discuss UWB’s outlook and address promising applications of UWB communication, localization and imaging.
Chapter 2

Low Power, Low Complexity, Low Cost - High Bandwidth?

In this chapter, we discuss the requirements of sensor networks and motivate the use of high bandwidth for low data rate systems. Furthermore, we give a brief introduction to non-coherent UWB systems and present the system model which is considered throughout this thesis.

A prominent application and motivation of the results presented in this thesis are wireless sensor networks [50]. Traditionally, sensor networks are often defined as distributed systems to monitor physical or environmental conditions, e.g. the temperature distribution in a building. The communication takes then place between sensor nodes and central entities, which collect the measurement data. However, in the context of this thesis, we want to avoid the limitation to a specific application and would like to consider sensor networks in a much broader sense. In order to define this more precisely, we classify the applications of wireless communication into human-to-human, human-to-machine or machine-to-machine communication. On the consumer market, the early stages of wireless technology were mainly driven by human-to-human communication, e.g. phone services in mobile radio networks. When looking at the last decades, we can observe that the innovations were focusing rather on data services, i.e. human-to-machine communication. An example for this class is mobile broadband Internet or WLAN.

Within this framework, we will consider sensor networks from the class of machine-to-machine communication with the following defining properties:

- Large number of nodes with high spatial density
- Short range links with low data rate
- Low power, low complexity, low cost, small form factor
- Heterogeneous complexity constraints
These properties are typical for applications from body area networks [51] up to control of industrial production technology [52], networks-on-chip [53] or nano communications [54]. The first item is mainly a consequence of the recent advantages in very-large-scale integration (VLSI) and microelectromechanical systems (MEMS). Due to efficient mass production and miniaturization of sensors, we can expect that future sensor networks will be composed of thousands or millions of nodes with an increasing number of nodes per volume. Therefore, we consider the sensor network to have a large number of nodes with high spatial density. The second item concerns the typical communication pattern of the nodes. Generally, we consider the communication links of sensor networks to be of short distance, i.e. rather in the order of centimeters than kilometers. We address environments such as indoor communication with many nodes per room, instead of considering long range networks covering e.g. data links between cities. Furthermore, it is not the main objective of such sensor networks to provide very high data rates. The individual sensor nodes are considered to have a low duty cycle and transfer small blocks of data once in a while. This leads to a low data rate per node with a short communication distance due to the high node density. The third item addresses economic and environmental constraints, which are probably the most important to make wireless sensor networks competitive. The transceiver of the sensor nodes must be of low power consumption, low complexity and low cost. It is obvious that a profitable employment of a large sensor network requires low costs per node. This comes along with stringent complexity requirements and limitations on the size of the sensor nodes. The form factor is mainly affected by the size of the antenna. For mobile nodes, it is in particular important to have a low energy consumption. Without external power supply, the nodes must rely on batteries or power harvesting. Therefore, the sensor nodes need to be energy efficient. The last item addresses the asymmetric structure of sensor networks. Whereas the sensor nodes need to be of lowest complexity, the network may contain nodes with less stringent complexity requirements. This could be central units, which are stationary and connected to external power. Sometimes those nodes are also denoted as cluster heads, full function devices or readers. Usually we assume that the number of central units is small compared to the number of sensor nodes. Additionally, the central units may also be used for higher layer processing or as user interface. The complexity constraints of the physical layer signal processing may then be negligible compared to the complexity of the higher layers.

The relevance and the wide area of applications have trigged extensive research on wireless communication for sensor networks. Besides requirements on data rate and reliability, the main objectives are low power, low complexity and low costs. Many different systems
and standards for the physical layer have been proposed. Most of the conventional systems are based on narrow-band communication. This is reasonable at first glance, because most hardware components are much easier to design for narrow-band systems such as antennas or amplifiers. From this point of view, the hardware is more complex the wider the bandwidth and it may sound paradox to propose UWB for wireless sensor networks. However, the advantages of UWB for sensor networks are more fundamental and the consequence of the following three reasons.

The first reason is the large frequency diversity of UWB. Conventional narrowband systems such as ZigBee or Wifi suffer severely from fading due to multipath propagation. Especially in environments with lots of metal, strong multipath components from scattering or reflections can be expected. We usually find harsh propagation environments in industrial production plants, machine rooms or around engines. The multipath is a problem for narrowband communication. Due to the use of almost periodical waveforms, the superposition of the inversely phased signals leads to cancelation, i.e. destructive interference. Thus, the signal quality fluctuates strongly over space or over time, e.g. when machine parts are moving. Much effort has been spend to combat fading in narrowband systems. The standard approaches are to collect diversity over space with multiple antennas or over time or frequency. Whereas the latter is difficult in narrowband systems, it is the inherent advantage of UWB. The large bandwidth of UWB with up to 7.5 GHz enables communication even in harsh propagation environments. With such a large bandwidth, there are always frequencies available with a good signal quality. In UWB systems, the transmit pulses are so short, that single multipath reflections can be resolved at the receiver. The signal components from multipath propagation do not overlap and therefore they cannot cancel each other. Even when the line-of-sight (LOS) path is shadowed, the signal energy from the multipath components can be collected at the receiver to decode the transmit data. The pulses are so short that the periodic parts are small. Hence, UWB systems are much less vulnerable to deep fades due to destructive interference compared to narrowband systems.

The second reason concerns the signal processing and is a consequence of the trade-off between spectrum efficiency and complexity. For narrowband systems, the scarcest and most valuable resource is bandwidth. Traditionally, the major design goal is data rate, i.e. to transfer the maximal number of bps/Hz under a transmit power constraint. The consequence of this optimization is a high transceiver complexity. To achieve a good performance and a high data rate, expensive computations and complex processing is necessary at the transmitter as well as receiver. Furthermore, the analog components need to be of high quality such as low-noise amplifiers with linear characteristic, mixers
with high dynamic range, small in-phase and quadrature (IQ) imbalance or high resolution analog-to-digital converter (ADC). This makes conventional narrowband transceiver power hungry and costly, when they need to support an adequate performance. However, the design criteria for UWB communication are much different, because bandwidth efficiency becomes insignificant. With an available bandwidth of up to 7.5 GHz, it is not necessary to be bandwidth efficient. When considering sensor networks, the required data rate is much smaller than the available bandwidth. This opens much room for optimization of UWB transceivers for low complexity and low power operation. The large bandwidth enables sufficient performance even of receivers that are suboptimal in terms of detection performance. Whereas the design of narrowband systems usually starts from the derivation of optimal detectors, in UWB we can start from efficient hardware designs. With the relaxation on the spectral efficiency, UWB facilitates low complexity system designs.

The third reason is that UWB enables high definition localization and imaging as a secondary use of the communication system. Localization of sensor nodes is of particular importance for large networks. With millions of nodes, manual placement and identification of sensor nodes becomes impractical and for many cases the sensor data without location is useless. To include global navigation satellite system (GNSS) receivers in every sensor node is usually not an option, because their accuracy is low in indoor environments. For sensor networks, standard approaches from literature distinguish between fine-grained and coarse-grained localization. An overview on cooperative localization for sensor networks is given e.g. in [34, 36, 55]. Fine-grained localization is usually based on time of arrival (ToA) or angle of arrival (AoA) and coarse-grained localization on received signal strength (RSS) or other connectivity metrics. For fine-grained localization, there are two reasons why a large bandwidth is beneficial. First, the accuracy of timing estimation depends on the pulse duration. The larger the bandwidth, the shorter the pulse and the better the timing estimate in additive noise. A short pulse is steeper and thus the timing can be estimated more accurately. This leads to better performance of ToA or AoA based algorithms. The second reason is the resolvable multipath. With high bandwidth, the LOS path can be distinguished better from multipath components. This is important for harsh propagation environments, where narrowband localization would fail due to multipath. Also for coarse-grained localization, the high bandwidth is beneficial. Due to less small scale fading the RSS is more stable. Furthermore, innovative approaches such as location fingerprinting based on the shape of the channel impulse response can be used [39].
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The stringent requirements on complexity and power consumption prohibit the use of standard receivers for UWB sensor networks. The matched filter receiver or rake receiver are complex to implement for multipath channels with large bandwidth. The adaptation to the channel requires huge complexity in order to obtain the optimal decoding performance. Both digital and analog implementations are expensive and power hungry. On the one hand, a digital implementation of a channel matched filter requires high sampling rates and long filter lengths. With up to 7.5 GHz bandwidth, the receiver would require an ADC with at least 15 GHz sampling rate. This is not feasible in low complexity devices. On the other hand, an analog design is difficult to adapt to the channel. A rake receiver requires a large number of fingers to combine the signal contributions from multipath [56]. Both are not an option for low complexity nodes. Additionally, the channel estimation and dissemination of CSI requires high complexity, is expensive and consumes high power. The number of variables for channel estimation grows with increasing bandwidth.

The key to low complexity and low power consumption for UWB sensor networks are sub-optimal receivers that can be implemented efficiently. The most prominent representatives for this approach are non-coherent UWB systems. For narrowband systems, non-coherent communication usually means that the phase of the channel is unknown and neglected at the receiver. For UWB, non-coherent communication refers commonly to a system with a receiver that does not require any knowledge of the channel. Although this comes with a loss in detection performance, it leads to hardware-efficient receiver designs. An elegant implementation of this concept is the energy detector and the autocorrelation receiver. The receivers can be build up with low complexity, particularly when binary modulation schemes are used. Fig. 2.1 shows the block diagrams of the receivers and the corresponding transmit signals.

The energy detection receiver is usually used in conjunction with binary and orthogonal modulation schemes such as BPPM or on-off-keying (OOK). With the latter one, the transmitter sends a pulse for transmit symbol $a = \text{“1”}$ and no pulse for $a = \text{“0”}$. The energy detection receiver computes the integral of the squared and bandpass filtered receive signal, i.e. it estimates the received signal energy over a certain time-window. This value is larger if a pulse is present and smaller without pulse. For OOK, the receiver decides for “1” for a large value and for “0” for a small value. However, it requires a threshold for the decision, which needs to be adapted depending on the received signal power and is difficult to implement. This problem is circumvented by the use of BPPM, see Fig 2.1a. Here, the symbol
is split into two time slots of length $T_{ppm}$ each. A pulse is transmitted in the first time slot for $a = \text{“0”}$ and in the second for symbol $a = \text{“1”}$. With BPPM, the receiver estimates the energy that is received in both time slots and compares their values, as shown in Fig 2.1b. The upper branch corresponds to the first time slot and the lower the second time slot. Note that the box with $T_{ppm}$ depicts a delay. The output of the integration over a fixed time interval is subtracted and can thus be compared to threshold zero. For positive values the receiver decides for $a = \text{“0”}$ and for negative values for $a = \text{“1”}$.

The other well-known receiver structure for non-coherent UWB is the autocorrelation receiver as shown in Fig. 2.1d. For this structure, the transmitter usually employs transmitter reference modulation, see Fig. 2.1c. Here, a pulse is always transmitted in the first timeslot, which serves as a reference for the second time slot. Whereas for $a = \text{“0”}$, the second time slot contains the same pulse, for $a = \text{“1”}$ the second pulse is sent with opposite polarity or phase. The receiver computes the correlation of the first and second time slot. This is done by the integration of the product of the signal of the first and second time slot. If the channel remains constant over both time slots, the correlation is maximal for $a = \text{“0”}$ and minimal for $a = \text{“1”}$. Thus, the sign of the output can be used for symbol decision. The performance
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The generalized energy detection receiver is a particular elegant implementation of a non-coherent UWB receiver. It is depicted in Fig. 2.2, which shows the system model that is considered throughout this thesis. The system consists of the three basic parts: the UWB transmitter (TX), the wireless channel, and the generalized energy detection receiver (RX). The output of the receiver is used for data detection as well as position estimation.

The central element of the system is the wireless channel. We model the channel as a linear time invariant (LTI) system, which assumes that transmitter and receiver are stationary during a transmission. In this thesis, it is one of the key approaches to link the channel to the position of the transmitter and receiver. If the complete environment of the transmitter and receiver were known, the channel impulse response would be deterministic and could be predicted by Maxwell’s equations. However, this would require the knowledge of the precise position and parameter of each particle in the environment. This is unrealistic, besides that it leads to complex equations that are difficult to solve. In practice, already the measurements of the position of the transmitter and receiver are affected by an error. It is one of the standard methods in engineering to tackle such a problem by considering a stochastic model instead of the deterministic model. Instead of assuming that everything is perfectly known, the envi
environment and the channel are subject to uncertainty. We do not take the precise environment into account but rather consider the propagation effects to happen with a certain probability. This is incorporated in the system model by treating the channel impulse response $h(t)$ as a realization of a real-valued non-stationary random process

$$(H(t), t \in \mathbb{R}).$$

The distribution of $(H(t))$ depends on the environment and on the position of the transmitter and receiver. Specifically, we consider the distribution of the channel conditioned on the position of the transmitter $p_{tx}$ and the position of the receiver $p_{rx}$. The complete statistical description of the random process involves knowledge of the cumulative distribution function (CDF)

$$F_n(h_1, \ldots, h_n; t_1, \ldots, t_n|p_{tx}, p_{rx}) = \Pr[H(t_1) \leq h_1, \ldots, H(t_n) \leq h_n|p_{tx}, p_{rx}] \quad (2.1)$$

for every $n \in \mathbb{N}$ and for every $t_1, \ldots, t_n \in \mathbb{R}$. We refer to (2.1) as location-aware channel knowledge or regional channel knowledge. The latter assumes that $p_{tx}$ and $p_{rx}$ are quantized to different regions.

Whereas the properties of the channel are given by nature, the transmitter and receiver are subject to the system design. For the data transmission, the transmitter uses BPPM. This is implemented by the following input signal:

$$b(t) = \sum_n c_n \delta(t - a_n T_{ppm} - n T_{symb}),$$

where $a_n \in \{0, 1\}, n \in \mathbb{Z}$ denotes the sequence of transmit symbols. The length of the time slot $T_{ppm}$ is usually half the symbol duration $T_{symb}$. The polarity $c_n \in \{-1, 1\}$ of the pulses is chosen randomly to avoid discrete spectral lines in the transmit spectrum. With the pulse shape denoted by $p(t)$, the signal that is fed to the antenna can be written as

$$s(t) = p(t) * b(t).$$

This signal is sent over the wireless channel with impulse response $h(t)$. At the receiver, the signal is perturbed by a realization of additive white Gaussian noise (AWGN) with power spectral density $N_0/2$. The receiver input is limited by a bandpass filter with bandwidth $B$ and center frequency $f_c$. For notational convenience, we generally include the bandpass filter in the impulse response of the channel and in the noise. The bandpass filtered noise is
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denoted by \( n(t) \) and the band-limited channel impulse response by \( \tilde{h}(t) \). Thus, we have

\[
r(t) = \tilde{h}(t) * s(t) + n(t).
\]

The band-limited channel impulse response \( \tilde{h}(t) \) is as a realization of the random process \( (\tilde{H}(t), t \in \mathbb{R}) \) with conditional distribution function

\[
F(\tilde{h}(T), \ldots, \tilde{h}(NT)|\mathbf{p}_{tx}, \mathbf{p}_{rx}) = \Pr [ \tilde{H}(T) \leq \tilde{h}(T), \ldots, \tilde{H}(NT) \leq \tilde{h}(NT)|\mathbf{p}_{tx}, \mathbf{p}_{rx}],
\]

where \( T \leq \frac{2}{f_c} + \frac{1}{B}, \ N \in \mathbb{N} \). In general, the exact description requires an infinite number of samples \( N \). Here, however, we assume a finite number \( N \), i.e. we approximate the band-limited channel response to be time-limited. With the fixed sampling instances \( T, \ldots, NT \), the conditional PDF of \( (\tilde{H}(t), t \in \mathbb{R}) \) is then given by

\[
p(\tilde{h}(T), \ldots, \tilde{h}(NT)|\mathbf{p}_{tx}, \mathbf{p}_{rx}) = \frac{\partial^N F(\tilde{h}(T), \ldots, \tilde{h}(NT)|\mathbf{p}_{tx}, \mathbf{p}_{rx})}{\partial \tilde{h}(T) \ldots \partial \tilde{h}(NT)}.
\]

The signal processing of the generalized energy detection receiver consists of a squaring device and the post-detection filter with impulse response \( g(t) \). The \( T_s \)-spaced samples at the output of the generalized energy detection receiver are given by

\[
y(kT_s) = \int_{-\infty}^{\infty} g(\tau) r^2(kT_s - \tau) d\tau.
\]

The conventional energy detector as shown in Fig. 2.1b is a special case of the generalized energy detection receiver. If the post-detection filter has a rectangular impulse response (sliding window integrator), the generalized energy detection receiver corresponds to a conventional energy detector:

\[
y(kT_s) = \int_{kT_s - T_{int}}^{kT_s} r^2(t) dt,
\]

where \( T_{int} \) denotes the length of the integration. The choice of the post-detection filter has large impact on the complexity as well as performance of the receiver. Instead of the rectangular filter, it may be preferable to use other filters:

- The time-reversed and squared receive pulse, i.e. \( g(-t) = \left( r(t) * \tilde{h}(t) \right)^2 \). This corresponds to the optimal filter under the approximation that \( r^2(t) \) is Gaussian distributed.
• The time-reversed average power delay profile (APDP) as proposed in [57]. The generalized energy detection receiver coincides then with the maximum likelihood (ML) detector under the assumption that the channel impulse response is a white Gaussian random process with zero mean and covariance according to the APDP.

• A first order low-pass filter as shown in [58]. In terms of hardware complexity and power consumption, a simple first order low-pass filter outperforms the sliding window integrator.

The advantage of the generalized energy detection receiver is that the complexity and performance can be adjusted and smart trade-offs can be found. Depending on the requirements, the post-detection filter can be optimized for detection performance or complexity.
Chapter 3

Optimized Data Transmission

The following two chapters compose the first part of this thesis and focus on data transmission for UWB sensor networks. In this chapter, we study the location-aware UWB communication with generalized energy detection receivers. The presented results can be summarized as follows:

- We derive an explicit expression for the SINR for the generalized energy detection receiver as a function of the transmit pulse (Proposition 1) and the post-detection filter (Proposition 2).
- Optimization algorithms for the transmitter and receiver are deduced. As reference we first study a scenario in which full CSI is available for the optimization. Subsequently, we relax this condition and assume that only location (region) specific statistical CSI is available. We use a bit error rate (BER) criterion as cost function for the optimization of $g(t)$ and $p(t)$ and introduce some approximations that reduce the computational complexity.
- The performance of the proposed schemes is investigated on the basis of channel models and channel measurements.

Parts of this chapter have been published in [46].

3.1 Location-aware Adaptation and Precoding

This section introduces location-aware communication for UWB sensor networks. For many applications, joint localization and data communication is desirable, e.g. tracking items in a production hall, airport or hospital, combined with sensor data querying. If the location information is available, it can be used for performance enhancement of data transmission.
Fig. 3.1: Network scenario with a cluster head (CH), sensor nodes (SN), and regions 1, ..., K.

So far, this approach has been investigated for higher layers such as routing [32] or security protocols [33]. We propose to use the location information on the physical layer to improve the performance of low complexity and low data rate UWB communication.

As an example, let us consider the following scenario: As shown in Fig. 3.1, the coverage area of a network might be divided into K subregions. We consider a heterogeneous network with low complexity UWB sensor nodes (SNs). These reduced function devices communicate with stationary cluster heads (CHs), which are full-function devices with less stringent complexity constraints. The downlink (CH to SNs) is the bottleneck in this scenario since the SNs are of low complexity and achieve a lower receiver sensitivity than the CH. Therefore, we consider the optimization of the downlink data transmission in the following discussion.

Conventional approaches attempt to adapt the transceiver directly to the channel state. They require the knowledge of the channel state over the full transmission bandwidth. Due to the huge bandwidth of UWB, the estimation and dissemination of CSI requires high complexity and is very expensive and power hungry. To circumvent this problem, we propose to adapt the transceiver to the region of the SN. This is done by modeling the channel impulse response as a random process with region dependent parameters, which can be estimated in an off-line training phase. The data transmission is then optimized based on the statistical channel knowledge for each region. This is the key to location-aware communication. The CHs are assumed to be able to determine the region, in which a SN is located. Based on the statistical channel knowledge for each region, we propose two different approaches to improve the data transmission:

- Transmitter optimization at CH: The CH uses a region specific transmit signal depending on where the SN is located. This approach uses a fixed post-detection filter receiver at the SN and applies precoding at the CH according to the channel statistics of the region.
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- Receiver optimization at SN: This approach uses adaptable post-detection filters at the SN. Depending on its position or region, the SN can adjust the post-detection filter accordingly without requiring channel estimation.

Both approaches improve the detection performance and can be used to successfully suppress the influence of narrowband interference.

**Related Work:** To the best of our knowledge, precoding for UWB generalized energy detection receivers has so far not been considered in literature. Transmitter optimization and pulse shaping for coherent receivers has been extensively studied in literature, e.g. [59–61]. Common objectives are spectral mask, bit error rate [59] or multiuser performance [60] as well as narrowband interference suppression for linear receivers [61]. For low-complexity receivers, time-reversal prefiltering [62–64] and channel-phase-precoded (CPP) UWB [65, 66] have been proposed. In [67], pre-equalization with spectral mask constraints is presented. Even though these precoding methods are related to the one we propose in this work, they neither suppress narrowband interference nor are they suitable for generalized energy detection receivers. With regard to receiver optimization, our work is related to [57, 68–70]. In [57], the ML decision rule based on the average PDP of the channel impulse response is derived and [69] presents ML detectors with partial CSI and intersymbol interference. Ref. [70] evaluates the performance of these receivers in a body area network environment. In [68], energy detection with multiple energy measurements is studied. However, compared to the approaches reported in literature, we take also narrowband interference into account and explicitly impose a stringent constraint on the receiver complexity.

### 3.2 System Model

In the following, we look at the transmission of a single symbol \( a_0 \in \{0, 1\} \). The considered transmission scheme can be modeled in discrete time\(^1\) and vector notation as depicted in Fig. 3.2. The upper branch corresponds to the first time slot and the lower branch to the second time slot.

The transmit pulse is denoted by \( \mathbf{p} \in \mathbb{R}^N \) with

\[
\mathbf{p} = [p(T), \ldots, p(NT)]^T,
\]

\(^1\)Note that this sampling is only necessary for the theoretical analysis. The receiver implementation can be in analog without any high rate sampling.
where $T$ denotes the sampling period. The receive pulse $q \in \mathbb{R}^N$ can be written as

$$q = Hp,$$

where the channel matrix $H$ includes the bandpass filter and has a Toeplitz structure with dimensions $N \times N$. It collects the shifted and zero-padded versions of the bandpass filtered channel impulse response $\tilde{h} = [\tilde{h}(T), \ldots, \tilde{h}(N_h T), 0, \ldots, 0]^T$ on its columns, where $N_h$ times the sampling period denotes the channel excess delay:

$$H = \begin{bmatrix}
\tilde{h}(T) & 0 & \cdots \\
\tilde{h}(2T) & \tilde{h}(T) & 0 & \ddots \\
\vdots & \tilde{h}(2T) & \tilde{h}(T) & \ddots \\
\tilde{h}(N_h T) & \vdots & \tilde{h}(2T) & \ddots \\
0 & \tilde{h}(N_h T) & \vdots & \ddots \\
\vdots & 0 & \tilde{h}(N_h T) & \ddots \\
& \vdots & \ddots & \ddots 
\end{bmatrix}$$

Thermal noise plus narrowband interference are modeled as zero mean Gaussian random vectors $n$ (first time slot) and $n'$ (second time slot). Their covariance matrices including the bandpass filter are given by

$$\Sigma_{nn} = E[nn^T] = E[n'n'^T] = \Sigma_{\tilde{w}} + \Sigma_i$$

and

$$\Sigma_{n'n'} = E[nn'^T] = E[n'n'^T]^T.$$  

$\Sigma_{\tilde{w}}$ and $\Sigma_i$ denote the covariance matrix of the band-limited noise and interference, respec-
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For notational convenience, the impulse response of the post-detection filter is stacked into a vector in reverse order, i.e.

\[ g = [g(NT), \ldots, g(T)]^T. \]

The matrix \( G = \text{diag}(g) \) carries these values on the main diagonal.

This system model is equivalent to the continuous time transceiver structure depicted in Fig. 2.2 under the following assumptions:

- The sampling period \( T \) must fulfill at least \( \frac{1}{T} \geq 2B + 4f_c \) to account for the squaring operation.
- Edge effects due to the finite length of the signals are negligible.
- Intersymbol interference can be neglected, i.e.,

\[
\int_{-\infty}^{\infty} g(\tau) q^2(t - \tau) d\tau = 0 \quad \text{for} \quad t \notin [0, T_{\text{ppm}}],
\]

where \( q(t) \) denotes the received pulse. This condition is fulfilled if the channel excess delay plus the time duration of the transmit pulse and impulse response of the post-detection filter is smaller than the PPM half slot \( T_{\text{ppm}} \). This is a reasonable assumption in our context, because in sensor networks the per node peak data rate is moderate.

- Narrowband interference is Gaussian distributed.
- Furthermore, we require in the following, that the transmit bits are equally probable and only one pulse is transmitted per symbol with perfect synchronization at the receiver.

### 3.3 Signal-to-Interference-and-Noise Ratio

The SINR is defined as

\[
\text{SINR} = \frac{\mathbb{E}[z_0|a_0 = 0]^2}{\text{Var}[z_0|a_0 = 0]} = \frac{\mathbb{E}[z_0|a_0 = 1]^2}{\text{Var}[z_0|a_0 = 1]},
\]

where \( z_0 \) denotes the receiver output and expectation is with respect to noise and interference. Conditioned on the transmit symbol, the SINR corresponds to the squared mean of the decision variable over its variance. Since the mean and the variance are the same for
both transmit symbols and they occur with equal probability, the SINR is independent of the transmit symbol. Therefore, it is sufficient to consider the case that the pulse is in the first time-slot, i.e. $a_0 = 0$. The decision variable $z_0$ is then given by

$$z_0 |_{a_0=0} = g^T [(q + n) \odot (q + n)] - g^T [n' \odot n'] .$$

(3.2)

Expanding the squares leads to

$$z_0 |_{a_0=0} = g^T (q \odot q) + 2 g^T (q \odot n) + g^T (n \odot n) - g^T (n' \odot n') .$$

The term $\alpha$ collects the desired signal contribution, i.e. the receive pulse $q$, which is squared and convolved with the post-detection filter. All perturbing contributions are combined in the other terms: in $\beta$ the product of the signal and the noise plus interference, and in $\gamma$ the squared noise plus interference contribution of the first and second timeslot, respectively.

The SINR can then be written in terms of the squared signal, the mixed term and the squared noise term as follows:

$$\text{SINR} = \frac{\mu_\alpha^2}{\sigma_\beta^2 + \sigma_\gamma^2} .$$

The numerator $\mu_\alpha^2$ represents the desired squared signal contribution $\alpha$ and the denominator is given by the variance $\sigma_\beta^2$ of the mixed signal and interference plus noise term and the variance $\sigma_\gamma^2$ of the squared noise and interference $\gamma$.

This signal structure at the energy detector output leads to the particular characteristic of this receiver structure. On the one hand, the squared terms are not Gaussian distributed anymore and can be shaped by the choice of the post-detection filter. On the other hand, the mixed term $\beta$ depends on the transmit pulse as well. This enables distinct features of transmitter optimization, e.g. specific transmit pulse shapes for interference suppression.

**Proposition 1.** The SINR in terms of the transmit pulse $p$ is given by

$$\text{SINR} = \frac{(p^T A p)^2}{p^T B_{\beta} p + \sigma_\gamma^2} .$$

(3.3)
where

\[
A = H^T G H,
\]

\[
B_\beta = 4 H^T G \Sigma_{nn} G^T H,
\]

\[
\sigma_\gamma^2 = 4 g^T (\Sigma_{nn} \otimes \Sigma_{nn} - \Sigma_{n'n} \otimes \Sigma_{n'n}) g.
\]

**Proof.** First, we compute the numerator of (3.1). The expectation of (3.2) yields

\[
\mu_\alpha = E[z_0|a_0 = 0] = E[\alpha + \beta + \gamma] = E[\alpha] = \alpha. \tag{3.4}
\]

The mixed signal and interference plus noise component \(\beta\) is zero mean and the means of the squared interference plus noise components \(\gamma\) cancel out, since the random processes are assumed to be stationary. It follows that

\[
\alpha = g^T (H p) \otimes (H p)
\]

\[
= \sum_{k=1}^{N} g[N - k] (p^T h_k h_k^T p), \tag{3.5}
\]

where \(h_k^T\) denotes the \(k\)th row of \(H\). Expression (3.5) can be further simplified to

\[
p^T \left( \sum_{k=1}^{N} g[N - k] h_k h_k^T \right) p = p^T H^T G H p. \tag{3.6}
\]

For the denominator, the variance of (3.2) yields

\[
\text{Var}[z_0|a_0 = 0] = E \left[ (z_0 - \mu_\alpha)^2 \right] = E \left[ \beta^2 \right] + E \left[ \gamma^2 \right] + E[2 \beta \gamma].
\]

The second moment of \(\beta\) computes to

\[
\sigma_\beta^2 = E \left[ (2g^T (H p) \otimes n)^2 \right] = 4E \left[ ((G n)^T H p)^2 \right] = p^T 4H^T G E \left[ n n^T \right] G^T H p = \Sigma_{nn}.
\]
With $E[\gamma] = 0$ follows for the squared interference plus noise term
\[
\sigma_\gamma^2 = E \left[ (g^T(n \odot n))^2 - 2g^T(n \odot n)g^T(n' \odot n') + (g^T(n' \odot n'))^2 \right]
= 2g^T E[(n \odot n)(n \odot n)^T]g - 2g^T E[(n \odot n)(n' \odot n')^T]g
= 4g^T (\Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n}) g.
\] (3.7)

The last line follows from the property of the zero mean multivariate normal distribution [71]
\[
E \left[ n_i^2 n_j^2 \right] = 2E[n_i n_j]^2 + E \left[ n_i^2 \right] E \left[ n_j^2 \right],
\]
where $n_i$ and $n_j$ denotes the $i$-th and $j$-th element of the vector $n$, respectively. Collecting terms and substitution of $A$ and $B_\beta$ yields finally (3.3).

\[\square\]

**Proposition 2.** The SINR in terms of the post-detection filter $g$ is given by
\[
\text{SINR} = \frac{g^T Kg}{g^T Cg}
\] (3.8)

where
\[
K = (H_{pp}^T H^T) \odot (H_{pp}^T H^T)
\]
\[
C = 4 \left[ (H_{pp}^T H^T) \odot \Sigma_{nn} + \Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n} \right].
\]

**Proof.** With (3.4) we obtain for the numerator of (3.1)
\[
\mu_\alpha^2 = (g^T(q \odot q))^2
= g^T[q \odot q](q \odot q)^T g
= g^T[(qq^T) \odot (qq^T)] g
= g^T \left[ (H_{pp}^T H^T) \odot (H_{pp}^T H^T) \right] g.
\]

For the denominator of (3.1), we note that $\sigma_\beta^2$ can be written in terms of $g$ as
\[
\sigma_\beta^2 = 4E \left[ (g^T(q \odot n))^2 \right]
= 4g^T E[(q \odot n)(q \odot n)^T] g
= 4g^T \left[ (qq^T) \odot E[nn^T] \right] g
= g^T \left[ 4 (H_{pp}^T H^T) \odot \Sigma_{nn} \right] g.
\]
3.4 Optimization of Transmitter or Receiver

This section presents optimization algorithms based on the SINR expressions that have been derived in Section 3.3. First, we present the optimization of the transmit pulse $p$ and post-detection filter $g$ for a given channel realization. This provides performance bounds for the generalized energy detection receiver. Such a transmission scheme requires the full knowledge of the channel impulse response at the transmitter and/or receiver, which might be expensive to obtain and might require a lot of overhead. Hence, in the second part of this section, we present optimization schemes based on statistical channel knowledge, i.e. the covariance matrix of the channel impulse response to incorporate the location knowledge.

3.4.1 Full channel knowledge

**Transmitter Optimization**: Given a certain post-detection filter, the optimization problem for the transmit pulse can be formulated as follows:

$$p^* = \arg \max_{p \in \mathbb{R}^N : \|p\|_2 = 1} \text{SINR}$$

(3.9)

The maximization is subject to a norm constraint on $p$, i.e. the energy per bit is limited. For environments where the FCC regulation [11] is applied, the given constraint is an approximation on the peak level of emissions. According to the FCC, the peak power is restricted to 0dBm after filtering with 50MHz centered at the frequency with the highest emission. Since the scope of this chapter is on low data rate systems, the average power constraint is without effect [72]. It restricts the power to $-41.3\text{dBm/MHz}$ contained on a 1MHz band when averaged over 1ms. For sparse transmit signals with a low duty cycle, the average power is small, due to the long averaging over 1 ms. However, to extend the optimization to high data rate systems, the average power constraint could also be included, e.g. as presented in [67]. Optionally, the transmit pulse must be scaled to be compliant with the regulation.

With the substitution

$$p \mapsto \frac{\tilde{p}}{\|p\|_2},$$
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the norm power constraint is fulfilled for all \( \tilde{p} \in \mathbb{R}^N \). With (3.3) from Proposition 1, we can write (3.9) then as an unconstrained optimization problem

\[
p^* = \arg \max_{\tilde{p} \in \mathbb{R}^N} \frac{(\tilde{p}^T A \tilde{p})^2}{\tilde{p}^T B \tilde{p} \cdot \tilde{p}^T \tilde{p}},
\]

(3.10)

where

\[
B = 4H^T G \Sigma_{nn} G^T H + 4(g^T (\Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n}) g) I.
\]

Standard numerical algorithms can be used to solve this optimization problem. In Section 3.4.2 we provide an approach based on the Newton’s method.

Low SINR Approximation (LSA): Depending on the operating regime of the receiver, the influence of the mixed signal and interference plus noise component and squared interference plus noise component is different. If the received signal power is high, the mixed term dominates in the denominator of the SINR expression. However, for a rather low SINR, which is the operating regime of typical UWB-IR communication, the squared interference plus noise is much larger than the mixed term, i.e. \( \sigma_B^2 \ll \sigma_I^2 \). When the mixed term in the denominator is omitted, this corresponds to a different SINR definition:

\[
\text{SINR}_{\text{LSA}} = \frac{\text{Var}[z_0|n=0, n'=0]}{\text{Var}[z_0|q = 0]}
\]

Note that this is in line with the signal-to-noise-ratio definition for coherent receivers. The signal component in the numerator is given by the variance of the decision variable without noise and the denominator accordingly by the variance without signal. Substituting these values, we obtain

\[
\text{SINR}_{\text{LSA}} = \frac{\alpha^2}{\sigma_I^2} = \frac{\left(p^T H^T G H p\right)^2}{4g^T (\Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n}) g}.
\]

The maximization of \( \text{SINR}_{\text{LSA}} \) leads to an interesting approximation of the transmitter optimization problem:

\[
P^*_{\text{LSA}} = \arg \max_{p \in \mathbb{R}^N : ||p|| = 1} \text{SINR}_{\text{LSA}} = \arg \max_{p \in \mathbb{R}^N : ||p|| = 1} \left( \frac{p^T H^T G H p}{A} \right)^2 = \arg \max_{\tilde{p} \in \mathbb{R}^N} \left| \frac{\tilde{p}^T A \tilde{p}}{\tilde{p}^T \tilde{p}} \right|.
\]

(3.11)
3.4 Optimization of Transmitter or Receiver

The solution to (3.11) is given by the principal eigenvector of $A$, i.e.

$$p_{LSA}^* = \nu_{\text{max}}\{A\}.$$  

**Receiver Optimization**: Considering now the post-detection filter, the optimization problem for a fixed transmit pulse can be written as:

$$g^* = \arg \max_{g \in \mathbb{R}^N} \text{SINR} = \arg \max_{g \in \mathbb{R}^N} \frac{g^T Kg}{g^T Cg} \quad (3.12)$$

With Proposition 2, the objective function results in a fraction of two quadratic forms. The solution to this optimization problem is directly given by

$$g^* = \nu_{\text{max}}\{K, \frac{1}{2}(C + C^T)\}.$$  

**Joint Optimization of Transmitter and Receiver**: So far, we considered optimization of transmitter or receiver for the case that the other part of the system is fixed. However, for the situation that transmitter as well as receiver are adaptable, it would be desirable to optimize transmitter and receiver jointly. Even though such a system configuration may not be realistic in a system with stringent complexity requirements, the joint optimization of $p$ and $g$ is also worthwhile to discover the performance bounds of the considered system. The joint optimization of transmitter and receiver is formulated by

$$\begin{bmatrix} \tilde{p}^* \\ g^* \end{bmatrix} = \arg \max_{[\tilde{p}^T, g^T]^T \in \mathbb{R}^{2N}} \text{SINR}.$$  

The solution to the optimization problem is discussed in the next section.
3.4.2 Solution to Optimization Problems

The receiver optimization is directly given by a generalized eigenvector problem and standard algorithms can be used to find the solution. However, the objective function for transmitter and joint optimization is more complicated. Further analysis is of great use to solve the optimization problems.

**Transmitter Optimization:** The passband system model requires strong oversampling of the transmit pulse \( p \). This is in particular due to the squaring of the signal. However, for the transmitter optimization the number of relevant dimensions is limited by the bandpass filter. Only the signal components that can pass the bandpass filter contribute to the symbol decision. For all other signal components, the numerator as well as denominator of the SINR becomes small. For the solution to the transmitter optimization we propose to reduce the dimension to the ones that are relevant. This has the advantage that i) the optimization problem can be solved faster and ii) the denominator of the objective function cannot become zero. To reduce to the relevant dimensions, the optimization problem can be written as

\[
p^* = \arg \max_{p \in \mathbb{R}^N} \frac{(p^T A \hat{p})^2}{p^T B \hat{p} \cdot p^T p} = V \arg \max_{\tilde{x} \in \mathbb{R}^N} \frac{(\tilde{x}^T D \tilde{x})^2}{\tilde{x}^T V^T B V \tilde{x} \cdot \tilde{x}^T \tilde{x}},
\]

where the diagonal of \( D \) and the columns of \( V \) are the eigenvalues and corresponding eigenvectors of \( A \), respectively, i.e. \( AV = VD \). The relevant dimensions are the eigenvectors with large eigenvalue. The eigenvectors with eigenvalue close to zero can be omitted. Their contribution can only increase the denominator, which is suboptimal under the given constraint. Let the diagonal of \( D_1 \) be the \( N_{BP} \) non-zero eigenvalues and let the columns of \( V_1 \) be the corresponding eigenvectors. The optimization problem then yields

\[
p^* = V_1 \cdot \arg \max_{x \in \mathbb{R}^{N_{BP}}} \frac{(x^T D_1 x)^2}{x^T V_1^T B V_1 x \cdot x^T x}.
\]

As an approximation, the eigenvectors with small eigenvalues (but not equal to zero) may also be neglected. The eigenvectors can be selected based on a threshold or based on their count. The number of relevant eigenvectors is approximately given by \( N_{BP} \approx 2BT_{ppm} \). Assuming that the eigenvalues are sorted on the diagonal of \( D \) in descending order, we obtain \( D_1 = [D]_{1:N_{BP},1:N_{BP}} \) and \( V_1 = [V]_{1:N,1:N_{BP}} \). Note that with \( x = [1,0,\ldots,0]^T \) we obtain the principle eigenvector, which is the solution for the low SINR approximation:

\[
V_1 \cdot [1,0,\ldots,0]^T = [V_1]_{1:N,1} = v_{\max}(A) = p_{LSA}^*.
\]
To solve the optimization problem in \( x \), we propose to apply Newton’s Method. The update rule is given by

\[
x_{k+1} = x_k - \mu [H_{x_k}]^{-1} \nabla_{x_k} \text{SINR},
\]

(3.13)

where \( \nabla_{x_k} \text{SINR} \) denotes the gradient vector of the SINR with respect to \( x_k \), \( H_{x_k} \text{SINR} \) the Hessian matrix and \( \mu \) the step size parameter. The gradient computes to

\[
\nabla_{x_k} \text{SINR} = \nabla_{x_k} \left( \frac{s^2}{n \cdot c} \right) = \frac{2s}{n \cdot c} \nabla_{x_k} s - \frac{s^2}{(n \cdot c)^2} (c \nabla_{x_k} n + n \nabla_{x_k} c)
\]

(3.14)

where

\[
s := x_k^T D_1 x_k \\
n := x_k^T V_1^T B V_1 x_k \\
c := x_k^T x_k.
\]

and

\[
\nabla_{x_k} s = 2D_1 x_k \\
\nabla_{x_k} n = 2V_1^T B V_1 x_k \\
\nabla_{x_k} c = 2x_k.
\]

The Hessian matrix with respect to \( x_k \) is given by

\[
H_{x_k} \text{SINR} = \nabla_{x_k} (\nabla_{x_k} \text{SINR})^T = v_1 (\nabla_{x_k} s)^T - v_2 (\nabla_{x_k} n)^T - v_3 (\nabla_{x_k} c)^T + \frac{2s}{n \cdot c} 2D_1 - \frac{s^2}{n^2 \cdot c} 2V_1^T B V_1 - \frac{s^2}{n \cdot c^2} 2I
\]

(3.15)

where

\[
v_1 := \frac{2}{n c} \nabla_{x_k} s - \frac{2s}{(n c)^2} (c \nabla_{x_k} n + n \nabla_{x_k} c)
\]

\[
v_2 := \frac{2s}{n^2 c} \nabla_{x_k} s - \frac{s^2}{(n^2 c)^2} (c^2 \nabla_{x_k} n + n^2 \nabla_{x_k} c)
\]

\[
v_3 := \frac{2s}{c^2 n} \nabla_{x_k} s - \frac{s^2}{(c^2 n)^2} (c^2 \nabla_{x_k} n + n \cdot 2c \nabla_{x_k} c).
\]
Due to the substitution of the power constraint, the SINR is independent of the norm of $x_k$. Therefore, the Hessian matrix $H_{x_k} \text{SINR}$ is rank deficient and cannot be inverted as required for the Newton’s method. To circumvent this problem, we propose to fix the first element of $x_k$ and to perform the optimization only with the remaining elements of $x_k$. Then, we observed that the Hessian matrix has full rank and the Newton’s method shows fast convergence.

As an example, Fig. 3.3 shows the trajectories of the objective function for randomly chosen starting vectors. The iterations are according to (3.13) with the step size parameter $\mu$ obtained by line search. For this example, we chose the following parameters, which are defined in detail in Section 3.5: $T_{ppm} = 50 \text{ns}$, Bandwidth $B = 3 \text{GHz}$, $N_{BP} = 300$, center frequency $f_c = 4.5 \text{GHz}$, narrowband interference with bandwidth $BW_i = 10 \text{MHz}$ at $f_i = 4.5 \text{GHz}$, post-detection filter: first-order low-pass with $f_{\text{cutoff}} = 25 \text{MHz}$.

Unfortunately, we cannot formally prove convergence of the optimization problem and to the best of our knowledge, this has not been considered in literature. However, in numerous simulations, it was observed that always the same result is approached. Even with a large number of realizations, we could not find any subsequence that converges to another value. Hence, we conjecture that the optimization is generally independent of the starting vector.

**Joint Optimization of Transmitter and Receiver:** So far, joint optimization of transmitter and receiver can easily be obtained by an alternating optimization. That is, the transmitter is optimized for a fixed receiver, the receiver for this transmitter and then the transmitter again, etc. However, this method converges slowly, see Fig 3.4. To improve the convergence,
we propose to use Newton’s method to simultaneously optimize transmitter and receiver. The final result of this optimization is plotted with dashed lines in Fig 3.4. The update equation for the iterative algorithm is given by

\[
\begin{bmatrix}
  x_{k+1} \\
g_{k+1}
\end{bmatrix}
= 
\begin{bmatrix}
x_k \\
g_k
\end{bmatrix}
- \mu \left[ H_{x_k, g_k} \text{SINR} \right]^{-1}
\begin{bmatrix}
  \nabla_{x_k} \text{SINR} \\
  \nabla_{g_k} \text{SINR}
\end{bmatrix}.
\]

The joint gradient is composed of the gradient with respect to \(x_k\) as given in (3.14) and the gradient with respect to \(g_k\), given by

\[
\nabla_{g_k} \text{SINR} = \frac{1}{g_k^T \mathbf{C} g_k} 2 \mathbf{K} g_k - \frac{g_k^T \mathbf{K} g_k}{(g_k^T \mathbf{C} g_k)^2} (\mathbf{C} + \mathbf{C}^T) g_k.
\]

The joint Hessian matrix computes to

\[
H_{x_k, g_k} \text{SINR} = \begin{bmatrix}
  \nabla_{x_k} \text{SINR} \\
  \nabla_{g_k} \text{SINR}
\end{bmatrix}^T
= 
\begin{bmatrix}
  H_{x_k} \text{SINR} & \nabla_{x_k} (\nabla_{g_k} \text{SINR})^T \\
  \nabla_{g_k} (\nabla_{x_k} \text{SINR})^T & H_{g_k} \text{SINR}
\end{bmatrix}.
\]
For the diagonal blocks we have (3.15) and

\[ H_{g_k} \text{SINR} = w_1 (2Kg_k)^T - w_2 ((C + C^T)g_k)^T + \frac{1}{g_k^T Cg_k} 2K - \frac{g_k^T K g_k}{(g_k^T C g_k)^2} (C + C^T), \]

where

\[ w_1 := \frac{-1}{(g_k^T C g_k)^2} (C + C^T)g_k, \]
\[ w_2 := \frac{1}{(g_k^T C g_k)^2} 2Kg_k - \frac{2g_k^T K g_k}{(g_k^T C g_k)^2} (C + C^T)g_k. \]

The off-diagonal blocks can be written as

\[ \nabla_{g_k} (\nabla_{x_k} \text{SINR})^T = u_1 (\nabla_{x_k} s)^T - u_2 (\nabla_{x_k} n)^T - u_3 (\nabla_{x_k} c)^T + \frac{2s}{n \cdot c} \nabla_{g_k} (\nabla_{x_k} s)^T - \frac{s^2}{n^2 c} \nabla_{g_k} (\nabla_{x_k} n)^T + \left( \nabla_{x_k} (\nabla_{g_k} \text{SINR})^T \right)^T, \]

where

\[ u_1 := \nabla_{g_k} \frac{2s}{n \cdot c} = \frac{2}{n \cdot c} \nabla_{g_k} s - \frac{2s}{n^2 c} \nabla_{g_k} n, \]
\[ u_2 := \nabla_{g_k} \frac{s^2}{n^2 c} = \frac{2s}{n^2 c} \nabla_{g_k} s - \frac{2s^2}{n^2 c} \nabla_{g_k} n, \]
\[ u_3 := \nabla_{g_k} \frac{s^2}{nc^2} = \frac{2s}{nc^2} \nabla_{g_k} s - \frac{s^2}{n^2 c^2} \nabla_{g_k} n. \]

With \( Q := \text{diag}(HV_1 x_k) \) follows

\[ \nabla_{g_k} s = HV_1 x_k \odot HV_1 x_k \]
\[ \nabla_{g_k} n = 8 \left( HV_1 x_k x_k^T V_1^T H^T \odot \Sigma_{nn} + x_k^T x_k (\Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n}) \right) g_k \]

and

\[ \nabla_{g_k} (\nabla_{x_k} s)^T = 2QH \]
\[ \nabla_{g_k} (\nabla_{x_k} n)^T = 16 \left( Q \Sigma_{nn} GH + (\Sigma_{nn} \odot \Sigma_{nn} - \Sigma_{n'n} \odot \Sigma_{n'n}) g_k x_k^T V_1^T \right). \]
3.4 Optimization of Transmitter or Receiver

After a sufficient number of iterations $K$, the solution can finally be obtained by

$$
\begin{bmatrix}
\hat{p}_K \\
g_K
\end{bmatrix} = 
\begin{bmatrix}
V_1 & I_N
\end{bmatrix}
\cdot
\begin{bmatrix}
x_K \\
g_K
\end{bmatrix}
$$

Numerical experiments show good convergence behavior for the Newton’s Method for different channels and random starting vectors. For all realizations the same maximum was found. Therefore, we conjecture that the presented algorithm solves the optimization problem.

### 3.4.3 Statistical channel knowledge

To avoid channel estimation at the low complexity receiver, we propose to identify the multipath conditions from the location of the SN. However, localization of SNs is always subject to estimation errors and only possible up to a certain accuracy. This requires robust optimization algorithms that do not depend on an individual channel realization but rather on the statistics of the channel conditions at a certain position. Hence, we model the channel impulse response as a nonstationary random process as shown in Chapter 2, cf. (2.1), and derive the optimization algorithms in the following.

With the additional assumption that the channel impulse response is Gaussian distributed, this results in an optimization based on the mean and autocorrelation function of the channel impulse response. In this case, we model $[\hat{h}(T), \ldots, \hat{h}(NT)]^T$ as jointly Gaussian distributed random vector with mean $\mu_h$ and covariance matrix $\Sigma_h$. In practice, knowledge of the parameters can for example be obtained by measurements with a higher complexity node or based on assumptions of a certain propagation environment or location of the nodes.

First, we present an optimization algorithm, which approximates the minimum mean bit error rate (mBER) based on a Gauss approximation of the energy detector output. Second, optimization of the mean SINR (mSINR) is derived, where expectation of numerator and denominator are taken separately. Moreover, this leads to a low SINR approximation (mLSA) for the transmitter optimization.

*Minimization of mean BER (mBER):* Since the SINR is now a random variable, it is not anymore reasonable to maximize its value. Instead, we minimize the mean bit error probability $P_e$ to achieve the best performance on average, i.e.

$$
P_{mBER}^* = \arg\min_{p \in \mathbb{R}^N : \|p\|=1} \mathbb{E}_h [P_e] \quad (3.16)$$
Chapter 3 Optimized Data Transmission

or

\[ g_{\text{mBER}}^* = \arg \min_{g \in \mathbb{R}^N} E_{h}[P_e], \quad (3.17) \]

for the transmitter or post-detection filter, respectively. The expectation is taken with respect to the channel impulse response \([\tilde{h}(T), \ldots, \tilde{h}(NT)]^T\). However, due to the nonlinear receiver processing, a closed form expression for \(P_e\) is difficult to obtain. In order to keep the problem tractable, we approximate the energy detector output as Gaussian distributed. The validity of this assumption for a similar problem has been investigated in [73]. With the Gaussian assumption, the bit error probability \(P_e\) simplifies to

\[ P_e \approx Q\left(\sqrt{\text{SINR}}\right). \]

To compute the mean of \(P_e\) over the channel realizations, we propose to apply Monte Carlo Integration:

\[ E_{h}[P_e] \approx \frac{1}{M_h} \sum_{i=1}^{M_h} Q\left(\sqrt{\text{SINR}_i}\right), \quad (3.18) \]

where \(\text{SINR}_i\) is computed with the \(i\)th realization of \(M_h\) randomly drawn channels according to the distribution of the channel.

We use again Newton’s method to solve the optimization problem. The gradient of (3.18) is given by

\[ \nabla_{\Omega} E_{h}[P_e] \approx \frac{1}{M_h} \sum_{i=1}^{M_h} -\frac{e^{-\text{SINR}_i}}{\sqrt{8\pi\text{SINR}_i}} \nabla_{\Omega} \text{SINR}_i, \]

where \(\Omega\) is either \(x\) or \(g\). The Hessian matrix computes to

\[ H_{\Omega} E_{h}[P_e] \approx \frac{1}{M_h} \sum_{i=1}^{M_h} \xi_i \cdot H_{\Omega} \text{SINR}_i + \psi_i \cdot \nabla_{\Omega} \text{SINR}_i \left(\nabla_{\Omega} \text{SINR}_i\right)^T, \]

where

\[ \xi_i = -\frac{1}{2\sqrt{2\pi\text{SINR}_i}} \cdot e^{-\text{SINR}_i}/2 \]

\(^2\)The PDF of the energy detector output has been analyzed in detail based on measurements and channel models in [25].
and
\[
\psi_i = \frac{1}{4\sqrt{2\pi}} \left( \text{SINR}_i^{-\frac{3}{2}} + \text{SINR}_i^{-\frac{1}{2}} \right) \cdot e^{-\text{SINR}_i/2}.
\]

Since \( E_h[P_e] \) may have many local minimums, we cannot guarantee to find the optimal solution. However, in the following we will describe two approximations that can serve as starting vectors for the iterative solution to the optimization problem.

**Maximization of mean SINR \( (m\text{SINR}) \):** As an alternative to (3.16), the optimization can be performed with respect to the mean signal and mean interference plus noise power, i.e. for the transmitter

\[
P_m^{m\text{SINR}} = \arg\max_{\tilde{p} \in \mathbb{R}^N} \frac{E_h[\tilde{p}^T \tilde{A} \tilde{p}]^2}{E_h[\tilde{p}^T \tilde{B} \cdot \tilde{p}^T \tilde{p}]} = \arg\max_{\tilde{p} \in \mathbb{R}^N} \left( \tilde{p}^T \tilde{A} \tilde{p} \right)^2 \frac{\tilde{p}^T \tilde{B} \tilde{p} \cdot \tilde{p}^T \tilde{p}}{\tilde{p}^T \tilde{B} \tilde{p} \cdot \tilde{p}^T \tilde{p}}.
\]

(3.19)

where \( \tilde{A} := E_h[A] \) and \( \tilde{B} := E_h[B] \). Note that the expectation operations in the numerator and denominator are taken independently. Moreover, for the signal term in the numerator, the square of the mean is considered instead of the second moment. This is done to simplify the problem and corresponds to a lower bound of the mean signal power, since

\[
E_h[\tilde{p}^T \tilde{A} \tilde{p}]^2 \leq E_h[(\tilde{p}^T \tilde{A} \tilde{p})^2].
\]

Using (3.6), we obtain for the matrix in the numerator

\[
\tilde{A} = \sum_{k=1}^{N} g_k E_h[\mathbf{h}_k \mathbf{h}_k^T],
\]

(3.20)

where \( \mathbf{h}_k \) denotes the \( k \)-th row of \( \mathbf{H} \) and \( g_k \) the \( k \)-th element of \( \mathbf{g} \). The matrix \( E_h[\mathbf{h}_k \mathbf{h}_k^T] \) depends on the mean and covariance of the channel impulse response taps. The \((i,j)\)-th element of the matrix in the denominator computes to

\[
[\tilde{B}]_{i,j} = 4E_h[f_i^T \mathbf{G} \Sigma_{nn} \mathbf{G}^T f_j] + \begin{cases} 
\sigma_i^2 & \text{for } i = j \\
0 & \text{else},
\end{cases}
\]
where $f_i$ is the $i$th column of $H$. The expectation of the quadratic form yields

$$E_h \left[ f_i^T G \Sigma_{nn} G^T f_j \right] = \text{Tr} \left( G \Sigma_{nn} G^T E_h \left[ f_j f_i^T \right] \right).$$

The optimization problem (3.19) is of the same form as (3.10). Compared to the case of full channel knowledge, only the values of the matrices in the numerator and denominator change. Hence, the same optimization algorithm can be used to find the optimized pulse shape.

For the post-detection filter, the maximization of the mean SINR can be written as

$$g_{m\text{SINR}}^* = \arg \max_{g \in \mathbb{R}^N} \frac{E_h \left[ g^T K g \right]}{E_h \left[ g^T C g \right]} \quad \frac{v_{\text{max}} \left\{ E_h [K], E_h \left[ \frac{1}{2} (C + C^T) \right] \right\}}{}.$$

(3.21)

For Gaussian distributed channel taps, the $(i,j)$-th element of $\bar{K} = E_h [K]$ is given by

$$\bar{K}_{i,j} = p^T E_h \left[ h_i h_i^T \right] p \cdot p^T E_h \left[ h_j h_j^T \right] p + 2 p^T E_h \left[ h_i h_j^T \right] p \cdot p^T E_h \left[ h_i h_j^T \right] p,$$

where $h_i^T$ is the $i$th row of $H$. The expected values of $h_i h_j^T$ again depend only on the mean and covariance of the channel impulse response. Likewise, the $(i,j)$-th element of $\bar{C} = E_h [C]$ can be written as

$$\bar{C}_{i,j} = 4 \left( p^T E_h \left[ h_i h_j^T \right] p \right) [\Sigma_{nn}]_{i,j} + 4 [\Sigma_{nn}]_{i,j}^2 - 4 [\Sigma_{nn'}]_{i,j}^2.$$

**Maximization of mean Low-SINR Approximation (mLSA):** Analogous to the case considered in the previous subsection for full channel knowledge, we perform a low-SINR approximation by neglecting the mixed signal, noise and interference term. This leads to the simplified optimization problem for the transmitter:

$$p_{m\text{LSA}}^* = \arg \max_{\hat{p} \in \mathbb{R}^N} \frac{\hat{p}^T \tilde{A} \hat{p}}{\hat{p}^T \hat{p}} \quad \frac{v_{\text{max}} \left\{ \hat{A} \right\}}{}.$$

(3.22)

The denominator is then independent of the pulse shape and does not need to be considered for the optimization. Thus, mLSA corresponds to finding the pulse shape that maximizes the mean of the energy detector output (or, more precisely, the mean of the decision variable $z_0$) with respect to noise, interference and channel. The optimization problem is solved
by the principle eigenvector of $\bar{A}$. To compute the matrix $\bar{A}$, only the knowledge of the channel covariance matrix and mean and the post-detection filter is necessary. This makes this approximation a promising transmission scheme which requires only limited channel information at the transmitter. Moreover, the solution $p^*_{\text{mLSA}}$ serves as a good initial value for iterative solution to (3.19).

Fig. 3.5 shows the result of a transmitter optimization to compare the three optimization methods mBER, mSINR and mLSA. The spectrum of the transmit pulses is plotted, optimized with statistical channel knowledge and the presence of an interference source at 4.5 GHz. The mBER optimization is based on $M_h = 10^5$ randomly drawn channel realizations. For this example a setting has been chosen\(^3\), which shows the characteristics of the different methods. It can be seen that mBER as well as mSINR place a notch in the spectrum at the frequency of the interferer. The reason for this is to minimize the mixed interference plus noise term $\beta$. However, this is not the case for mLSA, since here the mixed term is neglected. The mBER pulse seems to approximate the bandpass pulse and uses almost the whole transmission band with the exception of the interference frequency.

\(^3\)Optimization parameters: $B = 3\, \text{GHz}$, $f_c = 4.5\, \text{GHz}$, $\text{SIR} = 3\, \text{dB}$, Gaussian channel taps, exponential PDP with $\sigma_h = 10\, \text{ns}$, Post-detection filter: First-order low-pass with $f_{\text{cutoff}} = 25\, \text{MHz}$ (as defined in Section 3.5).
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3.5 Performance Evaluation

This section evaluates the performance of the transmitter and receiver optimization. First, we evaluate the performance gains that can be achieved if the channel is assumed to be known at the transmitter or receiver. For this analysis we use a channel model. To consider a real environment, in a second step the performance of the proposed optimization schemes is evaluated based on measured channels. The performance gains of transmitter and receiver optimization based on statistical channel knowledge are quantified and it is shown that interference can effectively be suppressed on the receiver as well as transmitter. Before we discuss the results, we define the system parameters and describe the simulation setup.

For the performance evaluation we consider a UWB system with a bandwidth of $B = 3\text{GHz}$ at a center frequency of $f_c = 4.5\text{GHz}$. The duration of the PPM half slot is chosen as $T_{ppm} = 50\text{ns}$. With a duty cycle of 100%, this would correspond to a data rate of 10Mbps. As figure of merit we consider the BER versus signal-to-noise-ratio, which is defined as $E_b/N_0$, with $E_b$ denoting the energy per bit and $N_0/2$ the noise power spectral density. We consider a single narrowband interferer with bandwidth $BW_i = 10\text{MHz}$ at $f_i = 4.5\text{GHz}$. Simulations show that there is no significant influence of the value of $f_i$. The power of the interference is measured by the signal-to-interference ratio, which is defined as

$$\text{SIR} = \frac{P_S}{P_I} = \frac{E_b/T\text{symb}}{I_0 \cdot BW_i},$$

where $I_0/2$ is the power spectral density of the interference in the considered band. The bandpass filter at the receiver input is assumed to be perfectly band limiting for the considered transmission band from 3 to 6GHz. Hence, the $(i,j)$-th element of the noise plus interference covariance matrix is given by

$$[\Sigma_{nn}]_{i,j} = N_0 \frac{2B}{f_s} \text{sinc} \left( \frac{B(i-j)}{f_s} \right) \cos \left( 2\pi \frac{f_c}{f_s} (i-j) \right)$$

$$+ I_0 \frac{2BW_i}{f_s} \text{sinc} \left( \frac{BW_i(i-j)}{f_s} \right) \cos \left( 2\pi \frac{f_i}{f_s} (i-j) \right),$$

with the simulation sampling frequency $f_s = 30\text{GHz}$.

3.5.1 Simulation results based on channel model

To evaluate the performance of the proposed optimization schemes in a generic setting, we consider a simple channel model. This channel model assumes that the bandpass filtered
channel impulse responses $\tilde{h}$ are drawn from a Gaussian distribution with zero mean and covariance matrix $\Sigma_h$, i.e.

$$\tilde{h} \sim \mathcal{N}(0, \Sigma_h).$$

The channel impulse responses have an exponential PDP with root mean square (RMS) delay spread $\sigma_h = 10$ ns. The channel covariance matrix is given by

$$\Sigma_h = F_{BP} D_{pdp} F_{BP}^T$$

with

$$[F_{BP}]_{i,j} = \frac{2B}{f_s} \text{sinc} \left( \frac{B(i-j)}{f_s} \right) \cdot \cos \left( 2\pi f_c \frac{f_s}{f_s} (i-j) \right)$$

and the diagonal PDP matrix

$$[D_{pdp}]_{i,i} = \frac{1}{\sigma_h} \exp \left( -\frac{i}{f_s \sigma_h} \right).$$

Based on these randomly generated channel impulse responses, bit error rate simulations with transmitter and receiver optimization have been performed.

**Transmitter Optimization**: For the transmitter optimization, the post-detection filter has to be fixed and can be chosen arbitrarily. To account for stringent complexity requirements we consider a first-order low-pass filter at the receiver. Thus, for transmitter optimization, the impulse response of the post-detection filter is given by

$$g(kT) = g_0 \exp \left( -\frac{k2\pi f_{\text{cutoff}}}{f_s} \right), \quad k > 0.$$ 

The cutoff frequency is set to $f_{\text{cutoff}} = 25$ MHz.

An example for a channel impulse response and corresponding pulses is shown in Fig. 3.6. Here, we chose the signal-to-noise-ratio to $E_b/N_0 = 18$ dB and SIR = 3 dB. Unfortunately, it is difficult to give an intuitive or qualitative description of the optimization outcomes. This is a consequence of the non-linear receiver processing and the structure of the problem at hand. The shape of the optimized pulse in time domain does not give any further insights. However, we observe in the spectrum of the optimized pulses some similarities to the transfer function of the channel, see Fig. 3.7. The results show that the transmitter prefers frequencies where the channel conditions are good. Moreover, the pulses are formed in a way that they suppress
Chapter 3 Optimized Data Transmission

Fig. 3.6: Example of channel impulse response (top) and optimized pulses (bottom)

the narrowband interference and that they are matched to the post-detection filter.

Fig. 3.8 shows the mean BER of the transmitter optimization with full channel knowledge for the fixed receiver, averaged over 100 channel realizations. For comparison, the plot depicts the mean BER with an ideal bandpass pulse with perfect synchronization. The dashed lines show the mean BER of the low-SINR approximation (LSA). Markers label different interference levels, i.e. circles, diamonds and squares correspond to the case without interference, SIR = 3 dB, and SIR = 0 dB, respectively. The plot shows that without interference, more than 6 dB gain can be achieved by the optimized transmitter compared to transmission of an ideal bandpass pulse. Moreover, the precoding can effectively suppress the interference. Whereas for SIR = 0 dB the BER saturates at about 0.1 for the bandpass pulse, the optimized transmission scheme still achieves an acceptable BER of less than $10^{-3}$.

To compare the SINR maximization with LSA, Fig. 3.9 shows in the upper plot the mean SINR versus $E_b/N_0$ for both schemes. The solid and the dashed lines correspond to maximization of SINR and LSA, respectively. It can be seen that the analytical result (lines) according to (3.3) and the empirically estimated SINR from the simulation (markers) coincide. In low SINR the approximation (LSA) is tight and even in higher SINR the deviation is not large. The lower plot in Fig. 3.9 shows the CDF of the SINR for $E_b/N_0 = 15$ dB. The dashed line corresponds to LSA and is constantly worse than the SINR maximization.

**Receiver Optimization:** Fig. 3.10 shows the performance of the receiver optimization with full channel knowledge for a fixed transmit pulse. Here, just an ideal bandpass pulse has been chosen for transmission. The post-detection filter has been optimized for 4000
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Fig. 3.7: Magnitude of channel transfer function and spectrum of optimized pulses

channel realizations each. We observe that the optimized $g(t)$ shows similarities to the time-reversed and squared channel impulse response, see. Fig. 3.11. This would be optimal under a Gaussian assumption of the energy detector output (channel matched filter). However, the optimized filter can also suppress narrowband interference. The plot shows for comparison the mean BER of a conventional energy detector (ED) with rectangular integration window (dashed line). The length of the integration window is 50ns. Moreover, the performance is plotted, if a coherent detector would have been used. The coherent receiver is about 3dB better than the optimized generalized energy detector. The conventional energy detector suffers strongly from narrowband interference. With SIR = 3dB the BER is greater than 10%. The optimization of the post-detection filter achieves small degradation even in presence of strong narrowband interference.

**Joint Optimization:** Finally, Fig. 3.12 shows the performance of joint optimization. Additionally, the performance of transmitter-only and receiver-only optimization is plotted for comparison. We observe about 10 dB performance gain compared to bandpass transmission and first-order low-pass filter detection. Transmitter-only and receiver-only optimization lies in between. However, please note that the first-order low-pass filter and the bandpass transmission are arbitrary choices, which influence the performance significantly. The joint optimization can serve as performance bound for a specific implementation. In particular, it relates the performance of a specific choice of post-detection filter or transmit pulse to the optimum. For instance, it can be seen that the choice of a first-order low-pass for transmitter optimization leads to a loss of only about 3dB compared to the optimum post-detection fil-
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Fig. 3.8: Performance of transmitter optimization with full channel knowledge

Fig. 3.9: Transmitter optimization: Mean SINR vs. $E_b/N_0$ and CDF of SINR

ter. This is surprisingly small, when considering the significant difference in implementation complexity. In terms of practicality, the joint optimization is of limited use. It requires full channel state information at the transmitter and receiver and both need to be adaptable to the channel conditions. In this case, it may be favorable to implement coherent detection. Moreover, the jointly optimized transmit pulses use only a single frequency for transmission, see Fig. 3.13. The upper plot depicts the magnitude spectrum of the pulse from joint optimization for different signal-to-noise ratios $E_b/N_0$. The transmitter does not use the full UWB spectrum but rather degrades to narrowband transmission on the best available frequency.
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**Fig. 3.10:** Performance of receiver optimization with full channel knowledge

![Graph](image)

**Fig. 3.11:** Optimized post-detection filter and squared channel impulse response

The lower plot in Fig 3.13 shows the corresponding post-detection filters.

### 3.5.2 Measured Channels

To analyze the performance of the proposed optimization schemes in a real environment, an extensive measurement campaign has been performed. The measurements took place in an indoor rich multipath environment. Fig. 3.14 shows the floor plan of the room with 22 regions. For each of these regions of size 27 cm × 56 cm, about 600 channel impulse responses...
Fig. 3.12: Comparison of joint optimization and transmitter or receiver optimization

Fig. 3.13: Example of jointly optimized pulse (top) and post-detection filter (bottom)
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have been measured. The measurement setup is described in detail in [39, 74]. With these measurements, the performance of location-aware transmitter and receiver optimization is evaluated for each region. We consider the transmission from the CH to low complexity SNs located in different regions. In the first scenario, the receiver is assumed to be fixed and a region specific pulse shape has been determined. In the second scenario, the low complexity SNs may be able to adjust the post-detection filter. The BER performance for both transmission schemes is determined under the influence of narrowband interference. We present the results for two characteristic regions, namely region 9, which is a typical line-of-sight (LOS) situation, and region 17, which is a worst case non-line-of-sight (NLOS) situation.

**Transmitter optimization**: Fig. 3.15 and 3.16 show the mean BER for the first scenario for region 9 and region 17, respectively. The dashed lines show the BER without interference and the solid lines the case of SIR = 3 dB. As a reference, the performance of transmission
Fig. 3.15: Performance of transmitter optimization with statistical channel knowledge for a LOS region of an ideal bandpass pulse is plotted (squares). In the LOS situation, the performance is better than in NLOS, because the direct path contains the most energy. Additionally, the channel impulse responses from these regions have more structure, which enables the transmitter optimization to work more effectively. For the case without interference, the mBER pulse (asterisks) is about 2.5 dB better than the bandpass pulse. Narrowband interference can effectively be suppressed leading to 7.5 to 31% BER reduction for mBER at high SNR.
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Fig. 3.17: Performance of receiver optimization with statistical channel knowledge for a LOS region

Fig. 3.18: Performance of receiver optimization with statistical channel knowledge for a NLOS region

for LOS and NLOS, respectively. The mSINR (triangles) and mLSA (circles) optimizations lie in between if $E_b/N_0$ is not too high. Interestingly, for the LOS region, the low-SINR approximation (mLSA) performs better than mSINR. However, for the LOS region the approximations still show performance gains. For the NLOS case without interference, it can be observed that the approximations perform worse than the simple transmission of a band-pass pulse. This is because especially at high $E_b/N_0$ the maximization of mean SINR does
not minimize the bit error probability. In this case, some bad channel realizations dominate the BER performance, which is not considered by the mean SINR objective function.

**Receiver Optimization:** Fig. 3.17 and 3.18 show the receive filter optimization for region 9 and region 17, respectively. Again, at the transmitter an ideal bandpass pulse is chosen. The plots show the post-detection filter optimization based on the region knowledge (solid lines) as well as with full channel knowledge (dotted lines). Surprisingly, the optimization based on the statistical channel knowledge almost achieves the performance with full channel knowledge and the interference is successfully suppressed. For the NLOS case (Fig. 3.18), the performance is worse than for the LOS case. The reason for this is that the channel in this regions differ more and have less structure than in the LOS region. However, it can be seen that the regional channel knowledge enables good detection performance and makes the receiver less vulnerable to narrowband interference compared to conventional energy detection. Moreover, it is robust and only the region where the receiver is located must be known to adapt the post-detection filter.

### 3.6 Implementation Issues and Complexity Analysis

Noncoherent receivers are the key to low cost and low complexity implementations of UWB sensor nodes. Coherent detectors provide a better BER performance but require either very high sampling rates or a high number of rake fingers, which make them impractical for low-power devices. Implementations of noncoherent UWB receivers with energy detection have been shown with a power consumption as low as 136 mW at 5 Mbps data rate (e.g. [75]) or, when applying a low-duty cycle operation, even less than 1 mW (see [58]) for 500 kbps. In this chapter, we present two efficient ways to partially recover the performance loss of energy detection receivers. Both come with little implementation overhead, which is described in the following.

- **Transmitter optimization:** The precoding approach shifts all complexity from the receiver to the transmitter at the CH. Hence, the receiver is not required to adapt to the channel conditions and a fixed post-detection filter can be exploited, e.g. a simple first order low-pass filter. To apply the transmitter optimization, the CH must be able to adapt to the transmit signal. Although this comes with a higher complexity, it is a reasonable assumption since the CH is a full-function device with less stringent constraints on power and cost. Moreover, it is not necessary to perform a convolution with the optimized pulses at the transmitter. The adaptation can be realized with a
look-up table with the predetermined pulses. The optimization is based on the location of the SN. Thus, it can be avoided to estimate the channel at the SNs, which would be impractical due to their non-coherent receivers. Instead of the complete channel impulse response, only the region of the SN is needed. The narrowband interference suppression is based on the covariance matrix of the interference. This can be obtained either by a priori knowledge of the coexisting narrowband communication systems or from measurements at the CH. The latter assumes that the CH is exposed to the same interference conditions as the SN, which is reasonable for short range systems.

- **Receiver optimization:** For the implementation of the receiver optimization, the SNs require an adaptable post-detection filter. For an analog implementation, the optimized impulse response can serve as design guideline for the filter and additionally it can be used as a benchmark for implementation. Even a digital implementation of the post-detection filter is favorable in terms of complexity compared to coherent detection. To trade performance for a lower complexity, the post-detection filter can be optimized in a subspace, i.e. using the substitution $g \mapsto W\hat{g}$, where the columns of $W$ are the basis vectors of the considered subspace. This enables to restrict the optimization to specific filter structures or to limit the bandwidth or sampling frequency. For location-aware adaption, the SN does not need to estimate the channel. Its location or its region can simply be estimated by the CH and then send to the SN. This saves substantial channel estimation and dissemination overhead.

Location-aware communication requires a database with the mapping of locations to channel statistics. For a stationary environment (as typical for indoor scenarios), this can be build up in a calibration phase from training data. Due to the statistical channel model, the optimization is robust against small changes of the propagation environment. The performance of the precoding depends on the size of the region and on the characteristics of the multipath. A smaller region, and thus better channel knowledge, would lead to better performances. The receiver optimization is more robust to channel uncertainty.

### 3.7 Conclusion

Location information can help to improve the detection performance of low complexity UWB communication. We studied location-aware transmitter and receiver optimizations for generalized energy detection receivers with binary pulse position modulation. The performance evaluation based on measurements shows a 2-5 dB gain compared to simple energy
detection. This provides a promising synergy of localization and communication for low complexity UWB sensor networks.
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Multiuser Precoding

In this chapter\(^1\), we focus on the downlink of the UWB sensor network, i.e. communication from a cluster head to the sensor nodes. Due to the limited complexity and the generalized energy detection receiver, the data rate is limited by the delay spread of the channel. To overcome this problem, we propose a novel precoding scheme to transmit to several nodes simultaneously. This way, the sum data rate can be increased, while low complexity of sensor nodes is maintained.

This chapter is structured as follows. In Section 4.2, the system model is described. Section 4.3 introduces the considered SINR expression, which is optimized in Section 4.4. The performance evaluation is presented in Section 4.5 and conclusions are drawn in Section 4.6.

4.1 Dense Networks: Low data rate despite Gigahertz bandwidth

With increasing data rate, non-coherent detection of UWB signals becomes difficult due to inter-symbol interference (ISI) from multipath. For very low-complexity energy detection receivers, the symbol timing cannot be much shorter than the excess delay of the strong multipath components. Otherwise, the multipath perturbs the next symbol and makes it difficult for the receiver to decode. Thus, the data rate of low complexity UWB nodes is limited by intersymbol interference, which leads to a paradox situation: Only low data rates can be achieved, even though several Gigahertz of bandwidth are available. For dense sensor networks with numerous nodes, this may result in severe restrictions on the per node throughput.

\(^1\)Parts of this chapter have been published in [44].
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Let us for example consider a multipath channel with a delay spread of 25 ns. With BPPM and an energy detection receiver, this would result in a maximum data rate of 20 Mbps. Whereas this is more than enough for a single sensor node, it becomes a problem when the network grows large. With millions of nodes, only a very low per node data rate can be achieved because each node is served rarely. This is a strange situation because a very high bandwidth is available for the data transmission. Even with the simplest form of binary pulse amplitude modulation with Nyquist pulses, the UWB channel from 3.1 to 10.6 GHz would support a data rate of up to 7.5 Gbps. In contrast to conventional communication systems, it is not the bandwidth that limits the data rate of UWB sensor networks. It is rather the time dispersive channel and the hardware complexity that dictate the throughput of the network.

To handle ISI is one of the standard problems in wireless communications and the state-of-the-art offers numerous powerful solutions for many applications. The optimal coherent detector resolves the ISI by considering all different combinations of symbols and chooses the most probable. This can be implemented by the Viterbi algorithm. However, the number of states grows exponentially with the data rate (assuming a fixed modulation alphabet). Suboptimal approaches are linear equalizers such as Wiener filters or decision feedback architectures. The receiver complexity can be reduced by an appropriate precoding at the transmitter. Today, probably the most popular approach is OFDM, where the data stream is divided onto many subcarriers. Each of the subcarrier has a low data rate and is thus robust against ISI. The efficient computation of the fast Fourier transform (FFT) makes OFDM favorable for the implementation. However, it still requires a linear receiver with full rate sampling and high precision, which would be far too complex for low complexity UWB sensor networks.

For non-coherent UWB receivers, different approaches for ISI suppression have been presented in literature:

- The optimal non-coherent detectors that account for ISI are presented in [69]. The authors derive the ML receivers for BPPM in presence of ISI for different categories of statistical CSI, such as instantaneous power delay profile (IPDP) or APDP. It can be seen that the optimal decision rules depend on the perfectly sampled receive signals, which is not an option for low complexity sensor nodes.

- MLSE post-detection for energy detection receivers is proposed and analyzed in [76]. Whereas this approach is suited for the generalized energy detection receiver, it would still require extensive digital processing including estimation of the ISI.

- Prominent approaches for transmitter optimization are time reversal [63] or channel phase precoding [66, 77]. When the time reversed channel is used as transmit pulse,
the multipath components add up coherently at zero time lag and average out at all others. That way, the intersymbol interference is reduced and the per node data rate can be increased. Channel phase precoding does the same but takes only the sign of the multipath components into account. In [67], time reversal is combined with a pre-equalizer.

Instead of trying to suppress the ISI and to increase the per node data rate, we propose a total different approach. We aim to increase the sum data rate by transmission of several data streams simultaneously. This has significant advantages. The sum data rate can be increased, without additional processing at the low complexity nodes. The receiver remains the generalized energy detector with minimum complexity. For the sensor nodes, the precoding is completely transparent and the processing is exactly the same as for single user transmission. Note that the per node data rate is kept constant. Whereas the throughput can significantly be increased, the low processing speed at the sensor nodes can be maintained. Considering e.g. an FDMA approach, the nodes need to be able to tune to different frequencies, which adds complexity to the receiver. All sensor nodes can have the same receiver for the approach that is presented in this chapter.

To obtain the multiuser precoding pulses, we derive a SINR expression for the pulse position modulated downlink communication with UWB generalized energy detection receivers. Note that in this case the interference is considered to be caused by other nodes, i.e. the interference originates from multiuser transmission. This is in contrast to Chapter 3, where we considered the interference from other narrowband systems, which cannot be influenced. Based on the SINR expression, we formulate the optimization problem to maximize the minimum SINR of all nodes. This is converted to a quasi-convex problem, which can be solved by standard algorithms. Moreover, we extend the precoding optimization to statistical and location-aware channel knowledge. This enables optimization of simultaneous transmission to nodes located in different regions and saves channel estimation overhead. The performance of the proposed precoding scheme is evaluated based on measurements.

4.2 System Model

The system model that we consider in this chapter is shown in Fig 4.1. It is the extension of Fig. 2.2 to downlink multiuser transmission. The transmitter simultaneously sends \( K \) streams of pulse position modulated data. The transmitter inputs \( b_1(t), \ldots, b_K(t) \) are given
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The transmit data of time-slot $l$, which is intended for node $k$, is denoted by $a_k[l]$. We assume equiprobable $a_k[l] \in \{0,1\}$, which are i.i.d. for all $k = 1,\ldots,K$ and time-slots $l$. Note that the polarity of the pulses is scrambled by random $c_{k,l} \in \{-1,1\}$ to avoid discrete lines in the transmit spectrum. The data streams are linearly precoded by a convolution with $p_1(t),\ldots,p_K(t)$, respectively, and then they are added up and transmitted over the same transmit antenna.

The multipath channel to node $k$ is characterized by its impulse response $h_k(t)$. The receive signal is perturbed by independent white Gaussian noise $n_k(t)$ with power spectral density $N_0/2$. Two samples per symbol are taken at the output of the generalized energy detection receivers. They are subtracted and give the decision variables $z_k$. If $z_k$ is greater than zero, node $k$ decides for a “0” and if it is less than zero, it decides for a “1”. In the following, we consider only one time-slot and omit the index $l$. 

Fig. 4.1: System model

$$b_k(t) = \sum_l c_{k,l} \cdot \delta\left(t - a_k[l]T_{ppm} - lT_{symb}\right), k = 1,\ldots,K.$$
4.3 Signal-to-Interference-and-Noise Ratio for Multiuser Transmission

For the derivation of an SINR expression of this setup, we consider the discrete time model with sampling period $T$ and we assume that edge effects are negligible. In vector notation, the receiver output for node $k$ can be written as:

$$z_k = g^T \left[ \left( \sum_{i=1}^{K} a_i H_k p_i + n_k \right) \odot \left( \sum_{j=1}^{K} a_j H_k p_j + n_k \right) \right]$$

$$- g^T \left[ \left( \sum_{i=1}^{K} \bar{a}_i H_k p_i + n'_k \right) \odot \left( \sum_{j=1}^{K} \bar{a}_j H_k p_j + n'_k \right) \right]$$

(4.1)

The first line corresponds to the pulses that are transmitted in the first PPM slot and the second line to the second PPM slot, where $\bar{a}_i := 1 - a_i$, $i = 1, \ldots, K$. All vectors are of dimension $N = T_{ppm}/T$:

- Transmit pulses $p_i = [p_i(T), \ldots, p_i(NT)]^T$
- Noise of the first and the second half of the time-slot $n_k, n'_k \sim \mathcal{N}(0, \Sigma_{nn})$
- Post-detection filter $g = [g(NT), \ldots, g(T)]^T$, which is stacked into the vector in reverse order

The $(N \times N)$-channel matrix $H_k$ has Toeplitz structure with the zero-padded and shifted channel impulse response $[\hat{h}_k(T), \ldots, \hat{h}_k(NT)]^T$ on its columns. The bandpass is incorporated into the channel impulse response and the covariance matrix of the noise $\Sigma_{nn}$. Note that this input/output relation does not account for ISI of the single data streams. It is assumed that the channel excess delay is smaller than $T_{ppm}$. This is a reasonable assumption for the derivation of the precoding optimization, because we aim to increase the sum data rate by simultaneous transmission to several nodes. This keeps the per node data rate small.

Expanding the element-wise multiplication and rearranging terms of (4.1) yields

$$z_k = \sum_{i=1}^{K} \sum_{j=1}^{K} (a_i a_j - \bar{a}_i \bar{a}_j)p_i^T H_k^T G H_k p_j$$

$$+ 2g^T \left( \sum_{i=1}^{K} (a_i n_k - \bar{a}_i n'_k) \odot (H_k p_i) \right)$$

$$+ g^T \left( n_k \odot n_k - n'_k \odot n'_k \right).$$

(4.2)
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The first line corresponds to the squared signal terms, the second line to the mixed signal and noise terms, and the third line to the squared noise. To keep the problem tractable, we neglect the mixed term for the precoding optimization, which corresponds to a low signal-to-noise ratio (SNR) approximation. The SINR-expression for node $k$ that we use for optimization is defined as

$$SINR_k := \frac{p_k^T H_k^T G H_k p_k}{\sum_{i \neq k} \sum_{j \neq k} \sigma_{ij} p_i^T H_k^T G H_k p_j + \sigma_n^2},$$

where $\sigma_{ii} = 1$ for $i = j$, and $\sigma_{ij} = 1/2$ for $i \neq j$. The numerator contains the desired signal component, whereas the denominator collects the interference terms and the noise term $\sigma_n^2$, which is independent of $p_i$ and proportional to $N_0$.

Stacking all transmit pulses into one large vector $\bar{p} = [p_1^T, \ldots, p_K^T]^T$, we obtain

$$SINR_k = \frac{\bar{p}^T (E_k \otimes H_k^T G H_k) \bar{p}}{\bar{p}^T (F_k \otimes H_k^T G H_k) \bar{p} + \sigma_n^2},$$

where the $(K \times K)$-matrix $E_k$ is all zero except for $[E_k]_{k,k} = 1$. The $(K \times K)$-matrix $F_k$ is 1 on its main diagonal and 1/2 elsewhere, with the $k$-th column and $k$-th row being zero:

$$[F_k]_{i,j} = \begin{cases} 1 & \text{for } i = j \text{ and } j \neq k \\ 1/2 & \text{for } i \neq j \text{ and } i \neq k \text{ and } j \neq k \\ 0 & \text{for } i = k \text{ or } j = k. \end{cases}$$

4.4 Precoding Optimization

The objective for optimization can be various, depending on application, quality of service requirements, channel characteristics, or number of nodes. Common approaches include to maximize either the sum-performance of the network or the performance of a subset of the considered nodes. Here, we consider the fundamental case to guarantee the best performance for the weakest node. This increases the coverage of the sensor network, since nodes with bad channel conditions can gain from nodes with good channel conditions. In other words, the optimization problem we aim to solve can be formulated as follows:

$$\max_{p_1, \ldots, p_K} \min_{k=1, \ldots, K} SINR_k, \quad \text{s.t.} \quad E_{\text{all}} = 1$$

(4.4)
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The given constraint limits the average total transmit energy per symbol-time $E_{\text{all}}$. We find

$$E_{\text{all}} = \frac{1}{f_s} \mathbb{E} \left[ \left( \sum_{i=1}^{N} a_i p_i \right)^T \left( \sum_{i=1}^{N} a_i p_i \right) + \left( \sum_{i=1}^{N} \bar{a}_i p_i \right)^T \left( \sum_{i=1}^{N} \bar{a}_i p_i \right) \right],$$

where the expectation is with respect to the transmit bits $a_i$ and $\bar{a}_i$. Rearranging terms yields

$$E_{\text{all}} = \frac{1}{f_s} \mathbb{E} \left[ \sum_{i=1}^{N} \sum_{j=1}^{N} a_i a_j p_i^T p_j + \sum_{i=1}^{N} \sum_{j=1}^{N} \bar{a}_i \bar{a}_j p_i^T p_j \right]$$

$$= \frac{1}{f_s} \sum_{i=1}^{K} \sum_{j=1}^{K} \mathbb{E} [a_i a_j + \bar{a}_i \bar{a}_j] p_i^T p_j.$$

Note that

$$\mathbb{E} [a_i a_j + \bar{a}_i \bar{a}_j] = \begin{cases} 2(\frac{1}{2}^2 + \frac{1}{2}^2) = 1 & \text{for } i = j \\ 2(\frac{1}{2} \cdot 1 + \frac{1}{2} \cdot 0)(\frac{1}{2} \cdot 1 + \frac{1}{2} \cdot 0) = \frac{1}{2} & \text{for } i \neq j. \end{cases}$$

Thus, we have

$$E_{\text{all}} = \frac{1}{f_s} \left[ p_1^T, \ldots, p_K^T \right] \left[ \begin{array}{cccc} I_N & \frac{1}{2} I_N & \cdots & \frac{1}{2} I_N \\ \frac{1}{2} I_N & \ddots & \vdots & \vdots \\ \vdots & \ddots & \frac{1}{2} I_N & \frac{1}{2} I_N \\ \frac{1}{2} I_N & \cdots & \frac{1}{2} I_N & I_N \end{array} \right] \left[ \begin{array}{c} p_1 \\ \vdots \\ p_K \end{array} \right].$$

Eventually, the total transmit energy per symbol-time can be written as

$$E_{\text{all}} = p^T (C \otimes I_N) \bar{p}.$$

The $(i,j)$-th component of the $(K \times K)$-matrix $C$ is given by

$$\left[ C \right]_{i,j} = \begin{cases} T & \text{for } i = j \\ T/2 & \text{for } i \neq j, \end{cases}$$

since $T = \frac{1}{f_s}$.

The objective function $\text{SINR}_k$ for node $k$ can be written as a generalized Rayleigh quotient
by inclusion of the power constraint. With the substitution
\[
\hat{p} \mapsto \frac{\hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}},
\]
the power constraint is fulfilled for all \( \tilde{p} \in \mathbb{R}^{KN} \):
\[
\max_{\hat{p} \in \mathbb{R}^{KN}} \min_{k=1, \ldots, K} \frac{\hat{p}^T \left( E_k \otimes H_k^T GH_k \right) \hat{p}}{\hat{p}^T \left( F_k \otimes H_k^T GH_k \right) \hat{p} + \sigma_n^2} \quad \text{s.t.} \quad \hat{p}^T (C \otimes I_N) \hat{p} = 1
\]
\[
= \max_{\hat{p} \in \mathbb{R}^{KN}} \min_{k=1, \ldots, K} \frac{\hat{p}^T \left( E_k \otimes H_k^T GH_k \right) \hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}} \left( \frac{\hat{p}^T \left( E_k \otimes H_k^T GH_k \right) \hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}} + \sigma_n^2 \right) \quad \text{s.t.} \quad \frac{\hat{p}^T (C \otimes I_N) \hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}} = 1
\]
\[
= \max_{\hat{p} \in \mathbb{R}^{KN}} \min_{k=1, \ldots, K} \frac{\hat{p}^T \left( E_k \otimes H_k^T GH_k \right) \hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}} \left( \frac{\hat{p}^T \left( F_k \otimes H_k^T GH_k + \sigma_n^2 C \otimes I_N \right) \hat{p}}{\sqrt{\hat{p}^T (C \otimes I_N) \hat{p}}} \right)
\]

Hence, the optimized precoding vector \( \tilde{p}^* \) can be formulated as
\[
\tilde{p}^* = \arg \max_{\hat{p} \in \mathbb{R}^{KN}} \min_{k=1, \ldots, K} \frac{\hat{p}^T A_k \hat{p}}{\hat{p}^T B_k \hat{p}}. \quad (4.5)
\]
The \((KN \times KN)\)-matrix \( A_k \) and \( B_k \) in the numerator and in the denominator, respectively, are given by
\[
A_k = E_k \otimes (H_k^T GH_k) \\
B_k = F_k \otimes (H_k^T GH_k) + \sigma_n^2 C \otimes I_N.
\]
As shown in [78], the problem (4.5) can be converted to the search of the minimal principal generalized eigenvalue of the convex combination of the matrices \( A_k \) and \( B_k \):
\[
\mu^* = \arg \min_{\mu \in [0,1]^K : \|\mu\|_1 = 1} \lambda_{\max} \left\{ \sum_{k=1}^K \mu_k A_k, \sum_{k=1}^K \mu_k B_k \right\}, \quad (4.6)
\]
where \( \mu = [\mu_1, \ldots, \mu_K]^T \). Note that this problem is quasi-convex and the search over \( \mu \) is only of dimension \( K - 1 \). For two nodes the optimization problem results in a line search. This is exemplarily plotted in Fig. 4.2, where \( \mu = [\mu_1, 1 - \mu_1]^T \). If \( \mu_1 \) is small, node 2 is
favored and achieves the better SINR. The reason for this is the larger weight in the combination of the matrices $A_k$ and $B_k$. In the same manner, node 1 is preferred when $\mu_1$ is approaching 1. However, in between there is a point where both nodes are served with identical SINR, which solves the max-min optimization problem. A complete proof is given in [78] including a complexity analysis. For a larger number of nodes we used a quasi Newton’s method to find $\mu^*$. The optimal transmit pulses are then finally given by

$$
\hat{p}^* = \begin{bmatrix}
\hat{p}_1^* \\
\vdots \\
\hat{p}_K^*
\end{bmatrix}
= v_{\max} \left\{ \sum_{k=1}^{K} \mu_k^* A_k, \sum_{k=1}^{K} \mu_k^* B_k \right\}.
$$

\hspace{1cm} (4.7)

*Location-aware channel knowledge:* To obtain an SINR expression based on statistical channel knowledge, the expectation of the receiver output (4.2) is taken with respect to the channel. This corresponds to taking the expectation of the numerator and the denominator of the objective function of (4.5) with respect to $H_k$. In doing so, the structure of the optimization problem is not changed, only the values of matrices in the numerator and denominator are different. They are given by

$$
\hat{A}_k = E_k \otimes E_h [H_k^T G H_k] \\
\hat{B}_k = F_k \otimes E_h [H_k^T G H_k] + \sigma_n^2 C \otimes I_N.
$$
As we know from (3.20), we have
\[
E_h [H_k^T G H_k] = \hat{A}_k = \sum_{n=1}^{N} g_n \bar{E}_h \left[ (H_k)_{n,1:N}^T (H_k)_{n,1:N} \right],
\]
where \((H_k)_{n,1:N}\) denotes the \(n\)-th row of \(H_k\) and \(g_n\) the \(n\)-th element of \(g\). The matrices \(\hat{A}_k\) and \(\hat{B}_k\) depend only on the covariance matrix and mean of the channel impulse response and on the post-detection filter. The optimized transmit pulses based on statistical channel knowledge are then given by (4.6) and (4.7) with \(A_k \mapsto \hat{A}_k\) and \(B_k \mapsto \hat{B}_k\).

### 4.5 Performance Evaluation

To evaluate the performance of the proposed precoding scheme, we simulate the system with measured channel. We use the model as described in Section 4.2 and the precoding as introduced in Section 4.4. As figure of merit, we consider the average bit-error-rate (BER).

The performance evaluation is based on the same setup and measurement campaign as the performance evaluation for single user optimization, see Section 3.5.2. The floorplan
of the measurement environment is plotted in Fig. 3.14. The transmitting central unit is denoted by CH (cluster head), whereas the measurement area is divided into 22 regions of size $27 \text{ cm} \times 56 \text{ cm}$ each. The indoor environment with dense multipath includes line-of-sight (LOS) as well as non-line-of-sight (NLOS) situations. About 600 channel impulse responses are measured per region by moving the receiving antenna on an equidistant horizontal grid. All antenna and hardware effects are assumed to be included in the channel impulse response. The channel impulse responses are aligned to the maximum of their absolute envelope.

We again consider a transmission bandwidth of $B = 3 \text{GHz}$ at center frequency of $f_c = 4.5 \text{GHz}$ for the performance evaluation. The symbol timing is $T_{\text{symb}} = 100 \text{ns}$, which results in a per node data rate of 10 Mbps. To account for stringent complexity requirements of the SNs, the post-detection filter is chosen as first-order low-pass filter with impulse response $g(t)$ given by

$$g(t) = \begin{cases} g_0 \exp(-t2\pi f_{\text{cutoff}}) & \text{for } t > 0 \\ 0 & \text{else}, \end{cases}$$

with scaling coefficient $g_0$ and the cutoff frequency set to $f_{\text{cutoff}} = 50 \text{MHz}$. The bandpass filter at the receiver input is assumed to be perfectly band limiting for the considered transmission band from 3 to 6 GHz. The simulation sampling frequency is chosen to $f_s = 30 \text{GHz}$, which results in precoding vectors of dimension $N = 1500$.

Fig. 4.3 (top) shows a channel impulse response from a LOS position and one from a
NLOS position. Note that we normalize the channel impulse responses to unit energy to suppress the influence of pathloss. Below, the two-user precoding vectors are plotted for two nodes with the corresponding channels. Fig. 4.4 shows the normalized magnitude spectrum of this precoding pulses. The optimization results are for $E_{\text{all}}/N_0 = 12$ dB, where $E_{\text{all}}$ denotes the average total transmit energy per time-slot and $N_0$ the noise power spectral density.

First, the performance of multiuser precoding with full channel knowledge is evaluated. We assume static channels for a blocksize of 256 bits, which are randomly drawn from region 9, 17, 20, and 11 with one user in each region. The BER is averaged across channel realizations and users. In Fig. 4.5, the average BER is plotted with precoding optimization for single user and $K = 2, 3$ and $4$ (no marker, triangle, square, and circle, respectively). The dashed line plots the average BER without precoding, i.e. a single ideal bandpass pulse of energy $E_{\text{all}}$ is used for transmission. The simulations show that the multiuser precoding (blue curves) can effectively orthogonalize the data streams. At high $E_{\text{all}}/N_0$, the performance penalty from single user to two users is only 3.4 dB, and between two and four users it is still only 4.1 dB. Note that the abscissa carries the total energy per time-slot of all data streams. Hence, time division multiplexing (TDMA, cyan) leads to a performance difference of 3.01 dB since $E_{\text{all}}/N_0$ needs to be doubled to serve two users instead of one. This shows that compared to time multiplexing, only about 0.4 dB extra transmit power is necessary, whereas the sum data rate is increased by a factor of two. Moreover, with 1.1 dB additional transmit power, the sum data rate can be quadruplicated.
4.5 Performance Evaluation

For the single user case, the precoding vector is given by $p^* = \nu_{\text{max}} \{ A_1, I_N \}$. For the multiuser optimization, we use in the SINR expression (4.3) for $\sigma_n^2$ the standard deviation of the squared noise term. The simulations show that this leads to the best performance in terms of BER. Thus, we have

$$\sigma_n^2 = 2 \left( g^T (\Sigma_{nn} \odot \Sigma_{n'n'} - \Sigma_{n'n'} \odot \Sigma_{nn}) g \right)^{1/2},$$

where $\Sigma_{nn}$ denotes the covariance of the bandpass-filtered noise and $\Sigma_{n'n'} = E[n_k' n_k'^T]$ the correlation matrix of the noise of the first and the second half of the time-slot, respectively.

Fig. 4.6 shows the averaged BER performance of the precoding with statistical channel knowledge. For each region, the covariance matrix and mean of the channel impulse responses are estimated with the measurement data. The precoding is performed accordingly for different combination of regions. The single user transmission with optimization based on regional channel knowledge is plotted with dashed lines. It can be observed that the performance for the LOS regions 9 (green) and 11 (magenta) is better than for the NLOS region 17 (blue). One explanation for this is the stronger variation of multipath components in the NLOS case, which makes the precoding more difficult. The solid lines show the performance of precoding optimization with two nodes, which are located in different regions. The curves marked with circles correspond to a scenario of two SNs that are located nearby, whereas for the curves marked with squares a setting is chosen with regions further apart. Significant performance difference can be observed. For neighboring regions, the precoding
cannot orthogonalize the two data streams and the BER saturates at about 10%. However, for
the distant regions 9 and 17 the precoding works well. The SNs can decode their data stream
when the transmit power is increased by about 5 dB compared to single user. This shows
that multiuser transmission with statistical channel knowledge is possible, if the propagation
environment of the SN’s regions differs sufficiently, i.e. the SNs are far enough apart.

4.6 Conclusions

In this chapter, we show that precoding for simultaneous transmission to multiple very low-
complexity sensor nodes is a very promising means to increase the sum data rate. Optimization
algorithms based on full as well as statistical channel knowledge are derived from an
SINR expression, where the low complexity receiver structure is specifically taken into ac-
count. Performance evaluations based on measurements in a strong multipath environment
prove the practicality of the presented scheme.
Chapter 5

Maximum Likelihood Timing Estimation

The following two chapters are the second part of this thesis and contribute to localization in UWB sensor networks. So far, in the first part, we studied the communication and conclude that position information is beneficial for the transceiver adaptation. In the following second part, we focus on the position estimation of SNs. In particular, we investigate timing estimation, which is the key component for range-based localization with UWB impulse radio.

For sensor networks, standard timing estimation algorithms are not applicable due to the stringent requirements on complexity and power consumption of the receiver. Therefore, we present maximum likelihood timing estimation at the output of the generalized energy detection receiver\(^1\). To account for location-aware channel knowledge, we assume the statistics of the channel to be known at the receiver. To the best of our knowledge, this problem has not been treated in this generalized setup so far. Known approaches for specific post-detection filters rely on a Gaussian approximation of the detector output. We show that the estimation accuracy can be improved by using the exact marginal PDF of the energy detector output. This is verified by experiments with a simple channel model and an extensive measurements campaign. To reduce the complexity, we approximate the energy detector output as multivariate normally or multivariate log-normally distributed random vector. Verification based on the channel model and measured channels favors the log-normal approximation and shows that the correlation is not relevant. Accuracy down to centimeter precision can be achieved.

\(^1\)Parts of this chapter have been published in [42].
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5.1 Introduction

Timing estimation is a crucial component for range-based UWB localization. Before we present the main contribution of this chapter, we give a short overview on range-based UWB localization to draw the connection to timing estimation. In addition to localization, timing estimation is also necessary for communication. For data transfer, it is generally required that nodes are synchronized. The transmitter and receiver need to agree on a time window for transmission and the receiver needs to find the temporal alignment of the symbols. The basis for synchronization is timing estimation. When the transmitter sends a signal, the receiver has to estimate the beginning of the signal as well as the sampling instance for data detection. The latter is of particular importance for the generalized energy detection receiver, because the wrong sampling time can lead to a strong degradation of the received energy and it can also cause intersymbol interference. In [41], we present a low complexity synchronization scheme for both burst synchronization and symbol synchronization.

For localization, timing estimation enables distance measurements based on ToA or round trip time (RTT) measurements. In the following, we give a brief introduction to localization for low complexity UWB sensor networks. We shortly summarize the ML formulation of the positioning problem based on range measurements. This establishes the link between timing and position estimation. The main contribution of this chapter is the analysis of the timing estimation at the output of the generalized energy detector. In Section 5.2, we introduce the system model and in Section 5.3 we revise the state-of-the-art of conventional ToA estimation. In Section 5.4, we formulate the ML timing estimation problem for the generalized energy detection receiver. The solution is given in Section 5.5 with the derivation of the PDF of the detector output conditioned on the delay. Systematically derived approximations are presented in Section 5.6. The chapter concludes with a performance evaluation presented in Section 5.7 and a summary in Section 5.8.

Related work: Localization with UWB with focus on ToA estimation is described in [17]. In [79], synchronization algorithms for coherent and differential receivers are presented. With focus on low-complexity and energy detection receivers, an algorithm for synchronization has been presented and analyzed in [80]. In [81], maximum likelihood (ML) timing estimators for different IR-UWB receivers are derived, including energy detection receivers. The authors consider a conventional energy detector with rectangular integration window and invoke the Gaussian assumption for the energy detector output.
5.1 Introduction

In the context of position estimation, we usually differentiate between agent and anchor nodes. Whereas the anchors are the references, the agents are the nodes whose positions we aim to estimate. The positions of the anchors are known and they are typically stationary and fixed. The anchors are assumed to have a joined clock or to be synchronized with high accuracy. Without loss of generality, we consider the sensor nodes to be the agents. Therefore and to keep the notation simple, the position we want to estimate is $p_{SN} \in \mathbb{R}^3$. The number of available anchors is $N_A$ with their positions given by $p_{A}^{(i)} \in \mathbb{R}^3$ for $i = 1, \ldots, N_A$.

As shown in Fig. 5.1, two different topologies are possible for the position estimation:

- **Self-localization**: The sensor node estimates its own position. The position estimation is based on the downlink channel, i.e. the sensor node is the receiver. Since the anchors are the transmitters, they are not involved in the processing for position estimation. Therefore, besides the CH, simple beacon nodes can be employed as anchors. Since every sensor node determines the position by itself, in literature, self-localization is sometimes also referred to as distributed localization.

- **Remote-localization**: The position estimation takes place at the CH. The localization is based on the uplink channel, i.e. the sensor node is the transmitter and the CH is the receiver. The advantage of this approach is that the signal at the CH achieves higher quality due to loose complexity constraints of the CH. However, this setting requires multiple CHs, since they serve as anchors. The CHs need to disseminate their measurements to determine the position. Alternatively, a single CH with multiple distributed antennas can be used. Since the position estimation is performed always by the CHs, in literature, remote-localization is also referred to as centralized localization.

![Fig. 5.1: Topologies for position estimation in UWB sensor networks](image)
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The choice of the topology has a strong impact on the localization system. On the one hand, it may be preferable to perform remote-localization to keep the complexity of the sensor nodes as low as possible. On the other hand, remote-localization requires a large number of CHs. To achieve a high positioning accuracy, a high number of anchors is necessary. The most beneficial way to increase the positioning accuracy is to increase the number of anchors. Thus, for remote localization the number of CH should be large or they need to have antennas distributed over the whole coverage area of the sensor network. The advantage of self-localization is that simple beacon nodes can be used. They only need to transmit a simple pulse train. The requirements are that their positions are known and that they are synchronized. Since the complexity of the beacon nodes is low, it is reasonable to increase their number to reach a high anchor density in the coverage area of the network. The self-localization requires that the position is estimated from the signals received at the low complexity sensor nodes.

The processing for position estimation is commonly split into several steps. First, some position related parameters are estimated from the receive signals. In our case this is the ToA. Afterwards, the position is estimated from the position related parameters. Generally, this is a suboptimal approach and joint estimation would perform better. The best way would be to find the most probable position that fit to all observed receive signals over all time. However, this approach is too complex in practice since it leads to a problem of very large dimensionality. In this thesis, we consider the following steps to tackle the position estimation problem:

1. Coarse timing estimation (up to the symbol time period)
2. Fine timing estimation (ToA within the symbol period)
3. Position estimation

We differentiate between coarse and fine timing estimation. The coarse estimation aims to find the beginning of a burst, a packet or start and the end of a data transmission. Conventional techniques for coarse timing estimation are based on the RSS or known preambles. In [41], we present and analyze such a data-aided method. The transmitter sends a known sequence and the burst and symbol timing is recovered from the correlation. This enables timing estimation with accuracy up to the symbol period. Other algorithms for coarse timing estimation can be found e.g. in [82] and the references therein.

Fine timing estimation concerns the estimation of the ToA within a symbol period. It is the crucial component to achieve high definition localization. A sensor network with a per node data rate of 10Mbps has a symbol period of 100ns, i.e. the coarse timing estimation
5.1 Introduction

The channel model gives the connection between the receive signal and the position. Depending on the parameters that are considered for position estimation, the channel model may differ substantially. For the localization based on ToA estimation, we use the channel model as shown in Fig. 5.2. The position information lies in the distance between transmitter and receiver and thus in the delay of the signal. We assume a LOS-path and $M_p$ multipath components from scatterers or reflectors. Each multipath component contributes to the receive signal with a specific delay and amplitude. We assume that the transmitter and receiver are not moving during a signal transmission. Therefore, the delays and amplitudes of the multipath components can be considered to be time-invariant. The receive signal $r'(t)$ that is observed at the receiver, can be written as the superposition of time-shifted transmit signals $s(t)$:

$$r'(t) = \sum_{n=0}^{M_p} \alpha_n s(t - \tau_n) + w(t),$$

(5.1)

where $\alpha_n$ and $\tau_n$ denote the path gain and path delay corresponding to the $n$-th path, respectively, and $w(t)$ denotes the noise. Without loss of generally, we assume that $\alpha_0$ and $\tau_0$
correspond to the LOS-path. The delay of the LOS-path holds

\[ \tau_0 = \frac{d}{c} \]  

(5.2)

where \( d \) is the distance between transmitter and receiver and \( c = c_0 \) is the speed of light. The delays of the multipath components are always larger than the LOS-delay, i.e.

\[ \tau_n \geq \tau_0 \quad \text{for} \quad n = 1, \ldots, M_p. \]  

(5.3)

In this model the position dependence is limited to (5.2) and (5.3). Any other influence of the position on amplitudes and delays is neglected.

For notational convenience, we prefer to exclude the LOS-path delay from the channel impulse response, i.e. we define a channel impulse response \( h(t) \) such that it is independent of the distance and aligned to the LOS-path. Thus, the channel impulse response itself has no range information. This is done by writing (5.1) as

\[
r'(t) = \delta(t - \tau_0) \ast \sum_{n=0}^{M_p} \alpha_n \delta(t - \tau_n + \tau_0) \ast s(t) + w(t) \\
\]

\[
:= h(t) \\
\]

\[
= \delta(t - \tau_0) \ast h(t) \ast s(t) + w(t). 
\]

In most practical cases it is not possible to observe the transmit signal and the receive sig-
nal with the same time $t$. Typically, the transmitter and the receiver have different clocks. Due to complexity and cost requirements of sensor networks, it is not possible to keep the SNs synchronous over a long time. This would require very complex and expensive atomic clocks. Therefore, we assume that the transmitter and receiver are not synchronized and have different clocks. The offset between transmitter-time and receiver-time is denoted by $T_0$. In addition, the hardware of the transmitter and receiver induces delays from cables and signal processing. The time-shift $T_0$ includes all processing delays and also time-shifts from the alignment of the channel impulse response. Thus, the receive signal can be modeled by

$$r(t) = \delta(t - \tau_0) * h(t) * s(t - T_0) + w(t)$$

$$= \delta(t - (\tau_0 + T_0)) * h(t) * s(t) + w(t).$$

The receiver cannot directly estimate the distance between transmitter and receiver. Without a joint clock, the receiver sees $\varepsilon$ instead of $\tau_0$. Therefore, we define the ToA as

$$\varepsilon := \tau_0 + T_0.$$

### 5.1.3 Position Estimation

The ToA that corresponds to the anchor $k$ is denoted by $\varepsilon^{(k)}$ with $k = 1, \ldots, N_A$. It holds

$$\varepsilon^{(k)} = \gamma^{(k)}_0 + T_0 = \frac{1}{c_0} \left\| p_{SN} - p^{(k)}_A \right\| + T_0,$$

where we require $T_0$ to be independent of the anchor. In literature, the values $\varepsilon^{(k)} \cdot c_0$ are often called pseudo-ranges.

The measured pseudo-ranges are given by $\tilde{\varepsilon}^{(k)} \cdot c_0$. With the assumption that the ToA estimation errors are normally distributed and independent, we obtain

$$\tilde{\varepsilon}^{(k)} \cdot c_0 \sim \mathcal{N}\left(\left\| p_{SN} - p^{(k)}_A \right\| + c_0 T_0, \sigma^2_k\right), \quad k = 1, \ldots, N_A,$$

where $\sigma^2_k$ denotes the variance of the $k$-th pseudo-range.

If transmitter and receiver are not synchronized, the clock offset $T_0$ is unknown. It must be determined to obtain the distances between agent and anchors and the position of the agent. Typically, the clock offset $T_0$ is estimated jointly with the position. The ML estimate
is formulated as follows:

\[
\left\{ \hat{p}_{SN}, \hat{T}_0 \right\} = \arg \max_{p_{SN} \in \mathbb{R}^3, T_0 \in \mathbb{R}} p(\hat{\varepsilon}^{(1)}, \ldots, \hat{\varepsilon}^{(N_A)} | p_{SN}, T_0) \\
= \arg \min_{p_{SN} \in \mathbb{R}^3, T_0 \in \mathbb{R}} \sum_{k=1}^{N_A} \frac{1}{\sigma_k^2} \left( \hat{\varepsilon}^{(k)} \cdot c_0 - \left\| p_{SN} - p_A^{(k)} \right\| - c_0 T_0 \right)^2.
\]

Note that for a given trial position \( p_{SN} \), the minimum must satisfy

\[
\frac{\partial}{\partial T_0} \sum_{k=1}^{N_A} \frac{1}{\sigma_k^2} \left( \hat{\varepsilon}^{(k)} \cdot c_0 - \left\| p_{SN} - p_A^{(k)} \right\| - c_0 T_0 \right)^2 = 0,
\]

which results in

\[
T_0 = \frac{1}{c_0 \tilde{\gamma}} \sum_{k=1}^{N_A} \frac{1}{\sigma_k^2} \left( \hat{\varepsilon}^{(k)} \cdot c_0 - \left\| p_{SN} - p_A^{(k)} \right\| \right),
\]

with \( \tilde{\gamma} = \sum_{n=1}^{N_A} \frac{1}{\sigma_n^2} \). Thus, we obtain

\[
\hat{p}_{SN} = \arg \min_{p_{SN} \in \mathbb{R}^3} \sum_{k=1}^{N_A} \frac{1}{\sigma_k^2} \left( \tilde{d}_k - l_k(p_{SN}) \right)^2,
\]

where

\[
\tilde{d}_k = \hat{\varepsilon}^{(k)} \cdot c_0 - \frac{1}{\tilde{\gamma}} \sum_{n=1}^{N_A} \frac{1}{\sigma_n^2} \hat{\varepsilon}^{(n)} \cdot c_0
\]

\[
l_k(p_{SN}) = \left\| p_{SN} - p_A^{(k)} \right\| - \frac{1}{\tilde{\gamma}} \sum_{n=1}^{N_A} \frac{1}{\sigma_n^2} \left\| p_{SN} - p_A^{(n)} \right\|.
\]

The solution to (5.4) can be found by iterative algorithms. In [22], an approach is presented based on the Taylor series expansion of the objective function. However, note that the objective function may have several minimums depending on the agent and anchor topology. A necessary condition for a unique solution is that at least four ToA measurements are available, i.e. \( N_A \geq 4 \).

Under the Gaussian assumption on the ToA estimation error, the position estimation can be separated from ToA estimation.
5.2 System Model

For the timing estimation, we consider a UWB impulse radio transmitter, that transmits a sequence of unmodulated pulses \( p(t) \), i.e. in Fig. 5.4 we have \( b(t) = \sum_n \delta(t-nT_p) \). The pulse repetition period is denoted by \( T_p \). The transmit signal is given by

\[
s(t) = \sum_{n=-\infty}^{\infty} p(t-nT_p).
\]

Without loss of generality, we omit the data modulation, since we consider non-data-aided timing estimation. The frequency selective fading channel of the multipath environment is characterized by the delay \( \varepsilon \) and the channel impulse response \( h(t) \). For notational convenience, we omit the anchor-index \( k \). Moreover, we assume that the coarse timing estimation is established and the timing offset \( T_0 \) is chosen such that \( \varepsilon \) satisfies

\[
0 \leq \varepsilon \leq T_p.
\]

Note that this is not a restriction. As it can be seen in (5.4), the position estimate is independent of the absolute value of \( T_0 \).

The channel output signal is perturbed by AWGN with power spectral density \( N_0/2 \). After the receive bandpass we obtain the received signal

\[
r_\varepsilon(t) = \sum_{k=-\infty}^{\infty} q(t-kT_p-\varepsilon) + n(t),
\]

where \( n(t) \) denotes the band-limited noise and \( q(t) = \tilde{h}(t) * p(t) \) the receive pulse, which includes channel impulse response, transmit pulse and bandpass filter. We assume that \( q(t) = 0 \) for \( t \notin [0,T_p] \), i.e. no inter pulse interference occurs.
5.3 Conventional Time-of-Arrival Estimators

There exists a large variety of standard ToA estimators for different applications. Most approaches rely on the perfectly sampled receive signal \( r(t) \), which are here referred to as coherent estimators. The implementation requires a high resolution ADC with a very high sampling frequency. Although the coherent estimators are superior in performance, they require huge complexity and power. For sensor networks, coherent estimators can come into consideration only at the CH. Therefore, most standard approaches are limited to the remote-localization. In the following we give a short summary on these conventional approaches for ToA estimation.

**Coherent Maximum Likelihood Estimator:** The optimal coherent ML estimator is implemented most conveniently in frequency domain. Let us write the receive signal as

\[
r(t) = \sum_{m=0}^{M_p} \alpha_m s(t - \tau_m - T_0) + n(t), \quad 0 \leq t \leq T_p.
\]

We consider only a single timeslot of length \( T_p \). For longer observation windows, the receive signal can be averaged over the time slots with period \( T_p \), because \( r(t) \) is Gaussian and the correlation can be neglected. After a low-pass filter, sampling with period \( T \) and discrete Fourier transform, we obtain

\[
R(k) = P(k) \sum_{m=0}^{M_p} \alpha_m e^{j\omega_m k} + N(k), \quad k = 0, \ldots, N - 1,
\]

where \( \omega_m = \frac{-2\pi(\tau_m + T_0)}{T_p} \) and \( N = \frac{T_p}{T} \). The values \( P(k) \) and \( N(k) \) denote the discrete Fourier transform of the transmit pulse \( p(t) \) and the noise \( n(t) \), respectively. Since \( n(t) \) is a Gaussian process, the noise in frequency domain is normally distributed. The ML estimator becomes

\[
\{\alpha_m^*, \tau_m^* + T_0\}_{m=1,\ldots,M_p} = \arg \max_{\alpha_1,\ldots,\alpha_{M_p},\tau_1,\ldots,\tau_{M_p}} p \left(R(0), \ldots, R(N-1)|\alpha_1,\ldots,\alpha_{M_p},\tau_1,\ldots,\tau_{M_p}\right)
\]

\[
= \arg \min_{\alpha_1,\ldots,\alpha_{M_p},\tau_1,\ldots,\tau_{M_p}} \sum_{k=0}^{N-1} \left| R(k) - P(k) \sum_{m=0}^{M_p} \alpha_m e^{j\omega_m k} \right|^2.
\]

This nonlinear least squares problem is complicated to solve. However, many close approximations to the solution can be found in literature. In [83], the authors present an efficient
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algorithm, which is referred to as WRELAX. The ToA is then given by

$$\hat{\epsilon}_{ML} = \min_{m=1,\ldots,M_p} \tau_m^* + T_0.$$  

Coherent Low-complexity Estimators: Suboptimal estimators can be derived from heuristics or different assumptions on the channel. The following approaches are all based on the matched-filtered receive signal \(\hat{y}(t) = p(-t) * r_\epsilon(t)\). An example is shown in Fig. 5.5.

- **Max**: The Max-estimator assumes that the LOS-component has the largest path gain and no overlap with the multipath components. Hence, the ToA is given by

$$\hat{\epsilon}_{\text{max}} = \arg \max_{0 \leq t \leq T_p} |\hat{y}(t)|$$

- **P-Max**: The P-max-estimator assumes that the LOS-component is within the \(P\)-largest path gains and that there is no overlap with the multipath components. The ToA is then given by

$$\hat{\epsilon}_{\text{p-max}} = \min_{i=1,\ldots,P} \hat{\epsilon}_{\text{max}}^{(i)},$$

where \(\hat{\epsilon}_{\text{max}}^{(i)}\) denotes the \(i\)-th maximum of \(|\hat{y}(t)|\).

- **Simple Thresholding**: Algorithms based on thresholds assume that the magnitude of the noise is bounded and well below the LOS-component. The simple thresholding estimate is given by

$$\hat{\epsilon}_\eta = \min t \quad \text{s.t.} \quad |y(t)| > \eta, \quad 0 \leq t \leq T_p,$$

where \(\eta\) denotes the threshold. Note that the estimate depends on the amplitude of the LOS-path. For a higher amplitude, the pulse crosses the threshold earlier than for a lower amplitude.

- **Jump Back and Search Forward**: The Jump-Back-and-Search-Forward strategy is a combination of Max-estimator and thresholding. In [47], we propose a simple implementation, which is based on two steps. First, the thresholding is applied in the time window \(\Delta_1\) before the maximum:

$$\epsilon_1 = \min t \quad \text{s.t.} \quad |y(t)| > \eta_1, \quad \epsilon_{\text{max}} - \Delta_1 \leq t \leq \epsilon_{\text{max}},$$
where $\eta_1$ is chosen proportional to $|\tilde{y}(\tau_{\text{max}})|$. In the second step, the search is refined using the local maximum in the search window $\Delta_2$:

$$
\varepsilon_2 = \arg \max_{\varepsilon_1 \leq t \leq \varepsilon_1 + \Delta_2} |\tilde{y}(t)|
$$

The ToA estimate is then given by

$$
\hat{\varepsilon}_{\text{jbsf}} = \min t \quad \text{s.t.} \quad |y(t)| > \eta_2, \quad \varepsilon_2 - \Delta_2 \leq t \leq \varepsilon_2,
$$

where $\eta_2$ is chosen proportional to $|\tilde{y}(\varepsilon_2)|$.

So far, the state-of-the-art offers powerful algorithms for coherent ToA estimation. This enables precise localization of sensor nodes at the CHs. However, the remote-localization requires many CHs since they serve as anchors. The situation is different for self-localization of the sensor nodes. Whereas the same position estimation algorithm may be used, the requirements on the timing estimation are more stringent. For the coherent timing estimators, the receiver must have access to $r_{\xi}(t)$, which would require extensive higher complexity for the sensor nodes. Since the sensor nodes are equipped with a generalized energy detection receiver, it is favorable to perform the timing estimation at the output of the receiver. Full rate sampling of the receive signal and complex estimation algorithms are not an option for low complexity nodes. Hence, we propose to estimate the timing at the generalized energy detector output. This way, no further hardware is necessary at the low complexity sensor nodes. In the following, we will derive the ML timing estimator for energy detection receivers.
5.4 Problem Statement

At the low complexity sensor nodes, the received signal $r_\varepsilon(t)$ is detected by the generalized energy detection receiver. It consists of the squaring device and a post-detection filter $g(t)$. The detector output is given by $y(lT_s)$. For communication, we considered only two samples per symbol, i.e. the sampling period was given by $T_s = T_p/2$. For accurate timing estimation it is beneficial to obtain more samples per symbol. This requires slightly higher sampling rates at the receiver output. However, the sampling rate can still be well below the Nyquist rate of the UWB signal, which would be required for coherent timing estimation. An example for the noisy receive signal at the generalized energy detector output is shown in Fig. 5.6, where the solid line shows the continuous-time signal $y(t)$ and the dots the sampled values $y(nT_s)$. The samples are not normally distributed.

In contrast to the conventional timing estimators, we treat the estimation of $\varepsilon$ with statistical channel knowledge. We model the channel as a nonstationary Gaussian random process. We assume in the sequel that the receiver does not know $\tilde{h}(t)$, but has full knowledge of the statistics of it, i.e. it knows the mean and the autocorrelation function. Note that $r_\varepsilon(t)$ is a cyclostationary Gaussian random process due to the periodic transmit signal.

The maximum likelihood estimation of $\varepsilon$ requires knowledge of the multivariate PDF of the detector output signal $\{y(lT_s)\}$ for any delay $\varepsilon$. There is no closed form solution for this PDF, even though $r_\varepsilon(t)$ is Gaussian. For this reason in many related publications (e.g. [81]) a Gaussian assumption is invoked for $y(t)$.

The delay $\varepsilon$ is unknown at the receiver. We treat the estimation of $\varepsilon$ under the aforemen-
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tioned assumptions. As \( r_\varepsilon(t) \) is cyclostationary, the estimation range is \([0, T_p]\), i.e. we can only estimate \( \varepsilon \mod T_p \). The estimation is based on samples taken at time instances \( lT_s - \varepsilon_0 \) with the unknown sample offset \( \varepsilon_0 \in [0, T_s] \) (Fig. 5.4). Thus the estimator actually estimates \( \varepsilon_0 + \varepsilon \). As our system is time-invariant, we can incorporate \( \varepsilon_0 \) into the channel delay \( \varepsilon \), i.e. we can assume without loss of generality \( \varepsilon_0 = 0 \).

Our receiver uses \( L \) consecutive \( T_s \)-spaced samples of the signal \( y(t) \) to generate an estimate \( \hat{\varepsilon} \) of the channel delay \( \varepsilon \), i.e. the input to the estimator is the vector
\[
y = [y(T_s), y(2T_s), \ldots, y(LT_s)]^T.
\]
As known from estimation theory, the maximum likelihood (ML) estimate can be formulated as follows:
\[
\hat{\varepsilon} = \arg \max_\varepsilon p_Y(y|\varepsilon),
\]
where the PDF of the receive sample vector \( y \) conditioned on the time shift \( \varepsilon \) is denoted by \( p_Y(y|\varepsilon) \).

In the following, we derive an analytical expression for the marginal PDFs for each energy detector output sample, which are denoted by \( p_y(y_l|\varepsilon) \). In order to evaluate \( p_Y(y|\varepsilon) \) for the maximum search, we make the additional assumption that the individual samples \( y_l = y(lT_s) \) for \( l = 1, \ldots, L \) are statistically independent, which leads to
\[
p_Y(y|\varepsilon) \approx \prod_{l=1}^L p_y(y_l|\varepsilon).
\]
This approximation is necessary, since computation of the multivariate PDF of \( y \) is not feasible using the presented algorithm.

5.5 Marginal PDF of Energy Detector Output for Normally Distributed Channels

For clarity, the following exposition is based on \( g(t) = 0 \) for \( t \notin [0, T_p] \). This is the most practical case and extension to arbitrary \( g(t) \) is straightforward. However, note that \( g(t) \geq 0 \) is required. Due to the cyclostationarity of \( g(t) \), we can choose without loss of generality \( (lT_s - \varepsilon) \mod T_p \) for the calculation of the marginal PDF.
5.5 Marginal PDF of Energy Detector Output for Normally Distributed Channels

We consider now an equivalent discrete time system model, which is obtained by sampling the continuous signals with sampling period $T$. All system components are assumed to satisfy a sufficient low-pass characteristic and are approximately time limited that any errors from sampling expansion can be neglected. To account for the squaring operation, the sampling period $T$ must fulfill at least $1/T > 4(B + f_c)$. Then, the sampled generalized energy detector output under the hypothesis that the delay is $\varepsilon$, can be written as

$$y_l = \sum_{n=-N}^{N-1} g(lT_s - \varepsilon - nT)r^2(nT),$$

where $r(t - \varepsilon) = r_\varepsilon(t)$. Thus, the statistics of $r^2(nT)$ are independent of $\varepsilon$. Rewriting this in vector notation yields the quadratic form

$$y_l = \mathbf{r}^T Q_l^{(\varepsilon)} \mathbf{r},$$

(5.8)

where

$$\mathbf{r} = [r_{-N}, \ldots, r_{N-1}]^T \quad \text{and} \quad Q_l^{(\varepsilon)} = \text{diag}([g_{-N}, \ldots, g_{N-1}]^T)$$

with $r_n = r(nT)$, $g_n = g(lT_s - \varepsilon - nT)$, and $N = T_p/T$. The diagonal matrix $Q_l^{(\varepsilon)}$ contains only samples of $g(t)$. Depending on the delay $\varepsilon$ and the sample number $l$, the sampling of $g(t)$ is shifted. In this way, the generalized energy detector output samples can be written compactly, where only $Q_l^{(\varepsilon)}$ depends on the delay and sampling instance. The vector $\mathbf{r}$ is independent of $l$ and $\varepsilon$ and contains the samples of the realization of two receive pulses.

Due to the assumption of Gaussian noise and Gaussian channel taps, the vector $\mathbf{r}$ is jointly Gaussian distributed. The mean $\mu_\mathbf{r}$ of $\mathbf{r}$ is given by

$$\mu_\mathbf{r} = \mathbb{E}(\mathbf{r}) = \mathbb{E}(\tilde{\mathbf{h}}),$$

where $\tilde{\mathbf{h}} = [\tilde{h}(T), \ldots, \tilde{h}(NT), \tilde{h}(T), \ldots, \tilde{h}(NT)]^T$. The noise vector $\mathbf{n}$ is assumed to be zero-mean. The covariance matrix $\Sigma_\mathbf{r}$ of $\mathbf{r}$ is given by

$$\Sigma_\mathbf{r} = \mathbb{E}(\mathbf{r}\mathbf{r}^T) - \mu_\mathbf{r}\mu_\mathbf{r}^T = \mathbb{E}(\mathbf{nn}^T) + \mathbb{E}(\tilde{\mathbf{h}}\tilde{\mathbf{h}}^T) - \mathbb{E}(\tilde{\mathbf{h}})\mathbb{E}(\tilde{\mathbf{h}})^T.$$

Following the presentation in [25], let us denote $\lambda_i$ and $\mathbf{u}_i$ as the eigenvalues and the eigenvectors of $\Sigma_\mathbf{r}^{0.5} Q_l^{(\varepsilon)} \Sigma_\mathbf{r}^{0.5}$. All eigenvalues are nonnegative, due to $g(t) \geq 0$. Furthermore, let
\( Z_i \) be independent Gaussian random variables with variance one, and their means given by

\[
E(Z_i) = \gamma_i = (\sum^{-0.5}_r \mathbf{u}_i)^T \mathbf{\mu}_r.
\]

Then, the quadratic form in (5.8) has the same PDF as the diagonalized version (cf. [84]) given by

\[
\tilde{y}_l = \sum_{i=1}^{2N} \lambda_i Z_i^2.
\] (5.9)

If all \( \lambda_i \) are equal, \( y_l \) is distributed according to a noncentral chi-square distribution. Such a PDF is usually obtained, when the conditional PDF of \( y_l \) given a channel realization is sought (e.g. [68]). However, this would only be valid for uniform integration windows, i.e. when \( g(t) \) is a rectangular function.

For arbitrary \( \lambda_i \) no closed form expression for \( p_y(y_l|\varepsilon) \) is known. Grenander, Pollak, and Slepian presented an efficient and numerically stable approach to calculate \( p_y(y_l|\varepsilon) \) for zero mean random variables \( Z_i \) (\( \gamma_i = 0 \) \( \forall i \)) in [85]. This approach is based on Fourier's inversion of the characteristic function of \( \tilde{y}_l \). In [25], this method is extended to the nonzero mean case. The characteristic function of \( \tilde{y}_l \) is given by

\[
\Psi_{\tilde{y}}(t) = \prod_{i=1}^{2N} (1 - 2t\lambda_i)^{-1/2} \exp \left( \frac{t\gamma_i^2\lambda_i}{1 - 2t\lambda_i} \right).
\]

To compute the inverse Fourier transform, we use the identity

\[
\frac{\partial \ln (\Psi_{\tilde{y}}(t))}{\partial t} = \frac{\partial \Psi_{\tilde{y}}(t)}{\partial t} \frac{1}{\Psi_{\tilde{y}}(t)}
\]

and obtain

\[
\frac{\partial \Psi_{\tilde{y}}(t)}{\partial t} \frac{1}{\Psi_{\tilde{y}}(t)} = \sqrt{-1} \sum_{i=1}^{2N} \frac{\lambda_i}{1 - 2t\lambda_i} + \frac{\gamma_i^2\lambda_i}{(1 - 2t\lambda_i)^2}.
\] (5.10)

Since \( p_y(\tilde{y}_l|\varepsilon) = p_y(y_l|\varepsilon) \), the inverse Fourier transform of (5.10) yields

\[
y_l \cdot p_y(y_l|\varepsilon) = \int_{0}^{y_l} p_y(y_l - \tau|\varepsilon) a(\tau) d\tau,
\] (5.11)
Fig. 5.7: Exact PDF of generalized energy detector output sample compared to histogram and closed form approximations

where

\[
a(\tau) = \frac{1}{2} \left( \sum_{i=1}^{2N} \exp \left( -\frac{\tau}{2\lambda_i} \right) \left( 1 + \frac{\gamma_i^2 \tau^2}{2\lambda_i} \right) \right).
\]

Eq. (5.11) can be solved numerically by trapezoidal integration, see [39, 85]. Thus, the exact PDF of the energy detector output samples for arbitrary Gaussian processes at the input and arbitrary non-negative integration filters can be computed. This enables the evaluation of the maximum likelihood rule given by (5.6).

Fig. 5.7 depicts the numerically obtained PDF for two different scenarios. First, the PDF is plotted for a sample with significant mean and less variance. This corresponds, e.g., to a sample with strong line-of-sight (LOS) component. Furthermore, the PDF of a sample with less mean and larger variance is plotted. This is related to a sample containing strong multipath components. In addition to the exact PDF, an empirical PDF is plotted. This is obtained by computing the histogram of energy detector processed channel and noise realizations drawn from the normal distribution. Furthermore, the normal and log-normal distributions with same mean and variance are plotted.
5.6 Low-complexity Approximations of PDF

Even though the numeric evaluation of \( p_y(y|\varepsilon) \) might be fast using the algorithm presented in [25], for practical system implementation it may be too complex. Therefore, we present approximations for \( p_y(y|\varepsilon) \) that allow to solve the ML-estimation with lower complexity. First, we follow the approach to approximate the distribution of \( y \) by \( N(\mu_y, \Sigma_y) \). The timing estimation corresponds then to the well-known timing estimators as used for linear receivers [86]. Second, we approximate the generalized energy detector output as log-normally distributed. Both approximations are shown in Fig. 5.7 in comparison to the exact PDF. It can be seen that the log-normal distribution approximates the PDF better than the Gaussian approximation.

5.6.1 Gaussian Approximation

With the approximation \( p_y(y|\varepsilon) \approx N(\mu_{y,\varepsilon}, \Sigma_{y,\varepsilon}) \) the ML-estimator (5.6) simplifies to

\[
\hat{\varepsilon}_{\text{Gauss}} = \arg \min_{\varepsilon} (y - \mu_{y,\varepsilon})^T \Sigma_{y,\varepsilon}^{-1} (y - \mu_{y,\varepsilon}).
\]  
(5.12)

The mean and covariance matrix are given by

\[
\mu_{y,\varepsilon} = G_{\varepsilon} \mu_{r^2} \quad \text{and} \quad \Sigma_{y,\varepsilon} = G_{\varepsilon} \Sigma_{r^2} G_{\varepsilon}^T.
\]

where \( G_{\varepsilon} \in \mathbb{R}^{L \times N} \) with

\[
[G_{\varepsilon}]_{l,n} = g(\text{mod}(lT_s - \varepsilon - nT, T_p))).
\]

Further, \( \mu_{r^2} \in \mathbb{R}^N \) and \( \Sigma_{r^2} \in \mathbb{R}^{N \times N} \) are mean vector and covariance matrix after the squaring device, respectively, with

\[
[\mu_{r^2}]_n = \mathbb{E}
\begin{bmatrix}
n^2(nT) \\
r^2(iT) \end{bmatrix} = \sigma_{nn} + \mu_n^2
\]
\[
s_{i,j} = \mathbb{E}
\begin{bmatrix}
r^2(iT) \end{bmatrix}
\begin{bmatrix}
2 r^2(jT) - \mathbb{E}
\begin{bmatrix}
r^2(iT) \end{bmatrix}
\mathbb{E}
\begin{bmatrix}
r^2(jT) \end{bmatrix}
\end{bmatrix}
\]
\[
= \sigma_{i,i} \sigma_{j,j} + 2 \sigma_{i,j}^2 + 4 \mu_i \mu_j \sigma_{i,j} + \mu_i^2 \sigma_{j,j} + \mu_j^2 \sigma_{i,i} + \mu_i^2 \mu_j^2,
\]

where \( \mu_{i} \) is the \( i \)-th entry of \( \mu_r \) and \( \sigma_{i,j} \) is the \( (i,j) \)-th entry of \( \Sigma_r \).

The next step towards lower complexity is to neglect correlation in the elements of \( y \), i.e. approximating all off-diagonal entries of the covariance matrix with zero. The ML-rule is
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\[ \hat{\varepsilon}_{\text{Gauss,diag}} = \arg \min_{\varepsilon} \sum_{l=1}^{L} \frac{[y]^l - [\mu_{y,\varepsilon}]^l}{\Sigma_{y,\varepsilon}^l, l, l} \]
\[ = \arg \max_{\varepsilon} \sum_{l=1}^{L} \frac{[y]^l [\mu_{y,\varepsilon}]^l - [\mu_{y,\varepsilon}]^l}{\Sigma_{y,\varepsilon}^l, l, l} \]  

(5.13)

Moreover, if the variance of all output samples is approximated to be constant, i.e. \( \Sigma_{y,\varepsilon} \approx \sigma_y^2 I \), the estimator simplifies to

\[ \hat{\varepsilon}_{\text{Gauss,} \Sigma=I} = \arg \max_{\varepsilon} y^T \mu_{y,\varepsilon}. \]

(5.14)

This corresponds to correlation of the received samples with the expected value and is similar to the estimator proposed in [81].

The estimator can be further simplified by the approximation

\[ \mu_{y,\varepsilon} \approx [0, \ldots, 0, \mu_{k_0}, 0, \ldots, 0]^T \]

which yields

\[ \hat{\varepsilon}_{\max(y)/T} = \arg \max_{k} y^T[k - k_0]. \]  

(5.15)

In this case, the largest value of the receive vector is taken which might be the least complex timing estimation. This approach has been investigated in detail in [80].

5.6.2 Log-Normal Approximation

The log-normal distribution is the PDF of a random variable whose logarithm is normally distributed. The multivariate log-normal approximation of the PDF \( p_y(y|\varepsilon) \) is given by

\[ p_y(y|\varepsilon) \approx \frac{\exp \left( -\frac{1}{2} (\ln(y) - \zeta_\varepsilon)^T V_\varepsilon^{-1} (\ln(y) - \zeta_\varepsilon) \right)}{(2\pi)^{L/2} |V_\varepsilon|^{1/2} \prod_{l=1}^{L} y(lT_s + \varepsilon)}, \]

for \( y_l > 0 \) and 0 otherwise. This approximation corresponds to computing element-wise the logarithm of the generalized energy detector output and assuming this to be \( \mathcal{N}(\zeta_\varepsilon, V_\varepsilon) \) distributed [87]. The estimation rule based on the multivariate log-normal approximation
 yields 
\[ \hat{\varepsilon}_{\text{MV-LN}} = \arg \min_{\varepsilon} \ln(y) - \varepsilon^T V_{\varepsilon}^{-1}(\ln(y) - \varepsilon). \] (5.16)

The parameters \( \varepsilon_{\varepsilon} \in \mathbb{R}^L \) and \( V_{\varepsilon} \in \mathbb{R}^{L \times L} \) are given by

\[
[\varepsilon_{\varepsilon}]_l = \ln \left( \left| \mu_{y,\varepsilon} \right|_l \right) - \frac{1}{2} \ln \left( 1 + \frac{[\Sigma_{y,\varepsilon}]_{l,l}}{[\mu_{y,\varepsilon}]_l^2} \right)
\]

\[
[V_{\varepsilon}]_{i,j} = \ln \left( \frac{1 + [\Sigma_{y,\varepsilon}]_{i,j}}{[\mu_{y,\varepsilon}]_i [\mu_{y,\varepsilon}]_j} \right).
\]

Neglecting the correlation of the energy detector output samples, the distribution can be approximated by univariate log-normal. In this case, the estimation rule simplifies to

\[
\hat{\varepsilon}_{\text{LN}} = \arg \max_{\varepsilon} \sum_{l=1}^{L} \frac{-(\ln([\mu_{y}]) - [\varepsilon_{\varepsilon}])^2}{[V_{\varepsilon}]_{l,l}}.
\] (5.17)

An advantage of the log-normal approach is the very efficient approximation of the logarithm in a VLSI implementation.

### 5.7 Performance Results

This section presents the performance evaluation of the timing estimators. First, the performance is evaluated based on channel realizations drawn randomly from normal distribution with exponential power delay profile (PDP). Second, the performance is evaluated based on measured channel impulse responses (CIRs). As the figure of merit, we consider the root mean square (RMS) of the estimation error, which is obtained by Monte Carlo simulation. To find the ML-estimates, we perform an exhaustive search over \( \varepsilon \). This is done by discretizing the time shift with step size \( \Delta \), yielding \( \varepsilon_k = \Delta \cdot k \). The likelihood \( p_y(y|\varepsilon_k = \Delta \cdot k) \) is determined for all \( k = 1, \ldots, K \) with \( K = T_p/\Delta \). Then, \( \tilde{\varepsilon} \) is chosen corresponding to the largest likelihood value. Simulation results show that all estimators are unbiased.

System parameters are chosen as follows. The bandwidth is \( B = 3 \) GHz, using a center frequency of \( f_c = 4.5 \) GHz. The UWB pulses are band-limited and flat in frequency in the desired bandwidth from 3 GHz to 6 GHz. The pulse repetition period is chosen to be \( T_{\text{symb}} = 25 \) ns. The sampling frequency as well as the rate of the step size to discretize \( \varepsilon \) is
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1/\(T = 1/\Delta = 30\) GHz. For the estimation, the samples of one pulse repetition period \(T_{\text{symb}}\) are taken into account, i.e. the number of collected samples is \(L = T_{\text{symb}}/T_s\).

According to the model, the performance is evaluated for channel realizations drawn randomly from a distribution \(\mathcal{N}(0, \Sigma_h)\). The covariance matrix \(\Sigma_h\) is chosen correspondingly to an exponential PDP with RMS delay spread of 3 ns and band limitation to the spectrum from 3 to 6 GHz. The post-detection filter \(g(t)\) is chosen as a rectangular function with 1 ns duration and the sampling frequency at the output of the energy detector is set to \(1/T_s = 1\) GHz.

Fig. 5.8 shows the performance of the timing estimators (5.6) and (5.12)-(5.17). The RMS of the estimation error is plotted versus the signal-to-noise ratio \(E_p/N_0\), with \(E_p\) denoting the energy per pulse and \(N_0\) the noise power spectral density. The error is given in nanoseconds as well as meters, when assuming a propagation speed of \(c_0 = 3 \times 10^8\) m/s. For all estimators, the error of the timing estimate saturates for increasing \(E_p/N_0\) due to the remaining uncertainty in the channel. As expected, the performance increases with increasing estimator complexity. However, with this choice of integration window and sampling at the energy detector output, the correlation between the samples is low. Therefore, the estimators neglecting the correlations perform very similar to the ones considering the multivariate PDF. The log-normal approximation reaches nearly the performance of the estimator using the exact PDF. This shows that the energy detector output samples are well modeled by log-normal distribution in this case.

Second, the performance is evaluated for measured CIRs, cf. Fig. 5.9. Two different scenarios are chosen, one typical LOS situation and one non-line-of-sight (NLOS) situation.
in an indoor environment with rich multipath propagation. For each scenario, the parameters $\mu_\tilde{h}$ and $\Sigma_\tilde{h}$ are estimated from a set of 620 measured CIRs, that are obtained by moving the receiver over an area of $27 \times 56$ cm. The measurement setup and postprocessing is described in detail in [74]. For the timing estimation the channel is chosen randomly out of the set of measured CIRs. To omit the influence of path loss the energy of each CIR is normalized. To account for the low complexity requirements of the receiver, we choose now a first-order low-pass filter after the squaring device, i.e.

$$g(t) = e^{-t^2 \pi f_{\text{cutoff}}} \text{ for } t > 0 \text{ and } g(t) = 0 \text{ else},$$  

(5.18)

with cutoff frequency $f_{\text{cutoff}} = 300 \text{ MHz}$.

Some interesting observations can be made from the simulation results. For the LOS channel characteristics all timing estimators perform almost similar well. Only marginal improvement can be seen for more accurate modeling of the PDF in this case. In contrast, the NLOS scenario shows larger difference in performance for the different estimators. The estimate based on (5.15) shows as expected the worst performance and does not give anymore a reliable timing estimate. Also the estimator based on Gauss approximation with equal variance of all energy detector output samples shows very poor performance. Large improvement can be seen when the variance of the different energy detector output samples is taken into account, cf. (5.13). However, this performs almost equally well as the estimator that considers also the off-diagonal elements of the covariance matrix, cf. (5.12). Again, the estimators based on the log-normal approximation shows great performance.
5.8 Summary

Maximum likelihood estimators for timing estimation of the receive pulse for UWB impulse radio have been investigated. Based on the assumption of normally distributed channels, the PDF of the energy detector output is derived. Moreover, closed form approximation based on the normal and log-normal distribution are given. Performance evaluation shows that in LOS situations even low complexity timing estimation performs well. For NLOS scenarios the log-normal approximation shows promising results. Moreover, it is easy to implement by taking the logarithm of the energy detector output. Then, the values have to be scaled according to the variance and correlated with the expected value.
Chapter 6

Spectral Timing Estimation

In this chapter, we present a receiver structure for ToA estimation, which can be implemented with very low complexity and low power consumption. Standard approaches for ToA estimation of UWB pulses require very high speed A/D conversion, which makes them impractical for implementation. Although ToA estimation based on phase estimation of narrowband signals circumvents that problem, the estimation performance suffers strongly from multipath propagation. We propose to combine the advantages of both techniques by performing spectral estimation at the output of a UWB energy detection receiver. This system benefits from resolvability of multipath components due to a large signaling bandwidth, but requires only low sampling rates. The impact of bandwidth on the ToA estimation accuracy is derived analytically and a closed form approximation of the estimation variance for a multipath channel is given. Moreover, we present a performance evaluation based on measured channels and show that accuracy up to 20 cm can be reached in strong multipath environments.

6.1 Introduction

The state-of-the-art of UWB localization systems requires receivers that are too power hungry and complex for extensive mass-market deployment. In this chapter, we aim for a low complexity, low power and low cost positioning system that still offers reasonable localization accuracy, as it is necessary for location-aware wireless sensor networks. The typical application environment is indoor and is characterized by rather short distances of up to about 10 m.

1Parts of this chapter have been published in [43].
In terms of low complexity and power consumption, narrowband positioning systems, which are based on phase measurements, are the method of choice (e.g. [88], [89]). In an indoor environment, the multipath propagation is a major source of impairment however and leads to substantial positioning errors [19]. UWB positioning systems can resolve the multipath and are as such much more robust [17]. They require huge sampling rates however and are thus not directly suitable for our application regime. The key idea of this chapter is to combine aspects of narrowband and UWB positioning such that the advantages of both approaches are captured, see Fig. 6.1.

Before we summarize the contribution of the chapter, a short overview of related work in UWB and narrowband ToA estimation is given. For a comprehensive review of indoor position location techniques, the reader is referred to [19] and [17]. Reference [82] provides an overview of timing and ToA estimation for UWB receivers. In [20], the generalized maximum-likelihood estimator for the direct path in presence of multipath components is presented and analyzed. Reference [90] presents threshold-based ToA estimators. Even though these estimators are superior in terms of performance, they are impractical for implementation, because they require Nyquist sampling of the received signal. When using the whole UWB bandwidth according to FCC regulation this would require an ADC of at least 15 GHz sampling rate. As shown in the previous chapter, the sampling rate can be decreased by using noncoherent receivers. However, this still requires digital processing in the gigahertz range. In contrast to this, narrowband positioning systems based on phase measurements including carrier phase-based differential GPS (DGPS) can be implemented requiring ADC and digital processing only with about or less than 2 MHz sampling rate [89].
6.2 System Model

However, when applied in a multipath indoor environment the phase of the narrowband signal becomes random. The single multipath contributions are not resolvable which leads to substantial positioning errors.

In this chapter, we propose and analyze a hybrid system, which combines elements of UWB and narrowband positioning. We assume a UWB impulse radio (IR) source, which generates either a dedicated training sequence or a data signal. Thus, our system can be implemented either as stand-alone positioning system or as low complexity add-on to the communication in the UWB sensor network. For complexity reasons, we consider a non-data-aided ToA estimator without any channel state information. Specifically, the received signal is processed by the standard generalized energy detector front-end. In the add-on scenario, this front-end is present anyway for data detection. The ToA specific part of the receiver then consists of a narrowband quadrature demodulator, low-pass and low rate ADC. Our ToA estimator is based on the observation that the energy detector output signal has a periodic component and thus discrete spectral lines at multiples of the symbol frequency. The ToA estimate is deduced from the complex amplitude of the spectral line at symbol frequency. In this respect, the estimator is closely related to the classical square timing recovery [91].

Besides the basic idea to combine UWB and narrowband positioning, the main contribution of the chapter is an analysis of this estimator under multipath propagation. Simulation results of the estimator performance for simulated and measured channel impulse responses confirm the theory and highlight the improved multipath robustness.

The remainder of the chapter is structured as follows. In Section 6.2, the considered system model is described. In Section 6.3, the input/output relation of the proposed receiver structure is derived. The impact of multipath propagation is analyzed in Section 6.4. Simulation results on the estimator performance are given in Section 6.5.

6.2 System Model

We consider a radio transmitter that transmits a sequence of modulated pulses \( p(t) \), i.e. in Fig. 6.2 we have

\[
b(t) = \sum_k \tilde{a}_k \delta(t - kT_p).
\]

The pulse repetition period is denoted by \( T_p \). For the add-on scenario the transmit symbols \( \tilde{a}_k \) carry the data stream. In the case of binary OOK, the mapping of the input bit to the
transmit symbol is given by \(0 \mapsto 0\) and \(1 \mapsto (\pm 1)\) with \(T_p = T_{symb}\). Note that the polarity of the \(1\)-symbol is chosen randomly to avoid discrete spectral lines in the transmit signal spectrum. Otherwise, the FCC rules for UWB could not be exploited to the full extent.

For BPPM in turn each input bit corresponds to two output symbols, i.e. we use the mapping \(0 \mapsto (\pm 1, 0)\) and \(1 \mapsto (0, \pm 1)\) with \(T_p = T_{symb}/2\). We again use random pulse amplitudes \((\pm 1)\), which are independent and identically distributed (i.i.d.) such that \(E[\tilde{a}_k] = 0\) and spectral lines are avoided. For the stand-alone scenario the symbols \(\tilde{a}_k\) do not carry a data stream and are i.i.d. for the same reason. Note that in all cases the ToA estimator does not require knowledge of the transmit symbols \(\tilde{a}_k\).

The transmit signal is given by

\[
s(t) = \sum_{k=-\infty}^{\infty} \tilde{a}_k p(t - kT_p),
\]

which is transmitted over the propagation channel with delay \(\varepsilon\) and impulse response \(h(t)\).

At the receiver, the signal is perturbed by additive white Gaussian noise \(w(t)\). First, the signal is processed by the generalized energy detection receiver. It consists of the bandpass filter, a squaring device and a post detection filter with impulse response \(g(t)\). The output \(y(t)\) is then downconverted by mixing with frequency \(1/T_p\). Note that all this processing can be done in analog with low complexity. In the digital part, the complex value of the DC \((f = 0)\) component of the low-pass output is estimated. Thus, the sampling rate of the ADC is determined by the desired number of ToA estimates per second. It is independent of other system parameters, in particular the pulse rate and the system bandwidth.

The ToA estimate is obtained by computing the phase according to

\[
\hat{\varepsilon} = -\frac{T_p}{2\pi} \arg(z), \tag{6.1}
\]

where \(\arg(\cdot)\) gives the argument of the complex number. For the analysis of the ToA estimation, we impose the following assumptions:
6.3 Input Output Relation

- The local oscillator can produce the exact frequency $1/T_p$ and does not suffer from any phase noise or frequency offset.
- There is no interference from other nodes or other wireless systems.
- The base pulse $p(t)$ and impulse responses of $g(t)$, the bandpass and low-pass are even, i.e. their spectra are real.

Once the ToA is estimated from different anchors, the nodes can determine their position from the pseudo-ranges by joint position and clock-offset estimation, see Section 5.1.3.

6.3 Input Output Relation

First, we derive the input/output relation of the considered receiver structure. The signal at the output of the bandpass filter is given by

$$r(t) = \sum_{k=-\infty}^{\infty} \tilde{a}_k q(t - kT_p) + n(t),$$

where $n(t)$ denotes the band-limited noise and $q(t)$ the receive base pulse, which comprises transmit pulse shape, delay $\varepsilon$, channel impulse response, and bandpass filter.

After squaring and post-detection filtering by the filter with impulse response $g(t)$, we obtain the signal $y(t)$. An example of such a signal is shown in Fig. 6.3 together with its magnitude spectrum $Y(f)$. The signal $y(t)$ consists of a periodic component $y_P(t)$ and a non-periodic component $y_{NP}(t)$, i.e. $y(t) = y_P(t) + y_{NP}(t)$. The periodic component $y_P(t)$ yields the discrete spectral lines, which we are interested in. It is given by

$$y_P(t) \triangleq E[y(t)] = E\left[g(t) * \left(\sum_{k=-\infty}^{\infty} \tilde{a}_k q(t - kT_p) + n(t)\right)^2\right] = g(t) * \sum_{k=-\infty}^{\infty} E[\tilde{a}_k^2] \cdot q^2(t - kT_p) + \sigma_g^2,$$

(6.2)

where the constant mean of the squared noise term is denoted by $\sigma_g^2$. Eq. (6.2) holds if at least one of the following conditions applies:

i) $E[\tilde{a}_k \tilde{a}_l] = \delta[k - l]$,  

(6.3)

ii) $q(t) \cdot q(t - kT_p) = 0, \forall k \neq 0$.  

(6.4)
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Fig. 6.3: Example of energy detector output signal $y(t)$ and magnitude spectrum $Y(f)$.

The first condition holds for both the add-on and the stand-alone scenario, if the symbol mapping is done as described in Section 6.2. Eq. (6.4) implies non-overlapping receive impulses, i.e. no inter-pulse interference is considered. This condition is frequently met in low to medium data rate systems (pulse period much larger than pulse duration) as they are typical for wireless sensor networks.

The non-periodic component $y_{NP}(t)$ is due to the additive noise and the random transmit symbols $\tilde{a}_k$. It causes an increase of the estimation error variance. Note that this effect can be controlled by the low-pass filter bandwidth. In contrast, the estimation error due to the multipath propagation is independent of the filter bandwidth. For this reason we focus on the multipath scenario in the sequel and assume $y_{NP}(t) = 0$ and $\sigma_g^2 = 0$. As our positioning system is based on the periodic component, we will analyze the impact of multipath propagation on $y_P(t)$ and on the estimator performance.

In frequency domain, the energy detector output (6.2) can then be written equivalently

$$Y(f) = G(f) \frac{1}{T_p} \sum_{k=-\infty}^{\infty} c_k \delta \left( f - \frac{k}{T_p} \right),$$

where $G(f)$ denotes the transfer function of the post-detection filter and $c_k$ the Fourier series
coefficients with value
\[ c_k = \int_{-\infty}^{\infty} Q(\nu) Q\left(\frac{k}{T_p} - \nu\right) d\nu. \]

The spectrum of the equivalent receive base pulse \( q(t) \) is denoted by \( Q(\nu) \).

Downconversion and low-pass filtering cuts out the Fourier coefficient \( c_1 \). The spectrum is then given by
\[ Z(f) = G\left(\frac{1}{T_p}\right) \frac{1}{T_p} \delta(f) \int_{-\infty}^{\infty} Q(\nu) Q\left(\frac{1}{T_p} - \nu\right) d\nu \]
or in time domain
\[ z(t) = G\left(\frac{1}{T_p}\right) \frac{1}{T_p} \int_{-\infty}^{\infty} Q(\nu) Q\left(\frac{1}{T_p} - \nu\right) d\nu. \] (6.5)

### 6.4 Multipath Environment

This section presents a thorough analysis of the ToA estimator according to (6.1) in an environment with multipath propagation. In particular, the impact of the bandwidth of the base pulse on the multipath distortion is investigated.

First, we consider the situation that the system is applied in a direct LOS situation between transmitter and receiver antenna, i.e. without any multipath components. In this case, the channel induces only the desired delay of the transmit signal due to the time-of-flight according to the distance. Hence, the impulse response of the channel is given by
\[ h_{\text{LOS}}(t) = \alpha_0 \cdot \delta(t), \]
where \( \alpha_0 \) denotes the attenuation of the radio signal. Together with the delay \( \varepsilon \), the receive pulse becomes
\[ q_{\text{LOS}}(t) = \alpha_0 \tilde{p}(t - \varepsilon), \]
where \( \tilde{p}(t) \) denotes the bandpass filtered transmit pulse \( p(t) \). In frequency domain, we have
\[ Q_{\text{LOS}}(f) = \alpha_0 e^{-j2\pi f \varepsilon} \tilde{P}(f). \]
Substitution into (6.5) leads to

\[ z_{\text{LOS}}(t) = G \left( \frac{1}{T_p} \right) \frac{1}{T_p} \int_{-\infty}^{\infty} \alpha_0 e^{-j2\pi \nu \epsilon} \tilde{P}(\nu) \cdot \alpha_0 e^{-j2\pi \epsilon T_p} + j2\pi \nu \epsilon \tilde{P} \left( \frac{1}{T_p} - \nu \right) d\nu \]

\[ = G \left( \frac{1}{T_p} \right) \frac{\alpha_0^2}{T_p} e^{-j2\pi \epsilon T_p} \int_{-\infty}^{\infty} \tilde{P}(\nu) \tilde{P} \left( \frac{1}{T_p} - \nu \right) d\nu. \]

By assumption, the spectrum \( \tilde{P}(f) \) of the bandpass filtered transmit pulse is real. The phase gives then the desired result:

\[ \arg z_{\text{LOS}}(t) = -2\pi \frac{\epsilon}{T_p} + 2\pi \kappa, \quad \kappa \in \mathbb{Z}. \]

This way, the timing estimator according to (6.1) is motivated. The ambiguity with \( \kappa \) translates to the ranging ambiguity of \( T_p \cdot c \).

### 6.4.1 Channel Model

We apply now a channel modeling approach with one direct LOS path and \( M_p \) paths from scatterers or reflectors. Hence, the channel impulse response is given by

\[ h(t) = \sum_{n=0}^{M_p} \alpha_n \delta(t - \gamma_n), \quad (6.6) \]

where \( \alpha_n \) denote the path gain corresponding to the \( n \)-th path. The path delays\(^2\) \( \gamma_n \) are aligned to the LOS-path, which has the index 0, i.e. \( \gamma_0 = 0 \) and \( \gamma_n \geq 0 \) for \( n = 1, \ldots, M_p \). The receive pulse is then given by

\[ q(t) = \sum_{n=0}^{M_p} \alpha_n \tilde{p}(t - \epsilon - \gamma_n). \]

\(^2\)Note that (6.6) is in line with the definition in Section 5.1.2 for \( \gamma_n := \tau_n - \tau_0 \) and \( \epsilon = \tau_0 + T_0 \). To keep the notation as short as possible, we prefer to use \( \gamma_n \) instead of \( \tau_n - \tau_0 \).
6.4.2 Transmit Pulse

For the ease of analysis, we choose the transmit base pulse as an ideal low-pass signal. The spectrum of the base pulse is thus given by

\[ \hat{P}(f) = \begin{cases} \frac{1}{\sqrt{B}} & \text{for } -\frac{B}{2} < f < \frac{B}{2} \\ 0 & \text{else.} \end{cases} \]  

(6.7)

Certainly, this low-pass signal is not practical for radio transmission. However, extension of this analysis to bandpass transmit pulses is straightforward and leads to the same result, but expressions become lengthy then. This can also be seen by using an equivalent baseband model for the channel.

6.4.3 Estimation Bias and Variance

Given the path delays of the multipath components are uniformly i.i.d. within the pulse repetition period and the path gains are normally i.i.d. with zero mean and variance \( \sigma_\alpha^2 \), i.e.

\[ \gamma_n \sim \mathcal{U}(0, T_p) \text{ and } \alpha_n \sim \mathcal{N}(0, \sigma_\alpha^2) \]

for \( n = 1, \ldots, M_p \) and the LOS-path corresponds to the parameter doublet with index 0, i.e.

\( \gamma_0 = 0 \) and \( \alpha_0 = \text{const.} \),

then the estimation bias is given by

\[ \mathbb{E}_{\alpha, \gamma}[\hat{\varepsilon}] \approx -\frac{T_p}{2\pi} \arg \mathbb{E}[z(t)] = \varepsilon \mod T_p \]

and the expected estimation error by

\[ \text{Var}_{\alpha, \gamma}[\hat{\varepsilon}] \approx \left( \frac{T_p}{2\pi} \right)^2 M_p \frac{\alpha_0^4}{\sigma_\alpha^4} \left( 3 \frac{M_p}{2} \sigma_\alpha^4 + \frac{(M_p - 1)\sigma_\alpha^4}{BT_p} + \frac{2\alpha_0^2\sigma_\alpha^2}{(BT_p)^2} \right). \]  

(6.8)

This shows that the estimator is approximately unbiased for the considered channel model. Additionally, an approximation of the estimation error is given, which shows the impact of signaling bandwidth. The approximation holds for a high LOS to multipath ratio, i.e. \( \alpha_0^2 \gg \sigma_\alpha^2 \), and if either the pulses are unmodulated or do not overlap (6.4).

This is derived as follows: Substituting the spectrum of the low-pass base pulse (6.7) into
(6.5) yields at the output of downconversion

\[ z(t) = G \left( \frac{1}{T_p} \right) \frac{1}{T_p} \int_{-\infty}^{\infty} e^{-j2\pi \nu \varepsilon} H(\nu) \tilde{P}(\nu) e^{-j2\pi \frac{\nu}{T_p} + j2\pi \nu \varepsilon} H \left( \frac{1}{T_p} - \nu \right) \tilde{P} \left( \frac{1}{T_p} - \nu \right) d\nu \]

\[ = G \left( \frac{1}{T_p} \right) \frac{1}{T_p B} e^{-j2\pi \frac{\nu}{T_p}} \int_{-\frac{B}{2} + \frac{1}{T_p}}^{\frac{B}{2}} H(\nu) H \left( \frac{1}{T_p} - \nu \right) d\nu, \quad (6.9) \]

since

\[ \tilde{P}(\nu) \tilde{P} \left( \frac{1}{T_p} - \nu \right) = \begin{cases} \frac{1}{B} & \text{for } -\frac{B}{2} + \frac{1}{T_p} < \nu < \frac{B}{2} \\ 0 & \text{else.} \end{cases} \]

The integral in (6.9) can be written as a sum, if the signal \( r(t) \) at the input of the squarer is periodic. Motivation for this assumption is that for a rather low bandwidth it is reasonable to transmit unmodulated pulses (narrowband case), i.e. \( \tilde{a}_k = \text{const.} \) For a high bandwidth (UWB), the overlapping of the pulses (intersymbol interference) is negligible. For both cases the following approximation holds with equality

\[ \int_{-\frac{B}{2} + \frac{1}{T_p}}^{\frac{B}{2}} H(\nu) H \left( \frac{1}{T_p} - \nu \right) d\nu \approx \frac{1}{T_p} \sum_{l=-\left[\frac{T_p B}{2}\right]}^{\left[\frac{T_p B}{2}\right] + 1} H \left( \frac{l}{T_p} \right) H \left( \frac{1}{T_p} - \frac{l}{T_p} \right). \]

To get rid of the floor and ceil operation in the index boundaries and to simplify notation, we assume (without loss of generality) \( \frac{T_p B}{2} \in \mathbb{N} \). Substituting now the spectrum of the channel impulse response (6.6) leads to

\[ z(t) \approx G \left( \frac{1}{T_p} \right) \frac{1}{T_p B} e^{-j2\pi \frac{\nu}{T_p}} \sum_{n=0}^{M_p} \sum_{m=0}^{M_p} \alpha_n \alpha_m e^{-j2\pi \frac{1}{T_p} \gamma_m} \sum_{l=-\frac{T_p B}{2} + 1}^{\frac{T_p B}{2}} e^{-j2\pi \frac{1}{T_p} (\gamma_n - \gamma_m) l}. \]

The sum over \( l \) in the last term can be simplified with the identity

\[ \sum_{l=-\frac{T_p B}{2} + 1}^{\frac{T_p B}{2}} e^{-j2\pi \frac{1}{T_p} (\gamma_n - \gamma_m) l} = \begin{cases} T_p B e^{-j \frac{\pi}{T_p} (\gamma_n - \gamma_m)} \sin(\pi (\gamma_n - \gamma_m) B) & \text{for } \gamma_n - \gamma_m = kT_p, \forall k \in \mathbb{Z} \\ e^{-j \frac{\pi}{T_p} (\gamma_n - \gamma_m)} \sin \left( \frac{\pi (\gamma_n - \gamma_m) B}{T_p} \right) & \text{else.} \end{cases} \]
The output $z(t)$ can then be written compactly in matrix notation:

$$z(t) = \alpha^T \Gamma \alpha \cdot e^{-j2\pi \frac{\epsilon}{T_p}}, \quad (6.10)$$

where $\alpha = [\alpha_0, \ldots, \alpha_{M_p}]^T$ and

$$\Gamma = \begin{bmatrix}
    1 & \Gamma_{0,1} & \cdots & \Gamma_{0,M_p} \\
    \Gamma_{1,0} & e^{-j2\pi \frac{\gamma_1}{T_p}} & \cdots & \vdots \\
    \vdots & \ddots & \ddots & \Gamma_{(M_p-1),M_p} \\
    \Gamma_{M_p,0} & \cdots & \Gamma_{M_p,(M_p-1)} & e^{-j2\pi \frac{\gamma_{M_p}}{T_p}}
\end{bmatrix} \cdot \frac{G(\frac{1}{T_p})}{T_p}$$

with

$$\Gamma_{n,m} = \frac{1}{T_p B} e^{-j\pi \frac{1}{T_p} (\gamma_n + \gamma_m)} \sin \left( \pi (\gamma_n - \gamma_m) B \right) \sin \left( \pi (\gamma_n - \gamma_m) \frac{1}{T_p} \right).$$

**Estimation Bias:** Linearization of $\arg(\cdot)$ yields for small variances

$$E[\arg z(t)] \approx \arg E[z(t)].$$

Using (6.10), the phase of the expectation of the downconversion output $z(t)$ can be written as

$$\arg E[z(t)] = \left( \arg e^{-j2\pi \frac{\epsilon}{T_p}} + \arg E_{\alpha,\gamma} \left[ \alpha^T \Gamma \alpha \right] \right) \mod 2\pi.$$

The expectation of the quadratic form yields

$$E_{\alpha,\gamma} \left[ \alpha^T \Gamma \alpha \right] = E_{\gamma} \left[ E_{\alpha} \left[ \alpha^T \Gamma \alpha \right] \right]$$

$$= E_{\gamma} \left[ E_{\alpha} \left[ \text{Tr} \left( \alpha^T \Gamma \alpha \right) \right] \right]$$

$$= E_{\gamma} \left[ E_{\alpha} \left[ \text{Tr} \left( \Gamma \alpha \alpha^T \right) \right] \right]$$

$$= E_{\gamma} \left[ \text{Tr} \left( \Gamma \text{Cov}[\alpha] + \Gamma E[\alpha] E[\alpha]^T \right) \right]$$

$$= E_{\gamma} \left[ \text{Tr} \left( \Gamma \text{Cov}[\alpha] \right) + E[\alpha]^T \Gamma E[\alpha] \right]$$

$$= \text{Tr} \left( E_{\gamma}[\Gamma] \text{Cov}[\alpha] \right) + E[\alpha]^T E_{\gamma}[\Gamma] E[\alpha], \quad (6.11)$$
where we used \( \mathbb{E} [ \text{Tr} (A) ] = \text{Tr} (\mathbb{E} [A]) \) and \( \text{Tr} (ABC) = \text{Tr} (CAB) \). Further, we have

\[
\mathbb{E} [\alpha] = [\alpha_0, 0, \ldots, 0]^T \tag{6.12}
\]

and

\[
\text{Cov}[\alpha] = \text{diag} \left( [0, \sigma_\alpha^2, \ldots, \sigma_\alpha^2]^T \right). \tag{6.13}
\]

The expectation of \( \Gamma \) with respect to \( \gamma \) yields

\[
\mathbb{E}_\gamma [\Gamma] = \text{diag} \left( [1, 0, \ldots, 0]^T \right) \frac{G \left( \frac{1}{T_p} \right)}{T_p}. \]

Substituting this, the value of (6.11) then computes to

\[
\mathbb{E}_{\alpha,\gamma} [\alpha^T \Gamma \alpha] = \alpha_0^2 \frac{G \left( \frac{1}{T_p} \right)}{T_p}.
\]

Since it is assumed that the transfer function of the post detection filter \( g(t) \) is real, it follows

\[
\arg \mathbb{E}_{\alpha,\gamma} [\alpha^T \Gamma \alpha] = 0
\]

and further

\[
\arg \mathbb{E} [z(t)] = \frac{2\pi}{T_p} (\varepsilon \mod T_p).
\]

Thus, the estimator is approximately unbiased for this channel model.

**Error Variance:** Applying again linearization of \( \arg (\cdot) \) yields for \( \alpha_0^2 \gg \sigma_\alpha^2 \) for the expected estimation error

\[
\text{Var}_{\alpha,\gamma} [\hat{\varepsilon}] = \left( \frac{T_p}{2\pi} \right)^2 \text{Var} [\arg \alpha^T \Gamma \alpha]
\]

\[
\approx \left( \frac{T_p}{2\pi} \right)^2 \mathbb{E} \left[ \text{Im} \left\{ \alpha^T \Gamma \alpha \right\}^2 \right] \frac{1}{|\mathbb{E} [\alpha^T \Gamma \alpha]|^2}.
\]
6.4 Multipath Environment

The second moment of the imaginary part of the quadratic form $\alpha^T \Gamma \alpha$ can be written as

$$E_{\alpha,\gamma} \left[ \left( \alpha^T \text{Im} \{\Gamma\} \alpha \right)^2 \right] = E_{\alpha,\gamma} \left[ \left( \alpha^T \text{Im} \{\Gamma\} \alpha \right)^2 \right]$$

$$= E_{\gamma} \left[ \text{Var}_\alpha \left[ \alpha^T \text{Im} \{\Gamma\} \alpha \right] \right]$$

$$= E_{\gamma} \left[ 2 \text{Tr} \left( \text{Im} \{\Gamma\} \text{Cov}[\alpha] \right)^2 \right]$$

$$+ E_{\gamma} \left[ 4 \text{E}[\alpha]^T \text{Im} \{\Gamma\} \text{Cov}[\alpha] \text{Im} \{\Gamma\} \text{E}[\alpha] \right],$$

where we used Theorem 5.2c from [92] to obtain the variance of the quadratic form. With (6.12) and (6.13) follows

$$E_{\alpha,\gamma} \left[ \left( \alpha^T \text{Im} \{\Gamma\} \alpha \right)^2 \right] = 2 \sigma^4 \alpha \sum_{n=1}^{M_p} \sum_{m=1}^{M_p} E_{\gamma} \left[ \text{Im} \{\Gamma_{n,m}\}^2 \right] + \sum_{n=1}^{M_p} E_{\gamma} \left[ \text{Im} \{\Gamma_{n,n}\}^2 \right] +$$

$$+ 4 \alpha_0^2 \sigma^2 \alpha \sum_{m=1}^{M_p} E_{\gamma} \left[ \text{Im} \{\Gamma_{0,m}\}^2 \right].$$

The expectation with respect to $\gamma$ computes to:

i) For $n = m$:

$$E_{\gamma} \left[ \text{Im} \{\Gamma_{n,n}\}^2 \right] = E_{\gamma} \left[ \left( \frac{G}{T_p} \sin \left( 2\pi \frac{\gamma_n}{T_p} \right) \right)^2 \right] = G^2 \left( \frac{T_p}{2T_p^2} \right)$$

(6.14)

ii) For $n \neq m$:

$$E_{\gamma} \left[ \text{Im} \{\Gamma_{n,m}\}^2 \right] = E_{\gamma} \left[ \left( \frac{G}{T_p^2 B} \frac{\sin(\pi(\gamma_n + \gamma_m) \frac{1}{T_p}) \sin(\pi(\gamma_n - \gamma_m) \frac{1}{T_p})}{\sin(\pi(\gamma_n - \gamma_m) \frac{1}{T_p})} \right)^2 \right]$$

$$= G^2 \left( \frac{T_p}{2T_p^2 B} \right)$$

(6.15)

iii) For $n = 0 \neq m$:

$$E_{\gamma} \left[ \text{Im} \{\Gamma_{0,m}\}^2 \right] = E_{\gamma} \left[ \left( \frac{G}{T_p^2 B} \sin(\pi \gamma_m \frac{1}{T_p}) \right)^2 \right] = G^2 \left( \frac{T_p}{2T_p^2 B^2} \right)$$

(6.16)

3If $y$ is $N(\mu, \Sigma)$, then

$$\text{Var} \left[ y^T Ay \right] = 2 \text{Tr} \left[ (A \Sigma)^2 \right] + 4 \mu^T A \Sigma A \mu.$$
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The derivation of the integral expressions to evaluate the expectations is given in Appendix A. Collecting terms yields

$$
E \left[ \frac{\text{Im} \{ \alpha^T \Gamma \alpha \}^2}{|E \{\alpha^T \Gamma \alpha \}|^2} \right] = M_p \alpha_0 \left( \frac{3}{2} \sigma_\alpha^4 + \frac{(M_p - 1) \sigma_\alpha^4}{B T_p} + \frac{2 \alpha_0^2 \sigma_\alpha^2}{(B T_p)^2} \right)
$$

and finally leads to (6.8).

Expression (6.8) shows the influence of the bandwidth of the transmit pulse on the estimation accuracy. The higher the bandwidth of the transmit pulse, the better becomes the ranging accuracy. However, there is an error floor that is determined by the term $\frac{3}{2} \sigma_\alpha^4$, which is independent of $B$. The second term scales with $\frac{1}{B T_p}$ and corresponds to overlap of the multipath terms. The higher the bandwidth, the shorter are the pulses and therefore the probability of overlap decreases. The third term scales with $\frac{1}{(B T_p)^2}$ and is related to the overlap of multipath components with the LOS path.

### 6.5 Performance Results

This section presents the performance analysis of the proposed ToA estimator. First, the estimation error according to (6.8) is compared to Monte Carlo simulation. Second, the estimation error and bias is evaluated for a rich multipath indoor environment based on measured...
channel impulse responses. The pulse repetition frequency has been chosen to $\frac{1}{T_p} = 50$ MHz, i.e. the uncertainty window is 6 m. This would be an adequate value e.g. for motion tracking in an indoor environment. As figure of merit, we consider the root mean square of the estimation error.

Fig. 6.4 depicts the influence of the bandwidth of the transmit pulse according to (6.8). The RMS is plotted for different values of $\sigma_\alpha$ and number of scatterers $M_p$. The magnitude of the direct LOS path is set to $\alpha_0 = 1$. The solid lines correspond to the analytical result and show very good matching compared to the Monte Carlo simulation (markers) for sufficiently small $\sigma_\alpha$. This validates the approximations in Section 6.4 in the derivation of the expected estimation error. The result shows how the positioning accuracy increases with increasing bandwidth. In particular, the $\frac{1}{B}$-scaling of the estimation error can be seen in Fig. 6.4 for the small value of $\sigma_\alpha$. However, the estimation accuracy saturates at a certain error floor, which is given by the bandwidth independent term in (6.8).

For the performance evaluation based on measured channel impulse responses two different scenarios are chosen: a typical LOS situation and a non-LOS situation in an indoor environment with rich multipath propagation. Fig. 6.5 shows the estimation bias versus bandwidth and Fig. 6.6 the RMS based on 8820 LOS measurements and 5020 non-LOS measurements for bandpass signaling with center frequency $f_c = 4.5$ GHz. We used the same measurement setup and postprocessing as in Section 3.5.2 with the floor plan shown in Fig. 3.14 on Page 47. The regions 1-14 are combined to the LOS case and the regions 15-22 to the non-LOS scenario.
The results show that the estimation bias is small for a sufficient bandwidth. For the LOS situation, the positioning error saturates at about 20 cm compared to 30 cm for the non-LOS case. However, for a low signaling bandwidth, the estimation performance is very poor. The upper limit of the y-axis in Fig. 6.6 is set to $\sqrt{3} \approx 1.73$ m, which would correspond to the RMS of uniformly distributed guessing in the uncertainty window of 6 m. This shows that in this environment the phase of narrowband signals is almost useless for positioning and narrowband systems would not give a reliable position estimate. In contrast, when using UWB pulses with a bandwidth of 2 GHz or more the systems performance is improved substantially.

### 6.6 Summary

Low complexity position estimation based on UWB energy detection and spectral estimation has been presented and analyzed. Moreover, the influence of the bandwidth is investigated and a closed form approximation of the estimation variance is presented. Performance evaluation based on measured channel impulse responses show that up to 20 cm accuracy can be reached.
Chapter 7

Radar Imaging based Multipath Delay Prediction

Communication and localization in UWB sensor networks can strongly benefit from a priori channel knowledge. The communication can efficiently be optimized based on the location of the nodes to save channel estimation overhead and feedback. The position estimation can be improved when the distribution of the channel is known. However, both require a database with the mapping from locations to channel statistics. In the following two chapters, which are the third part of this thesis, we present and verify an efficient way to obtain this database.

In this chapter\(^1\), we propose a radar imaging based approach to predict the channel for an arbitrary position. This is done in three steps: First, a radar image of the environment is created using measured training data. The training data can easily be obtained from channel estimates in a UWB sensor network with mobile nodes. The radar image contains the strong reflectors and scatterers in the environment. Specifically, a scattering coefficient map is generated, where the large synthetic aperture of the distributed and moving antennas is used. Second, the map is used to reconstruct path gains and path delays. Thus, the channel response is predicted for arbitrary transmitter and receiver positions. Finally, dominant multipath delays are extracted to suppress reconstruction errors and out-of-band noise. The proposed algorithm is validated by anechoic chamber measurements with controlled reflectors.

7.1 Introduction

Radar imaging enables a UWB sensor network to sense the environment. Every receive signal contains information about the surrounding area and the topology. Due to the high

\(^1\)Parts of this chapter have been published in [45].
bandwidth, the multipath components from strong scatterers or reflectors can be resolved with high accuracy. With a high density of nodes or with mobile nodes, a large amount of channel information can be collected. This allows to create an image of the surrounding area and to identify and locate objects that influence the radio propagation.

The information about the surrounding area enables pioneering applications of UWB sensor networks. Before we present the contribution of this chapter, we give a short overview on selected UWB imaging techniques. For a comprehensive literature overview, see [26] and the references therein. Generally, the imaging approaches can be divided into two groups, tomographic and radar-based systems.

In **tomographic imaging**, the object of interest is surrounded by sensors. The goal is to see inside this object and to reconstruct its internal properties. UWB tomographic imaging aims to obtain slices of the object of interest without destroying it. UWB imaging is a non-destructive testing method and for humans less harmful than x-ray scans. This leads to many promising applications in industry, medical, civil and security areas. A prominent example for UWB tomographic radar imaging is breast cancer detection, see [27].

The goal of **radar-based systems** is to determine the shape and location of an object. Usually, radar systems use directional antennas or large antenna arrays to scan the area of interest. In synthetic aperture radar (SAR) the echo waveforms are measured successively from different positions. A well-known application of UWB radar is through-wall imaging for disaster recovery. After a building collapse, the UWB radar can help to find trapped humans or cavities. In literature, it has been shown that human respiratory and heartbeat activity can be detected from the channel information [30, 93, 94]. Successful identification could be demonstrated through 30 cm thick walls. Other potential applications are vital signs surveillance systems for elderly people. The advantage of UWB systems is the preserved privacy compared to video systems.

In [95], a UWB radar-based human fall detection system is presented. It is shown that in a UWB body area network we can benefit from the multipath propagation and actually use reflectors and scatterers for human movement analysis and posture detection. Fall detection systems could save lives with an automatic emergency call in case of an accident, e.g. for elderly people or athletes. Specifically, wireless nodes attached to the body are considered. An algorithm is developed to track the movement of the human body and to perform fall detection. Assuming that the channel impulse response is measured successively in small time steps, the evolution of the multipath components give information about the movement of the person. To track the multipath delays, state space estimation is used and the corresponding Particle Filter and Kalman Filter are developed. Pattern recognition applied to the delay
trajectories make the detection of a fall possible. Simulations and real world measurements prove that the developed algorithms can detect a fall successfully, making it a promising secondary application of UWB body area networks.

When considering a UWB sensor network, the goal of imaging is to obtain a map of the environment with the scatterers and reflectors. The reconstruction algorithm generates the image from the measured channels and node positions. Standard reconstruction algorithms are known from seismic engineering and geophysics [29, 96]. The reconstruction problem was tackled in the early 1980’s to explore the earth’s subsurface by reflected seismic waves. Much research has been conducted in this field due to the lucrative business of in-ground resource exploration. Reflection seismology can be used to find and locate oil, coal or mineral reservoirs. The well-known reconstruction algorithms are derived from the wave equations and Huygen’s principle. Kirchhoff migration [97] is the most basic imaging principle. The reconstruction formula is given by

\[
U(x,y,z,0) = -\frac{1}{2\pi} \frac{\partial}{\partial z} \int \int \frac{U(x_0,y_0,0,z)}{r} \, dx_0 \, dy_0,
\]

where \(U(x,y,z,t)\) denotes the scalar wave field, \(c\) the propagation speed, and

\[
r = \sqrt{(x-x_0)^2 + (y-y_0)^2 + z^2}.
\]

With coincident transmitter and receiver the wave field holds \(U(x_0,y_0,0,t) = G(x_0,y_0,0,2t)\), where \(G(x_0,y_0,0,t)\) is the measured field data (impulse response) at position \([x_0, y_0]^T\). Literature proposes many UWB imaging approaches based on or modified from Kirchhoff migration, see e.g. [28, 98–100].

In [101], different UWB imaging reconstruction algorithms are compared and demonstrated. The framework is based on ray-optical propagation of the signals between transmitting and receiving antennas. Therefore, the channel impulse response for arbitrary environments can be generated by ray-tracing. A simulation toolbox is developed, including a graphical user interface to investigate the effect of the environment, node density and reconstruction scheme. The software allows to construct different scenarios and to compare the model with the reconstruction. This allows to evaluate the standard imaging algorithms and to get an intuition on the requirements and characteristics of UWB radar imaging.

In this thesis, we introduce UWB imaging as a method to predict the channel for arbitrary positions in a stationary environment from a set of training samples. The UWB channel depends on the surrounding objects and on the position of transmitter and receiver. The
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principle of the multipath delay prediction is based on the identification and localization of strong scatterers and reflectors. Once they are known, the expected multipath delay for arbitrary transmitter and receiver positions can be determined from the geometry. Specifically, multipath delay prediction makes use of UWB radar imaging techniques with distributed transmit and receive antennas and is based on a three step approach.

In the first step, a synthetic aperture radar image of the environment is generated based on training data. We use channel estimates measured at different receiver and transmitter positions as training data, which can be obtained from a UWB communication network with mobile nodes without additional costs. We propose to use a low complexity imaging algorithm to create a map of the scattering coefficients for the area of interest. This map gives information about the location and shape of strong reflectors and scatterers. The second step enables reconstruction of channel responses for arbitrary transmitter and receiver positions. The predicted channel response of new positions is synthesized from the radar image. Finally, we use WRELAX [83] to extract the dominant multipath delays of the predicted channel response. The contribution of this chapter can be summarized as follows:

- We provide an algorithm to predict multipath delays for arbitrary transmitter and receiver positions.
- We exploit synergies of UWB imaging, localization and communication. Sensing of the environment is proposed to improve position estimation by channel response reconstruction and a priori channel information for communication.
- The imaging and reconstruction algorithm is validated with anechoic chamber measurements with controlled reflectors.

The prediction of the channel based on the radar images has a number of very promising applications. The a priori channel information can be used for localization as well as communication. When considering geometrical localization techniques, such as ToA or AoA, the knowledge of the multipath can increase the position estimation accuracy to a great extent. In fact, the performance of ToA estimation degrades tremendously in harsh propagation environments. The reason for this is that the LOS path may not be distinguishable from multipath or may even not exist. This leads to high position estimation errors and biased results, when no a priori channel knowledge is available. Considering the Cramér-Rao lower bound for the unbiased position estimate as presented in [102], we observe that the squared position error even diverges when the separation of overlapping paths goes to zero. However, if channel information is available, the position estimation can profit from multipath components. An example for this is UWB position estimation with floor plan information [103]. It requires a priori knowledge of the propagation environment and the presence of strong reflectors.
Considering localization based on fingerprinting, UWB radar imaging based multipath delay prediction can be used to interpolate between training samples. Generally, the performance of location fingerprinting techniques depends on the accuracy of the training data. The positioning error is usually in the order of the distances of the training samples. Therefore, for high definition positioning, the number of required training samples grows large, which is expensive and impractical to obtain. In [39], location fingerprinting with UWB channel impulse responses has been introduced and investigated in detail. Several methods to obtain the \textit{a priori} distribution of the channel have been proposed. One approach is to select a parameterized distribution from a set of well-known distributions. In [39], this is done by Akaike’s information criterion and the parameters of the distribution are estimated according to the maximum likelihood. A promising approach is to assume Gaussian channel taps and to characterize the channel by the mean and covariance matrix. However, to obtain accurate parameter estimates, a large set of training samples is necessary. Therefore, [39] extends the parameter estimation with an efficient training phase. This method is based on a first order approximation of the path delays and path gains, see [104] for details. Thus, the expected delays and gains can be predicted for a small area. However, this still requires a large number of training samples and only moderate accuracy can be obtained. Although this method takes the geometry of transmitter and receiver into account, it does not consider the location and shape of reflectors and scatterers.

We present a method to obtain the \textit{a priori} knowledge of multipath delays, which is based on a radar image of the environment. Knowledge of multipath delays is of great benefit for geometric as well as fingerprinting based position estimation approaches. Considering ToA estimation, it helps to identify the LOS path and makes position estimation robust against multipath. For fingerprinting methods, multipath prediction can be used to efficiently interpolate between training samples and thus increase accuracy substantially.

The remainder of the chapter is structured as follows. Section 7.2 describes the system model and in Section 7.3 the imaging method to generate the scattering coefficient map is presented. The algorithm for channel response prediction is introduced in Section 7.4 and conclusions are drawn in Section 7.6.

7.2 System Setup and Problem Formulation

As in position estimation, we consider a UWB sensor network with anchor nodes and agent nodes. The anchor nodes are the cluster heads, i.e. stationary and their absolute position is
known with high accuracy. The agents are the sensor nodes, i.e. mobile and usually subject to position estimation. Here, we want to predict the multipath conditions for arbitrary agent positions.

Considering radio transmission from agent to anchors, the receive signal is modeled by

\[ r(t) = \sum_{n=0}^{M_n} \alpha_n s(t - \tau_n) + w(t), \]

where \( s(t) \) and \( w(t) \) denote transmit signal and noise, respectively. The smallest path delay \( \tau_n \) corresponds to the LOS path and dominant propagation paths are characterized by large path gains \( \alpha_n \). We denote the receive signal correlated with the transmit signal \( s(t) \) as channel response \( \psi(t) \), where \( s(t) \) preferably has a flat spectrum in the considered bandwidth.\(^2\)

The channel response depends on the position of the transmitting agent as well as on the position of the receiving anchor. Suppose an agent is moved through the coverage area of the considered network and the different anchors successively record channel responses. In combination with the position information of the anchor and agents, this forms a training data set. The training data set \( \mathcal{M} \) is defined as

\[ \mathcal{M} = \left\{ \psi^{(1)}(t), \mathbf{p}_{SN}^{(1)}, \mathbf{p}_{A}^{(1)}, \ldots, \psi^{(N)}(t), \mathbf{p}_{SN}^{(N)}, \mathbf{p}_{A}^{(N)} \right\}, \]

where \( \psi^{(k)}(t), \mathbf{p}_{SN}^{(k)} = [x_{SN}^{(k)}, y_{SN}^{(k)}]^T, \mathbf{p}_{A}^{(k)} = [x_{A}^{(k)}, y_{A}^{(k)}]^T \) denote channel response, transmitter position and receiver position for measurement number \( k = 1, \ldots, N \), respectively. Given the data set \( \mathcal{M} \), we want to find the delays of the dominant paths for an arbitrary agent position \( \mathbf{p}_{SN} \) and anchor position \( \mathbf{p}_{A} \). We assume a static environment and a constant velocity medium with propagation speed \( c = c_0 \), the speed of light in vacuum.

### 7.3 Scattering Coefficient Map of Environment

To generate an image of the environment we use synthetic aperture processing. We estimate the scattering coefficient \( \hat{\alpha}_M(r) \) for every point \( r \) in the coverage area of the considered network. The reconstruction algorithm is given by

\[ \hat{\alpha}_M(r) = \frac{1}{N} \sum_{k=1}^{N} R_1^{(k)}(r) R_2^{(k)}(r) \psi^{(k)} \left( \frac{R_1^{(k)}(r) + R_2^{(k)}(r)}{c} \right), \]

\(^2\)Without noise and with \( s(t) \) as bandpass pulse, the channel response corresponds to the bandpass-filtered channel impulse response, i.e. \( \psi(t) = h(t) \).
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where $R_1^{(k)}(r)$ and $R_2^{(k)}(r)$ correspond to the distance between point $r$ and agent and anchor, respectively. In the following, we consider the 2D case, i.e. $r = [x, y]^T$. The distances are then given by

$$R_1^{(k)}(x, y) = \sqrt{(x - x_{SN}^{(k)})^2 + (y - y_{SN}^{(k)})^2}$$

and

$$R_2^{(k)}(x, y) = \sqrt{(x - x_{A}^{(k)})^2 + (y - y_{A}^{(k)})^2}.$$  

The principle of the imaging algorithm is that each point $r_1 = [x_1, y_1]^T$ in the coverage area can be mapped to a delay in the channel responses. This delay depends on the agent and anchor positions and is determined by $\frac{1}{c}(R_1^{(k)}(r_1) + R_2^{(k)}(r_1))$. If we average now over many agent positions, path gains add up coherently in case of a reflector or scatterer and average out, if no object is present. To compensate the effect of path-loss, the channel response is scaled by the distances of the considered point to the transmitter and receiver. Hence, we asymptotically obtain a map of intensity and location of reflectors and scatterers. Note that the LOS component in the channel response does not correspond to a reflector or scatterer. Therefore, we substitute the LOS part of the channel responses $\psi^{(k)}(t)$ by zeros before generating the scattering coefficient map according to (7.1).

In geophysics and seismology, equation (7.1) is known as diffraction summation migration [96]. It is straightforward to extend the presented multipath delay prediction algorithm by other imaging techniques, such as Kirchhoff migration or finite difference methods for wave propagation and migration [29]. However, we omit this due to computational complexity, the distributed transmit and receive antenna and non-uniform measurement steps.

Fig. 7.1 shows the result of the imaging algorithm for a controlled environment in an anechoic chamber with two metallic reflectors. A picture of the setup is given in Fig. 7.2. The left hand side of Fig. 7.1 depicts the position of reflectors, anchor and agent. Channel responses have been measured in the bandwidth from 2 to 6 GHz, while the agent was moved on a horizontal 1 cm grid over an area of $0.28 \times 0.28$ cm. The measurement setup and successive postprocessing is described in detail in [39]. The right hand side of Fig. 7.1 shows the magnitude of the scattering coefficient map according to (7.1) based on $N = 840$ channel responses. The position and intensity of the two reflectors can be clearly determined.
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Fig. 7.1: Anechoic chamber measurements with two reflectors: setup (left) and magnitude of scattering coefficient map (right)

Fig. 7.2: Picture of anechoic chamber measurements with controlled reflectors (from [39]).
7.4 Channel Response Prediction

So far, we have extrapolated the time domain channel responses to the spatial dimension by generating a scattering coefficient map. Next, the spatial data is transformed to a channel response. The knowledge of the propagation environment enables to predict the channel response for an arbitrary position. This is done by synthesizing the channel response from the scattering coefficients with the corresponding delays. The predicted channel response \( \hat{\Psi}_{p_{\text{SN}},p_{\text{A}}} (f) \) in frequency domain with new transmitter and receiver position \( p_{\text{SN}} = [x_{\text{SN}}, y_{\text{SN}}]^T \) and \( p_{\text{A}} = [x_{\text{A}}, y_{\text{A}}]^T \) is given by:

\[
\hat{\Psi}_{p_{\text{SN}},p_{\text{A}}} (f) = \int_{x} \int_{y} \hat{\alpha}_M (x, y) e^{-j2\pi f R_1 (x, y)} \left( \frac{1}{R_1 (x, y)} R_2 (x, y) \right) dx dy, \tag{7.2}
\]

where \( R_1 (x, y) \) and \( R_2 (x, y) \) are the distances between \([x, y]^T\) and \( p_{\text{SN}} \) and \( p_{\text{A}} \), respectively. The delay of a scatterer at position \([x, y]^T\) with intensity \( \hat{\alpha}_M (x, y) \) leads to a phase shift depending on the distance to the receiver and transmitter position. The path loss is incorporated by appropriate scaling with the distance.

Finally, the dominant multipath components are extracted from \( \hat{\Psi}_{p_{\text{SN}},p_{\text{A}}} (f) \). This gives an estimate of the multipath delays as a function of the agent and anchor position. The \( \tilde{M}_p \)-strongest predicted multipath delays \( \hat{\tau}_l \) are obtained by:

\[
(\hat{\tau}_1, \ldots, \hat{\tau}_{\tilde{M}_p}) = \arg\min_{\hat{\alpha}_1, \ldots, \hat{\alpha}_{\tilde{M}_p}} \int_{-\infty}^{\infty} \left| \hat{\Psi}_{p_{\text{SN}},p_{\text{A}}} (f) - |S(f)|^2 \sum_{n=1}^{\tilde{M}_p} \hat{\alpha}_l e^{-j2\pi f \hat{\tau}_l} \right|^2 df,
\]

where \( S(f) \) denotes the Fourier transform of the transmit signal \( s(t) \). We propose to solve the optimization problem with WRELAX, see [83].

For the sake of computational complexity, we introduce sampling of the scattering coefficient map with spacing \( \Delta x \) and \( \Delta y \) and of the channel response with a sampling frequency \( f_s \). In discrete time, the channel response prediction (7.2) can then be approximated by

\[
\hat{\psi}_{p_{\text{SN}},p_{\text{A}}}[k] = \sum_{l} \sum_{m} \hat{\alpha}_M (x_l, y_m) \Delta x \Delta y \cdot \delta \left[ k - \frac{f_s}{c} (R_1 (x_l, y_m) + R_2 (x_l, y_m)) \right]
\]

where \( \delta[\cdot] \) denotes the Kronecker delta with the argument rounded to the nearest integer.

Fig. 7.3 shows a reconstructed channel response from the controlled anechoic chamber environment. The channel response corresponds to agent position \([0.018 \text{ m}, -2.177 \text{ m}]^T\),
Fig. 7.3: Reconstructed and measured channel response of controlled anechoic chamber environment with two reflectors which is marked by a red cross in Fig. 7.1. Additionally, the measured channel response at this position is plotted. Note that the measured channel response has not been used for the reconstruction, i.e. it was excluded from the training set to generate the scattering coefficient map. The reconstructed and the measured channel response fit very well. The reconstructed channel response does not contain the LOS path, since it does not originate from reflection or scattering.

7.5 Performance Evaluation of Multipath Prediction

To evaluate the accuracy of the multipath prediction, we compared all reconstructed with the measured channel impulse responses. For each position, the scattering coefficient map is generated without the considered measurement and the channel impulse response is reconstructed with the proposed algorithm. Subsequently, the two strongest multipath delays are extracted using WRELAX. The CDF of the path delay estimation error is shown in Fig. 7.4. The prediction error is evaluated in centimeter, i.e. 3 cm correspond to approximately 0.1 ns. It can be seen that the prediction error is in most cases much smaller than 1 cm. This is notable, since the measurements are taken on a 1 cm grid. Therefore, we conclude that the prediction algorithm can successfully interpolate between channel impulse responses and can be used to predict the channel. Note that the error floor with less than 5% of large estimation
errors is due to a wrong allocation of the multipath delays. In those cases, the first reflector is detected twice due to a small distortion of the pulse. However, the second reflector would be found as the next multipath delay. Thus, the large error is only due to the pairing problem of the delays and the predicted channel impulse response has still a good quality.

This can also be observed when looking at the correlation between the measured and reconstructed channel impulse response. Fig. 7.5 plots the correlation coefficient for all positions of the $29 \times 29$ cm grid. The correlation coefficient is defined by

$$
\rho_{\text{PSN-PA}} = \frac{\int_{-\infty}^{\infty} \hat{\psi}_{\text{PSN-PA}}(t) \cdot \psi_{\text{PSN-PA}}(t) dt}{\sqrt{\int_{-\infty}^{\infty} \hat{\psi}_{\text{PSN-PA}}^2(t) dt} \cdot \sqrt{\int_{-\infty}^{\infty} \psi_{\text{PSN-PA}}^2(t) dt}}.
$$

(7.3)

where $\hat{\psi}_{\text{PSN-PA}}(t)$ denotes the reconstructed channel impulse response including the LOS component. The LOS component is added to the reconstruction to make the results comparable. The scaling of the LOS component is chosen according to the energy of the measured channel impulse response. Alternatively, the scaling of the LOS component could be obtained from the distance between transmitter and receiver. However, to keep the evaluation simple, we assume the ratio of the energy of the LOS component and the energy of the remainder of the channel impulse response to be known.

Fig. 7.5 shows that the quality of the reconstructed channel impulse responses is high. In the center of the considered area, the correlation coefficient between reconstructed and measured channel impulse response is above 0.95. At the borders of the area, a correlation coefficient of about 0.8 can still be reached. However, we expect the correlation here to be
Fig. 7.5: Correlation coefficient of measured and reconstructed channel impulse responses lower due to the limited number of training data. Furthermore, note that the reconstructed channel impulse response may contain out of band components.

To verify the practicality of the imaging based multipath prediction for UWB sensor networks, we evaluated the performance of optimized communication with the predicted multipath. We consider the generalized energy detection receiver and apply the transmitter and receiver optimization according to Chapter 3. Again we assume the ratio of the energy of the LOS component and the remainder of the channel impulse response to be given. The BER is obtained by simulation and averaged over all positions and evaluated over $E_b/N_0$, where $E_b$ denotes the energy per bit and $N_0/2$ the power spectral density of the noise.

Fig. 7.6 shows the BER performance of transmitter optimization with reconstructed channel information. In this case, the receiver has a fixed post-detection filter, which is chosen as a first-order low-pass with cut-off frequency of 25 MHz. The curve marked with diamonds shows the performance of the optimization with multipath prediction. The transmit pulse is chosen according to the reconstructed channel impulse response that is generated excluding the measurement of the considered position. We use (3.10) for the optimization, where $H$ is substituted by the Toeplitz matrix with the reconstructed channel impulse response. For comparison, the dashed line shows the transmitter optimization with full channel knowledge, the curve marked with cycles the optimization with statistical channel knowledge, and the curve with squares the case without optimization. It can be seen, that the quality of the reconstruction is high and the loss compared to full channel knowledge is small. In fact, only about 0.5 dB increase in transmit power is necessary to compensate the missing
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channel knowledge. On the other hand, the multipath prediction shows improvement over statistical channel knowledge. The optimization with statistical channel knowledge is obtained by mSINR, i.e. based on the covariance matrix and mean of the channel according to (3.19). The covariance matrix and mean are estimated based on all $M_h = 841$ channel impulse responses. The optimized pulse, which is the same for all positions, leads to an average performance loss of almost 4dB compared to the reconstructed channel. The reason for the poor performance of the optimization with statistical channel knowledge is the structure of this sparse anechoic chamber channel. In this case, the optimization with statistical channel knowledge is not well suited and the optimization with multipath prediction performs much better. However, the optimization with statistical channel knowledge is still about 3dB better than without optimization, where an ideal bandpass pulse is sent.

Fig. 7.7 shows the average BER performance for receiver optimization with reconstructed channel knowledge. The different cases for the optimized generalized energy detector show only marginal deviations. The dashed line with squares corresponds to the optimization of the post-detection filter with full channel knowledge. It is obtained according to (3.12) with the real channel impulse response, i.e. the maximization the SINR with full channel knowledge. The same optimization is used for the line marked with diamonds, except that the reconstructed channel impulse response is used instead of the real one. Small improvement can be achieved when using the reconstructed channel impulse response in conjunction with the optimization for statistical channel knowledge, i.e. the curve marked with cycles. In this case, the post-detection filter is obtained by (3.21), where we used the reconstructed channel
impulse response as diagonal covariance matrix.

For comparison, the APDP receiver and the conventional energy detector (ED) with uniform integration window with 50 ns length are plotted. The ADPD is obtained by taking all $M_h = 841$ channel impulse responses into account. In addition to the non-coherent receivers, the two curves without markers show the performance for the case of a coherent detector. The dashed line uses the real channel impulse response and the solid line the reconstructed channel. The use of the reconstructed channel comes along with a loss of about 0.6 dB on average. Note that we apply an ideal bandpass filter on the receive signal to suppress the influence of out of band components in the reconstructed channel impulse response.

Overall, we observe in the simulations that the optimization with the predicted multipath performs only slightly worse than the case with full channel knowledge. The optimization shows always improvement compared to the case without optimization, where large gains can be obtained for receiver as well as transmitter optimization.

### 7.6 Conclusions

In this chapter, we have proposed to predict multipath delays with UWB imaging. Based on measured training data an image of the environment is generated. The image describes position and intensity of strong scatterers and reflectors. With this information, the strong multipath components can be predicted for arbitrary transmitter and receiver positions. Per-
formance evaluation based on a controlled anechoic chamber environment prove the feasibility of the presented approach. Strong multipath can be predicted within nanoseconds accuracy. Considering UWB localization, synergies with short-range imaging can be used to facilitate high definition positioning.
Chapter 8

Measurements and Experimental Results

This chapter presents measurements and experimental results to evaluate the performance of UWB communication, localization, and imaging in a unified framework. With the previous measurement systems and data, we were so far only able to evaluate isolated parts of the system. The channel measurements that we used in the previous chapters are not perfectly suited for the comprehensive combined evaluation of localization, communication and imaging in arbitrary environments. Therefore, we discuss two advanced measurement systems in this chapter: i) a high precision measurement system and ii) an integrated low-cost/high-speed measurement system. Both systems are designed to meet the requirements for the experimental verification and performance evaluation of the algorithms presented in this thesis. Based on an extensive measurement campaign, we evaluate the accuracy of radar imaging based multipath prediction in an office environment. Furthermore, we present a selection of performance comparisons for localization and communication for UWB sensor networks in this environment. This proves the feasibility and practicality of the presented algorithms in typical indoor propagation environments.

8.1 Introduction

So far, we studied communication and localization in UWB sensor networks and introduced a family of optimized transmission schemes and timing estimation algorithms. The proposed approaches use the synergy of localization and communication and exploit the location-aware channel information. The system design is inspired by the characteristics of the wireless channel for large bandwidths. The presented results lead to insights and show the limits of low complexity UWB communication. However, for a practical implementation it is very important to compare the performance of the system to conventional approaches in a real
world scenario. The benchmark should quantify the expected performance gains in typical use-cases and clearly identify the advantage of the system. A fair comparison is necessary, where all important figures of merit are covered. The best way for a practical performance assessment would be to implement the system and to try it out. However, this approach is very expensive and inflexible. For every parameter a new prototype would have to be built, which leads to high development costs.

Therefore, we evaluate the performance of the proposed schemes with computer simulation. This is a well-established approach and standard models are available. The digital signal processing can be done efficiently and analog circuits can be simulated with sufficient accuracy. This enables us to characterize the behavior of transmitter and receiver. However, special attention needs to be paid to the wireless channel. First, it is the basis of the system and the component that cannot be changed. On the other hand, it is very difficult to simulate, since it depends on the environment and on every object that is in the surrounding area.

A standard way to circumvent this problem are statistical channel models [105,106]. Some of the models are motivated by theory and others are derived from measurements. For narrowband communication, the common way of modeling the wireless channel is to scale the signal with a normally distributed random variable. This is motivated by the superposition of a large number of multipath components. With the assumption that the path gains are i.i.d. random variables, the central limit theorem leads to the normal distribution. This narrowband channel model can, however, not be used for UWB systems. With UWB, the multipath components are resolvable and do not add up. Instead, the delays of the multipath components have to be taken into account. Several methods have been proposed to characterize the distribution of the channel impulse response, see e.g. [107].

A common statistical UWB channel model is the Saleh-Valenzuela model [108], which assumes that the multipath components arrive in clusters. With the channel impulse response written as

\[ h(t) = \sum_{l=0}^{L} \sum_{k=0}^{K} \alpha_{k,l} \delta(t - T_l - \tau_{k,l}), \]

the cluster arrival times are given by \( T_l \) and the relative delays of the corresponding multipath by \( \tau_{k,l} \). The reasoning behind this model is that a large interacting object leads to a cluster with many single components from complex shapes in the vicinity. Moreover, the Saleh-Valenzuela model assumes that both cluster and relative delays are Poisson processes with two different arrival rates. The path gains \( \alpha_{k,l} \) are normally distributed with variances decaying exponentially with cluster and relative delay. Well-known implementations of the
Saleh-Valenzuela model are the standardized IEEE 802.15.3a and IEEE 802.15.4a channel models, which are defined in [109] and [110], respectively. The first one focuses on personal area networks and covers indoor environments with LOS and NLOS situations for up to 10m distance. The IEEE 802.15.4a channel model on the other hand includes further environments such as residential, office, outdoor, industrial, and body area networks, with each LOS and NLOS situations. The parameters of the models are obtained from extensive measurement campaigns. Realizations of channel impulse responses can be drawn according to the distributions defined in the standards.

The standardized statistical channel models are well suited to benchmark conventional UWB communication systems. Up to a certain extent, they can also be used to evaluate position estimation schemes. For instance, the randomly drawn channel impulse responses are commonly taken into account for the testing of ToA estimation algorithms. However, in our research we exploit the relationship between location and channel characteristics, which is not covered by the statistical channel models. Standard statistical channel models are not location-aware. Therefore, these models cannot be used for the performance assessment and are not suited for the presented algorithms. We require that the channel depends on the location and that the channel model is site-specific. For instance, this includes that strong multipath components can be related to objects and that there exists a relationship between location and channel characteristic.

One way to obtain a model that takes the surrounding area into account is ray-tracing. Ray-tracing is a high-frequency approximation of the wave propagation, i.e. it is assumed that objects are much greater than the wavelength. Scattering and diffraction are often included by point scatterers. Ray-tracing uses a model of the environment and determines the delay and attenuation for every object that leads to a multipath component. A reflection, e.g. of a wall, is computed by the assumption that the angle of incidence equals the angle of reflection. This way, the path lengths can be determined. Depending on the considered complexity, the ray-tracing can be restricted to single reflections, or additional higher order reflections can be taken into account. The used result of the ray-tracing is a set of multipath delays and gains that depend on the runtime of the rays and reflection coefficients of the considered objects. An implementation of ray-tracing for 2-D environments is presented e.g. in [101]. The advantage of the raytracing model is the easy study of the geometrical relationships between transmitter, receiver and surrounding objects. However, the ray-tracing model simplifies the propagation effects to a large extent and it is difficult to capture complex 3-D environments. Specifically, the main shortcomings of ray-tracing are:

- Frequency dependency of real materials is not taken into account.
• Indoor environments usually contain too many objects with too complex shapes to be captured in the model.
• The high frequency approximation does not hold for real surroundings.
• Near field and antenna effects are often not considered.

Therefore, the accuracy of ray-tracing is limited and the generated channel impulse responses may not coincide with the real channel impulse responses. In particular, most ray-tracing results underestimate the number of significant multipath components [106].

Due to the above reasons, the most suitable method to precisely predict the performance of joint UWB communication, localization and imaging algorithms is the computer simulation of transmitter and receiver based on measured channel impulse responses. So far, we used the channel measurement data from [74] and [39]. In this chapter, we present measurements and experimental results that complement the analysis of the presented algorithms. In Section 8.2, we discuss channel measurements in general and present two channel measurement systems with different objectives in Section 8.3 and 8.4. In Section 8.5, we describe an office environment measurement campaign and present selected performance results for imaging, localization and communication in Section 8.6, 8.7, and 8.8, respectively.

8.2 Channel Measurements

The goal of the channel measurement system is to obtain an estimate of the channel impulse response $h(t)$. Assuming a stationary environment, the input/output relation for the channel measurement can be modeled by

$$r(t) = h(t) * s(t) + w(t),$$

where $r(t)$ denotes the signal that can be observed at the receive antenna output. The receive signal is perturbed by white Gaussian noise $w(t)$. The input $s(t)$ denotes the signal sent by the transmit antenna. Note that we incorporate the effect of antennas, cables and other analog components into the channel.

The design of a channel measurement system is concerned with two key issues. First, it is desired to choose the transmit signal that achieves the best estimation quality. The transmit signal has a strong influence on the measurement accuracy. However, depending on the hardware of the transmitter and on the allowed transmit power, the design of the signal
is subject to constraints. The second key aspect of a channel measurement system is the algorithm that is used to obtain the channel estimate $\hat{h}(t)$ from the receive signal.

Here, the choice of the estimator and the transmit signal is motivated by the following objective:

- We require the channel estimator to be unbiased, i.e.
  \[ E[\hat{h}(t)] = h(t). \]  \hspace{1cm} (8.1)

- The signal-to-noise ratio of the estimate should be maximized.

- Due to complexity reasons, we restrict the estimator to be a linear filter, i.e. the estimated channel response is given by
  \[ \hat{h}(t) = g(t) \ast r(t). \] \hspace{1cm} (8.2)

where $g(t)$ denotes the impulse response of the linear filter and $r(t)$ the measured signal.

From (8.1) and (8.2) follows $E[\hat{h}(t)] = s(t) \ast g(t) \ast h(t) = h(t)$, which is fulfilled for $s(t) \ast g(t) = \delta(t)$. The maximum signal-to-noise ratio is achieved if $g(t)$ is chosen as the matched filter, i.e. $g(t) = s(-t)$. Combining these two conditions results in the design criterion of the transmit signal

\[ s(t) \ast s(-t) = \delta(t) \quad \text{or} \quad |S(f)|^2 = 1, \] \hspace{1cm} (8.3)

i.e. it is desired to transmit a signal with low correlation and accordingly white amplitude spectrum. In general, the condition (8.3) suggests to measure the channel by using a dirac delta transmit signal. However, this is not practical due to limits on the dynamic range of analog components and peak power constraints. Hence, many approximations of (8.3) have been proposed. Typical approaches can be categorized to frequency or time domain. Although both approaches lead to similar results, there are several implementation aspects to consider. Frequency domain approaches transmit chirp signals and are usually implemented by a vector network analyzer (VNA). In this case, the transmit antenna sends a frequency sweep and the amplitude and phase at the receive antenna is measured. The advantage of frequency domain approaches are the robustness against receiver non-linearities and the narrowband implementation. Since the measurement process requires a longer time, frequency domain measurements are not suited for changing environments.
In time domain, the condition (8.3) can be approximated using pseudo noise (PN) sequences. PN sequences are obtained by samples of i.i.d. random variables or they can be constructed with a structure [111–113]. Well-known examples for constructed sequences are the families of maximum length sequences (m-sequences), Gold sequences or Barker codes. The sequences are usually pulse amplitude modulated to obtain the continuous transmit signal. The base pulse should uniformly cover the bandwidth of interest without introducing inter-symbol interference.

The channel estimate is obtained from the matched filter output of the received signal, which is equivalent to the correlation with the transmit signal. The longer the signal, the better the noise attenuation. If the length of the transmit sequence is doubled, the power of the noise in the channel estimate is divided by two. This processing gain determines the gain of the signal-to-noise ratio depending on the length of the transmit sequence. The processing gain in decibel is given by \(10 \log_{10} \frac{N}{2}\) if a PN sequence with \(N\) symbols is transmitted. However, very long transmit sequences require large memory and high processing power to compute the correlation. Furthermore, the length of the sequence should not extend the channel coherence time, i.e. the time the channel is considered to be not varying. The environment needs to stay constant during the channel measurement, since the channel impulse response may not change during the transmission and reception of the signals.

In the course of this thesis, we developed and used two different channel measurement systems. One system is designed to obtain channel measurements with the highest accuracy. It is built up of advanced measurement devices supporting high sensitivity to obtain reliable and reproducible measurement results. The other channel measurement system features high-speed measurements and is based on low-cost hardware. It uses standard components and performs digital signal processing on a field programmable gate array (FPGA). The system is designed to conduct channel measurement campaigns in harsh environments. The advantage is the fast processing speed, which allows to capture numerous channel impulse responses per second. This enables tracking of objects, scatterers or reflections in a moving environment such as body area networks.

### 8.3 High Precision Measurement System

The high precision measurement system uses an arbitrary waveform generator (AWG) at the transmitter and a digital sampling oscilloscope (DSO) at the receiver. A block diagram of the system is shown in Fig. 8.1. The detailed hardware specifications of the high precision
measurement system are given in Table 8.1. All components are connected by coaxial cables with SMA connectors.

The AWG generates the transmit signal from a PN sequence. The pseudo-random values are drawn independently from a normal distribution with zero mean. The sequence has a length of $2^{15} - 1$ symbols and is modulated with a symbol rate of 10Gbps. Thus, the transmit signal has a total length of $3.27 \mu s$. It is generated periodically and fed to the transmit amplifier. The amplifier features a high dynamic range and low noise with 30dB gain in the band from 2 to 8GHz. The transmit antenna is mounted on a tripod and exhibits an almost omni-directional gain pattern in the horizontal plane. The return loss is greater than 10 dB in the considered band. The same antennas are used at the receiver.

The receiver has four identical analog signal chains, which each consist of an antenna and low-noise amplifier (LNA). The LNA amplifies the receive signal up to 6GHz by about 14dB and compromises the accuracy of measurement minimally though its low noise figure. The LNA outputs are sampled simultaneously by the DSO with 50GS/s each. To enable delay measurements, the AWG and DSO are synchronized via a trigger cable. The AWG sends a short pulse at the beginning of the PN sequence over this cable, which is connected to the auxiliary trigger input at the DSO. When the DSO detects the trigger, it samples the signals for $3.27 \mu s$ and saves the results.

The channel estimate is obtained from the correlation\(^1\) of the receive signal with the template signal. The template signal is the transmit signal measured without amplifiers and antennas, i.e. the AWG output and DSO input are connected directly by cable. The auto-

---

\(^1\)The correlation operation is computed in frequency domain using Matlab.
correlation function of the template signal is shown in Fig. 8.2 (bottom). An example of a channel impulse response is shown in Fig. 8.2 (top). It is measured in an office environment with moderate multipath. The channel impulse response includes the amplifiers and antennas. The lower bound of the frequency range is given by the transmit amplifier and antenna at about 2 GHz. At the receiver, the LNAs limit the frequency band to 6 GHz. Thus, the measurement range of the channel impulse responses is about 2 to 6 GHz.

The high precision channel measurement system provides reliable and reproducible channel measurements with a high signal-to-noise ratio. The hardware allows to measure four channel impulse responses simultaneously and synchronous to the transmitter. Thus, the channel measurement systems facilitates the evaluation of position estimation algorithms. The data acquisition, processing and storage takes less than 5 seconds for all four channels. This enables extensive measurements campaigns in a stationary environment. Further enhancements of this measurement system, including software that provides a graphical user interface, are presented in [114].

### Table 8.1: Hardware specifications of High Precision Channel Measurement System

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveform Generator</td>
<td>Sampling frequency</td>
<td>20 GS/s</td>
</tr>
<tr>
<td>Tektronix AWG7102</td>
<td>Resolution</td>
<td>8 bit</td>
</tr>
<tr>
<td></td>
<td>Clock accuracy</td>
<td>within ±1 ppm</td>
</tr>
<tr>
<td>Transmit Amplifier</td>
<td>Frequency range</td>
<td>2 – 8 GHz</td>
</tr>
<tr>
<td>Mini-Circuits ZVE-8G</td>
<td>Gain</td>
<td>30 dB ±2.0 dB</td>
</tr>
<tr>
<td></td>
<td>Noise figure</td>
<td>4 dB typ.</td>
</tr>
<tr>
<td></td>
<td>Third order intercept point (IP3)</td>
<td>+40 dBm typ.</td>
</tr>
<tr>
<td>Antenna Skycross</td>
<td>Frequency range</td>
<td>3.1 – 10 GHz</td>
</tr>
<tr>
<td>SMT-3TO10M-A</td>
<td>Horizontal pattern</td>
<td>Omni-directional</td>
</tr>
<tr>
<td></td>
<td>Size</td>
<td>16 × 13.6 × 3 mm</td>
</tr>
<tr>
<td>RF Coaxial Cables</td>
<td>Frequency range</td>
<td>0 – 18 GHz</td>
</tr>
<tr>
<td>Huber+Suhner Sucoflex 104</td>
<td>Length</td>
<td>3 m, 7 m</td>
</tr>
<tr>
<td></td>
<td>Attenuation</td>
<td>0.5 dB/m typ.</td>
</tr>
<tr>
<td>Low Noise Amplifier</td>
<td>Frequency range</td>
<td>20 MHz – 6 GHz</td>
</tr>
<tr>
<td>Mini-Circuits ZX60-6013E</td>
<td>Gain</td>
<td>14 dB ±2.0 dB</td>
</tr>
<tr>
<td></td>
<td>Noise figure</td>
<td>3.3 dB typ.</td>
</tr>
<tr>
<td></td>
<td>IP3</td>
<td>28.7 dBm typ.</td>
</tr>
<tr>
<td>Digital Oscilloscope</td>
<td>Bandwidth</td>
<td>20 GHz</td>
</tr>
<tr>
<td>Tektronix DPO72004</td>
<td>Channels</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>Sampling Rate</td>
<td>50 GS/s</td>
</tr>
<tr>
<td></td>
<td>Resolution</td>
<td>8 bit</td>
</tr>
</tbody>
</table>
8.4 Integrated low-cost/high-speed Measurement System

To reduce costs and duration of the channel measurements, we developed an integrated channel measurement system in a collaboration during the course of this thesis. It enables us to measure several channel impulse responses per second and can thus be used in (slowly) time-varying environments, e.g., to capture movements of humans. In particular, it facilitates the evaluation of algorithms for body area networks, such as human motion tracking [47] or radar imaging based human movement analysis [95].

Both transmitter and receiver are based on FPGAs. The advantage the FPGA-based design is its flexibility and, compared to the high-precision measurement system, the moderate cost. State-of-the-art chips offer sufficient computational power to enable fast measurement cycles and to obtain high processing gains. A block diagram of the transmitter is shown in Fig. 8.3 and of the receiver in Fig. 8.5.

The transmitter was developed by the author of [115], where further details of the design are presented. The transmitter module consists of a baseband printed circuit board (PCB), an analog radio frequency (RF) front-end PCB, and a battery. The hardware specifications of the analog RF front-end are shown in Table 8.2. The whole hardware of the transmitter node is coated in a water-resistant package to enable channel measurements in harsh environments. The battery allows autonomous operation for up to 10 hours.

The core component of the baseband PCB is the FPGA chip, where we use an Altera Cy-
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**Fig. 8.3:** Block diagram of integrated UWB transmitter node

**Table 8.2:** Hardware specifications of Analog RF Front-end of UWB transmitter node

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low-pass Filter (LP)</td>
<td>Attenuation:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- DC − 3000 MHz</td>
<td>1.2 dB max.</td>
</tr>
<tr>
<td></td>
<td>- 4550 MHz</td>
<td>20 dB min.</td>
</tr>
<tr>
<td></td>
<td>- 4780 − 7500 MHz</td>
<td>30 dB min.</td>
</tr>
<tr>
<td>Frequency Mixer</td>
<td>LO/RF frequency</td>
<td>2.3 – 8 GHz</td>
</tr>
<tr>
<td></td>
<td>IF bandwidth</td>
<td>DC − 3 GHz</td>
</tr>
<tr>
<td></td>
<td>Conversion loss</td>
<td>6 dB</td>
</tr>
<tr>
<td>High Pass Filter (HP)</td>
<td>Attenuation:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- DC − 2000 MHz</td>
<td>20 dB min.</td>
</tr>
<tr>
<td></td>
<td>- 2570 MHz</td>
<td>3 dB</td>
</tr>
<tr>
<td></td>
<td>- 3000 − 7000 MHz</td>
<td>1.3 dB max.</td>
</tr>
<tr>
<td>Amplifier (AMP)</td>
<td>First stage:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Frequency range</td>
<td>DC − 8 GHz</td>
</tr>
<tr>
<td></td>
<td>- Gain</td>
<td>14 dB</td>
</tr>
<tr>
<td></td>
<td>- Noise figure</td>
<td>4.6 dB</td>
</tr>
<tr>
<td></td>
<td>- IP3</td>
<td>27 dBm</td>
</tr>
<tr>
<td></td>
<td>Second stage:</td>
<td></td>
</tr>
<tr>
<td></td>
<td>- Frequency range</td>
<td>DC − 10 GHz</td>
</tr>
<tr>
<td></td>
<td>- Gain</td>
<td>14 dB</td>
</tr>
<tr>
<td></td>
<td>- Noise figure</td>
<td>7 dB</td>
</tr>
<tr>
<td></td>
<td>- IP3</td>
<td>30 dBm</td>
</tr>
</tbody>
</table>

clock IV. This low-cost device features a 2.5 Gbps transmitter and is operated with a 125 MHz clock. Furthermore, the PCB provides a keypad, control LEDs, and a programming interface for the FPGA. The FPGA periodically generates an m-sequence, which can efficiently be
implemented by a shift register. Different sequences can be programmed and selected by the keypad. The transmitter outputs the binary pulse amplitude modulated sequence and generates a signal in the frequency range from DC to 2.5 GHz. This signal is fed to the analog front-end, where it is low-pass filtered with 3 GHz. The reason for this filter is to protect the FPGA from carrier leakage from the mixer. The signal is up-converted to 5 GHz to obtain the RF frequency range of 2.5 to 7.5 GHz. A drawback of this design is the leakage of the local oscillator frequency at 5 GHz. The carrier leakage leads to a strong peak in the spectrum of the transmitter. The DC leakage of the mixer is rejected by a high-pass filter (HP) with 2.5 GHz cutoff frequency. Subsequently, the signal is amplified in two stages of 14 dB each. The output power of the transmitter nodes (without antenna) was measured and amounts to approximately 13.7 dBm, including the carrier leakage component. The power spectrum of the transmit signal is shown in Fig. 8.4.

The integrated measurement system uses planar triangular monopole antennas, which were developed and manufactured as presented in [116]. The compact antennas have a size of 28.79 mm × 35.44 mm × 1 mm and are printed on a FR-4 PCB substrate. The design is based on [117] and has been optimized towards an omni-directional pattern from 2.5 to 7.5 GHz. The antennas have a small return loss from 3 to 10.5 dB, i.e. \(|S_{11}|^2 < -10\text{dB}\). The antenna pattern was measured in an anechoic chamber and shows an approximately constant gain in the azimuth plane.

The architecture of the low-cost/high-speed receiver is shown is Fig. 8.5. The receiver consists of several analog RF front-ends and the FPGA-based digital processing. The FPGA
features up to 24 receiver channels with 11.3 Gbps. We use these receiver channels as 1-bit ADC to sample the output of the analog front-ends. The details of the front-end components are specified in Table 8.3. The signal from the antenna is first fed to a band-pass filter with pass-band from 3 to 7 GHz. Then, an LNA amplifies the signal by 42 dB and a mixer down-converts it to an intermediate frequency of 2.5 GHz. Thus, the desired signal components are in the band from DC to 5 GHz. Finally, the image frequencies are suppressed by a low-pass filter.

The digital processing on the FPGA is divided into four main modules. The receiver unit acquires the signal and stores it for the massive parallel processing of the correlator units. A control unit coordinates the processing on the FPGA and an embedded CPU is responsible for the data transfer to the control PC. The details of the implementation are described in [118]. The correlator unit computes the channel estimates in time domain according to

$$\hat{h}[k] = \sum_{m=1}^{M} c[k+m]r[m], \quad k = 1, \ldots, M,$$

where $M$ is number of samples for one period of the transmit sequence. The template signal $c[k+m]$ is stored in the memory of the FPGA. It is constructed by the transmit sequence and up-converted to the intermediate frequency of 2.5 GHz. In the standard configuration, we use an m-sequence with $2^{15} - 1$ bits. However, the receiver can easily be reconfigured.

![Block diagram of integrated UWB receiver](image-url)
8.4 Integrated low-cost/high-speed Measurement System

<table>
<thead>
<tr>
<th>Device</th>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandpass Filter (BP)</td>
<td>Attenuation:</td>
<td></td>
</tr>
<tr>
<td>Mini-Circuits VHP-26</td>
<td>- DC – 2000 MHz</td>
<td>20 dB min.</td>
</tr>
<tr>
<td></td>
<td>- 2570 MHz</td>
<td>3 dB</td>
</tr>
<tr>
<td></td>
<td>- 3000 – 7000 MHz</td>
<td>1.3 dB max.</td>
</tr>
<tr>
<td>Low-Noise-Amplifier</td>
<td>Frequency range</td>
<td></td>
</tr>
<tr>
<td>Miteq AFS5</td>
<td>Gain</td>
<td>42 dB ±1.5 dB</td>
</tr>
<tr>
<td></td>
<td>Noise figure</td>
<td>1.4 dB max.</td>
</tr>
<tr>
<td></td>
<td>1 dB compression point</td>
<td>10 dBm</td>
</tr>
<tr>
<td>Frequency Mixer</td>
<td>LO/RF frequency</td>
<td></td>
</tr>
<tr>
<td>M/A-Com MY87C</td>
<td>IF frequency</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Conversion loss</td>
<td></td>
</tr>
<tr>
<td>Low-pass Filter (LP)</td>
<td>Attenuation:</td>
<td></td>
</tr>
<tr>
<td>Mini-Circuits VLF-3400+</td>
<td>- DC – 3400 MHz</td>
<td>1.5 dB max.</td>
</tr>
<tr>
<td></td>
<td>- 3950 MHz</td>
<td>3 dB</td>
</tr>
<tr>
<td></td>
<td>- 4300 – 8300 MHz</td>
<td>20 dB min.</td>
</tr>
</tbody>
</table>

Table 8.3: Hardware specifications of Analog RF Front-end of integrated UWB receiver

for the use with other sequences. Due to the non-integer multiple of the FPGA sampling frequency of 11.3 GS/s and the symbol rate of 2.5 Gbps, the template signal \( c[k + m] \) needs to be available for \( k = 1, \ldots, M \) and for \( m = 1, \ldots, M \), i.e. over two periods of the sequence. Cyclic extension of the receive signal or of the template signal would lead to wrong sampling instances. Moreover, the cyclic extension requires highly accurate symbol clocks at the transmitter and receiver. Otherwise, the cyclic extension leads to timing errors that distort the channel estimate.

The FPGA features up to 240 parallel correlators, which process up to 240 samples in a single clock cycle. With a clock frequency of 50 MHz and a sequence length of \( 2^{15} – 1 \) bits, the computation of the full correlation process can be done in less than 8 ms. The result of the correlation are \( M \) integer values with 32 bits. The relevant part of the channel impulse response is detected by a threshold detector and the surrounding samples are transferred to the control PC. The FPGA is connected via Gigabit Ethernet to the control PC and the data transfer is coordinated by the embedded CPU. With Matlab processing on the control PC, the current setup features the acquisition and display of about 10 channel impulse responses per second. A picture of the hardware is shown in Fig. 8.6.

A limitation of the presented receiver is the 1-bit digital input. However, simulations and measurements prove that accurate and unbiased channel estimates can be obtained. Fig. 8.7 shows the linear range of the receiver and an example of an impulse response measurement. The upper figure plots the magnitude of the correlation peak, when the transmit signal was
fed though a variable attenuator by cable to the receiver. It can be seen that reliable measurements are obtained over a range of at least 40 dB, which is in line with the expected processing gain of 45 dB for a sequence length of $2^{15} - 1$. The lower plot depicts a measured channel impulse response together with the real channel impulse response generated by an AWG. The real and the measured channel impulse response coincide, where the measurement is slightly distorted by additive noise.

In the low-SNR regime, the clipping of the receive signal leads to an SNR increase of about 2 dB. Due to the 1-bit ADC, the receiver is not suited for the high-SNR regime. It is important that the received signal power is lower than the noise of the LNA. If the signal exceeds the noise level, the clipping leads to irreversible errors in the channel estimate. Therefore, the low-cost/high-precision channel measurement system is not suited for high-SNR receive signals. Moreover, in the high-SNR regime the use of m-sequences is unfavorable. A multipath channel and the non-linear detector lead to additional peaks in the correlation of the sequence, see [112, 119, 120].

### 8.5 Office Environment Measurement Campaign

To evaluate and compare the algorithms presented in this thesis, we performed an extensive measurement campaign in an office environment. For this measurement campaign we used the high precision measurement system as it is presented in Section 8.3. The goal of the channel measurement is to obtain a large number of channel impulse responses for the sensor.
network scenario. We use fixed antennas for the stationary CHs (anchors) and a mobile antenna for the SNs (agents). Besides the channel impulse responses, it is important to know the exact positions of the nodes.

As measurement scenario we chose a typical office environment. A picture of the setting is shown in Fig. 8.8. All channel measurements took place in this room\(^2\) with the antennas mounted in a height of 1.85 m above the floor. The room is approximately rectangular and furnished with several desks, shelves and cabinets. We used the four receive antennas as the stationary anchors and the transmit antenna as agent. The agent was manually moved to \(N_{SN} = 400\) different positions and the corresponding channel response to the four anchors has been measured. The total number of measured channel responses is therefore \(M_h = 1600\). The channel responses have an estimated signal-to-noise-ratio of more than 45 dB.

To keep the evaluation of the measurement results as easy as possible, we chose only a 2-D setup with all positions of agents and anchors in the horizontal plane. The antennas were mounted vertically such that they radiate omni-directional in the horizontal plane. This also has the advantage that the antenna pattern can be neglected. Furthermore, the 2-D geometry simplifies the position estimation problems, since only two space variables need

\(^2\)WCG laboratory, Room ETF F110
to be considered. This way, we keep the complexity of the experimental results as small as possible. However, we still assume that we capture all effects that can be expected in the 3-D extension. Thus, we do not limit the generality and the results can be extended to 3-D in a straight-forward way.

For the assessment of position estimation and imaging algorithms it is of importance to know the real positions of the agent and anchor nodes. These can be measured manually with a distance meter. However, this procedure has several disadvantages. First, with standard equipment for manual distance measurements (measuring tape, laser rangefinder) the accuracy is limited to the range of millimeters. Second, the manual measurements are very time consuming. Third, the position of the node should be taken at the phase center of the antenna. The phase center is point of the antenna where the wave spreads spherically outwards, i.e. it is the position we should expect from unbiased position estimation. However, with a manual distance measurement it is difficult to find the phase center of the antenna and it is not clear from where to where the distance should be measured. The manual distance measurements can only be taken for the coarse estimation of the real positions.

Therefore, we decided to obtain the real positions of the agents and anchors from the ToA measurements. The channel measurements are in the high signal-to-noise-ratio regime and we used four anchors and a synchronous agent. However, without reference measurement it is not possible to evaluate the accuracy of the positions that we consider as the real positions. Still we assume the error to be insignificant, since the influence of the noise is small and with four synchronous anchors the redundancy is high.
To achieve the highest accuracy, the positions of the anchors and of the agent are estimated jointly. This is possible due to the synchronous measurements from $N_{SN} = 400$ agent positions. Let $p_A^{(1)}, \ldots, p_A^{(4)}$ denote the position of the $N_A = 4$ anchors and $T_0^{(1)}, \ldots, T_0^{(4)}$ denote the time offsets that are induced by the delays of the cables and measurement devices. Due to the synchronous measurement, the time offsets $T_0^{(1)}, \ldots, T_0^{(4)}$ are constant and do not change for different agent positions. Thus, the ToA of the LOS component holds (see Section 5.1)

$$\varepsilon_{i}^{(k)} = \frac{1}{c_0} \| p_{SN}^{(i)} - p_A^{(k)} \| + T_0^{(k)}, \; \; k = 1, \ldots, 4, \; \; i = 1, \ldots, N_{SN}. \tag{8.4}$$

The agent positions are denoted by $p_{SN}^{(i)}$, where the superscript $i$ refers to one of the $N_{SN}$ agent positions. Assuming that the ToA estimates $\hat{\varepsilon}_{i}^{(k)}$ are i.i.d. Gaussian distributed, the joint ML estimator is given by

$$\hat{\theta} = \arg \min_{\theta \in \mathbb{R}^{3N_A + 2N_{SN}}} \sum_{i=1}^{N_{SN}} \sum_{k=1}^{N_A} \left( \varepsilon_{i}^{(k)} - c_0 - \| p_{SN}^{(i)} - p_A^{(k)} \| - c_0 T_0^{(k)} \right)^2,$$

where $\theta$ is the set of variables

$$\theta = \left\{ p_A^{(1)}, \ldots, p_A^{(4)}, T_0^{(1)}, \ldots, T_0^{(4)}, p_{SN}^{(1)}, \ldots, p_{SN}^{(N_{SN})} \right\}.$$

The result of the optimization is plotted in Fig. 8.9. The agent positions are marked by a cross and the anchor positions by a circle. To solve the optimization problem (8.4) we
applied an iterative algorithm, which is presented in [121]. Other optimization techniques for localization with anchor position uncertainty are presented e.g. in [122–124]. For the joint estimation we used the ToA estimates obtained from WRELAX. As initial values for the anchors positions, we used the coarse measurements obtained manually with a laser rangefinder. The jointly optimized agent and anchor positions are assumed to be the real positions of the nodes. As an indicator for the accuracy of the measurements, we consider the remainder of the optimization, i.e. the objective function of the optimization problem (8.4). Since we consider only 2-D localization including time offset and have four anchor measurements available, the remainder is related to the measurement error. For every agent, we estimate the position and subtract the distances to the anchors from the pseudo-ranges and clock offsets. The RMS of these values amounts to 7.4 mm, which we assume to be the average accuracy of the presented measurements. Note that the actual measurement accuracy can be even higher, since some effects lead to a remainder in the optimization but still the right position estimate is obtained. An example for this is a deviation of the propagation speed or misadjustment of the height of the antennas.

Concluding, this measurement campaign offers a database with $M_h = 1600$ channel impulse responses including the position of transmitter and receiver and timing offset. The node positions are distributed in a room in a typical indoor office environment. This allows to simulate the performance of location-aware communication, position estimation and imaging for UWB sensor networks.

### 8.6 Multipath Delay Prediction

The office environment measurement campaign enables us to verify the feasibility of radar imaging based multipath delay prediction in a real world scenario. In Chapter 7, we presented the evaluation of the imaging based channel prediction based on anechoic chamber measurements. In the office environment, the reflectors are not as strong and well defined as in the anechoic chamber with metallic reflectors. Fig. 8.9 shows an approximate floor plan of the laboratory where the measurements took place. Additionally, the anchor and agent positions are plotted. In Fig. 8.10, the magnitude of the scattering coefficient map according to (7.1) is plotted. However, the walls of the room can be recognized from the image. The image is sampled with a spacing of $\Delta x = 2$ cm and $\Delta y = 1.6$ cm. In time domain, the sampling frequency has been chosen to $f_s = 50$ GHz.

As an example, Fig. 8.11 shows the measured (top) as well as reconstructed (bottom) channel response for one agent position, which is marked as test position in Fig. 8.9. The
Fig. 8.10: Laboratory environment: Magnitude of scattering coefficient map

Fig. 8.11: Measured and reconstructed channel response
measured channel response was excluded from training data for the reconstruction. Note that the reconstructed channel response contains out-of-band noise, which does not perturb the multipath delay estimation. Hence, we plot also the five strongest paths of both channel responses, which are extracted by WRELAX (without LOS path). It can be observed that the multipath delays of strong paths can be predicted with high accuracy.

To evaluate the accuracy of multipath delay prediction more generally, for all 400 agent positions and four different anchors the channel responses have been reconstructed. Each reconstruction was based on the training set excluding the measurements of the considered agent position. Subsequently, the five strongest multipath components have been estimated by WRELAX for the synthesized channel responses as well as for the measurement. Fig. 8.12 shows the empirical CDF of the prediction error of the multipath delay. Both predicted and measured channel response multipath extraction results in five delays. The pair with the smallest absolute error is denoted as first fit. The evaluation shows that in almost all cases at least one out of the five delays can very accurately be predicted with less than 1 ns error. The root mean square error (RMSE) is 0.298 ns. The second fit corresponds to the pair with the smallest absolute error among the remaining four delays. Here, we observe in 85.6% an absolute error below 1 ns and accordingly for the third fit still in 47.7% of the agents positions. For comparison, we plot the first, second and third fit of five randomly generated multipath delays, which are uniformly distributed in the interval \([t_{\text{ToA}}, t_{\text{ToA}} + 39.48\text{ ns}]\). The time \(t_{\text{ToA}}\) denotes the time-of-arrival of the LOS path and 39.48 ns corresponds to the maximal detected excess delay of the measured channel responses. Here, the RMSE of the first
In Fig. 8.13, we plot the correlation coefficient between the reconstructed and real channel impulse response as a function of the position for all four anchors. For the evaluation of the correlation, we added the LOS component to the reconstruction and filtered the signal with a bandpass. The correlation coefficient is obtained according to (7.3) and results to values between \(-0.1\) and \(0.84\). Generally, we observe that the reconstruction result leads to good results for agent position close to the anchor. For more distant positions, the reconstruction performs well in some cases and leads to wrong results in others. In particular, some bad results are obtained for Anchor 4. We assume that the reconstruction could be improved with a larger training set, higher positioning accuracy, and extension to the third dimension. However, for some positions, we observe that the proposed multipath prediction provides useful information of the channel. To quantify the gains of the imaging-based multipath prediction for a UWB sensor network, we evaluate the localization and communication with the predicted multipath in the following section.
8.7 Position Estimation Accuracy

Conventional range-based position estimation algorithms suffer from multipath propagation, because the LOS component cannot be distinguished from multipath. The radar-imaging based multipath prediction provides additional information about the channel for arbitrary positions in the environment. Several ways are possible to use and incorporate the additional channel knowledge into the position estimation problem. In the usual two-step approach (see Chapter 5), the location-aware channel knowledge can be included in the ToA estimation, followed by the position estimation based on the pseudo-ranges. Iteration of the two steps can then be used to refine the result.

However, to keep the performance results as general as possible, we propose a one-step approach to use the additional channel knowledge. This is based on the ML position estimation directly from the receive signals with the given channel impulse response. For the estimation, we assume the channel impulse response to be perfectly known, i.e. we do not account for reconstruction errors. To evaluate the position estimation accuracy, we consider two different cases: i) remote-localization, and ii) self-localization. For remote-localization, the position of the SN is estimated at the CHs. Due to the less stringent complexity constraints of the CHs, we assume that the position estimation can be based on the perfectly sampled receive signals. On the other hand, the self-localization considers the position estimation at the sensor nodes. Therefore, self-localization is based on the output of a generalized energy detection receiver.

First, we consider the case of remote-localization. Specifically, we assume that the receive signal at anchor \(i = 1, \ldots, N_A\) from sensor position \(p_{SN}\) is given by

\[
 r^{(i)}(t) = h^{(i)}_{p_{SN}}(t - T_0) * s(t) + n_i(t),
\]  

with i.i.d. white Gaussian noise \(n_i(t)\). Based on these receive signals, the ML position estimation problem can be written as

\[
 \left\{ \hat{p}_{SN}, \hat{T}_0 \right\} = \arg \max_{p_{SN} \in \mathbb{R}^2, T_0 \in \mathbb{R}} p \left( r^{(1)}(t), \ldots, r^{(N_A)}(t) | p_{SN}, T_0 \right). \tag{8.6}
\]

With i.i.d. Gaussian noise, the solution to (8.6) is given by

\[
 \left\{ \hat{p}_{SN}, \hat{T}_0 \right\} = \arg \min_{p_{SN} \in \mathbb{R}^2, T_0 \in \mathbb{R}} \sum_{i=1}^{N_A} \int_{-\infty}^{\infty} \left( r^{(i)}(t) - h^{(i)}_{p_{SN}}(t - T_0) * s(t) \right)^2 dt.
\]
Fig. 8.14: Maximum sum correlation for reconstructed channel knowledge (left) and full channel knowledge (right) for different positions.

Expanding the squares leads to

$$\{ \hat{p}_{SN}, \hat{T}_0 \} = \arg \max_{p_{SN} \in \mathbb{R}^2, T_0 \in \mathbb{R}} \sum_{i=1}^{N_A} \int_{-\infty}^{\infty} R^{(i)}(t) H^{(i)}_{p_{SN}}(t-T_0) * s(t) \, dt,$$

where we assume that $$\int_{-\infty}^{\infty} |h^{(i)}_{p_{SN}}(t)|^2 \, dt$$ is independent of $$p_{SN}$$. In frequency domain, the optimization problem can equivalently be written as

$$\{ \hat{p}_{SN}, \hat{T}_0 \} = \arg \max_{p_{SN} \in \mathbb{R}^2, T_0 \in \mathbb{R}} \sum_{i=1}^{N_A} \int_{-\infty}^{\infty} R^{(i)}(f) H^{(i)}_{p_{SN}}(f) S(f) e^{j2\pi f T_0} \, df,$$

(8.7)

where $$R^{(i)}(f)$$, $$H^{(i)}_{p_{SN}}(f)$$, $$S(f)$$ are the Fourier transform of $$r^{(i)}(t)$$, $$h^{(i)}_{p_{SN}}(t)$$, and $$s(t)$$, respectively.

The ML estimator corresponds to the maximum search over the sum of the correlation for the expected receive signal at different positions. Note that the optimization problem (8.7) is difficult to solve, because it usually has many maximums. This can be seen in Fig. 8.14, where we plot

$$\max_{T_0} \sum_{i=1}^{N_A} \int_{-\infty}^{\infty} R^{(i)}(f) H^{(i)}_{p_{SN}}(f) S(f) e^{j2\pi f T_0} \, df,$$

without noise and the signals normalized to unit energy as a function of the deviation from the sensor node position $$p_{SN}$$. The receive signals $$R^{(i)}(f)$$ are the Fourier transform of the measured channel impulse at the test position marked in Fig. 8.9. In the left plot, we sub-
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Substitute $H_{\text{PSN}}^{(i)}(f)$ with the reconstructed channel impulse responses, which are complemented with the LOS component, bandpass filtered and normalized to unit energy. It can be seen, that the maximum correlation coefficient is obtained for the true position with a value of about 0.5. For comparison, Fig. 8.9 (right) shows the maximum correlation coefficient for a case with full channel knowledge. Here, we assume that the shape of the channel impulse response is constant and only the delay depends on the position, i.e. we substitute the channel impulse response with

$$H_{\text{PSN}}^{(i)}(f) = H^{(i)}(f) \cdot e^{-j2\pi f \frac{d}{c}} ||\text{SN} - \text{P}_n^{(i)}||,$$

where $H^{(i)}(f)$ are the measured channel impulse responses at the test position. This case shows the performance bound of the position estimation accuracy and is not practical due to the missing location-dependency of the channel. We observe a maximum correlation of 1 at the true position and many sidelobes with smaller magnitude. The reason for the sidelobes are the high correlation of multipath components with the LOS component at a certain delay.

For self-localization, the position estimation is based on the sampled output of the generalized energy detector, i.e.

$$y_i(lT_s) = \int_{-\infty}^{\infty} g(\tau) \tilde{r}_i^2(lT_s - \tau) d\tau, \quad l = 1, \ldots, L$$

where $\tilde{r}_i^2(lT_s - \tau)$ is the bandpass filtered and squared receive signal (8.5). To keep the problem tractable, we assume $y(lT_s)$ to be independent and normally distributed. The position can then be estimated according to

$$\{\hat{\text{P}}_{\text{SN}}, \hat{T}_0\} = \arg \max_{\text{P}_{\text{SN}} \in \mathbb{R}^2, T_0 \in \mathbb{R}} \sum_{i=1}^{N_A} \sum_{l=1}^{L} y_i(lT_s) \int_{-\infty}^{\infty} g(\tau) \left( \hat{h}_{\text{PSN}}^{(i)}(t - T_0) * s(t) \right|_{t=lT_s - \tau})^2 d\tau$$

(8.8)

For the case of imaging based channel knowledge, the channel impulse responses $\hat{h}_{\text{PSN}}^{(i)}(t)$ are substituted with the normalized and bandpass filtered reconstructions including the LOS component. With full channel knowledge, we consider again the time-shifted channel impulse responses according to the distance to the anchor, which does not take the location-dependent shape into account.

To assess and compare the accuracy of position estimation with imaging information, we evaluated (8.7) and (8.8) with noisy receive signals. For the simulation, we add white
Gaussian noise with power spectral density $N_0/2$ to the receive pulse with energy $E_p$. As figure-of-merit, we evaluate the RMS of the position estimation error for varying signal-to-noise ratios $E_p/N_0$. The result is shown in Fig. 8.15, where we compare remote-localization and self-localization for imaging as well as full channel information. We always consider the test position, which is marked in Fig. 8.9. To solve the optimization problems (8.7) and (8.8), we apply a grid search. Due to the high complexity of the evaluation of the cost function, only a limited number of grid points can be considered. For the search over the timing offset $T_0$ we use sampling with a frequency of 50GHz, which corresponds to a spatial resolution of about 0.6cm. The search over space is conducted on a uniform grid of $2 \times 2$ m around the test position with 2 cm resolution. This leads to 10000 position hypotheses, where the maximum sum correlation is evaluated for each position hypothesis. The maximizing grid point is considered as the solution to the estimation problem.

The performance of remote-localization, i.e. with a coherent receiver with full rate sampling, is marked with triangles and diamonds. The dashed line shows the RMSE with full channel information and the solid line with the reconstructed channels. We observe about 6dB penalty for the reconstructed channels, which is in line with the maximum sum correlation coefficient of about 0.5 as shown in Fig. 8.14. Note that the real position is included in the grid and that for high SNR always the real position is estimated, which leads to a vanishing RMSE. Due to the discrete grid it is not possible to resolve positioning errors that are smaller than the grid resolution. The grid resolution of 2 cm corresponds to a remaining RMSE of 0.81 cm.
The curves marked with squares and cycles show the performance of sensor self-localization. In this case, we consider a generalized energy detection receiver with first-order low-pass filter with cutoff frequency of 300 MHz. The output is sampled with $1/T_s = 1$ GHz leading to an observation window of $L = 160$ samples. Whereas we obtain a remaining RMSE of about $17.1$ cm for full channel information at high SNR, the performance with reconstructed channels saturates at about $26.5$ cm. This shows that with a non-coherent receiver the penalty of imperfect channel information is small. Additional anchors could be used to further improve the positioning accuracy enabling high definition positioning for sensor self-localization. The simulation results show that imaging-based reconstructed channel knowledge enables localization even with a very low complexity receiver without high rate sampling.

### 8.8 Performance of Location-aware Communication

To further demonstrate the benefit of imaging-based multipath prediction, we evaluate the performance of location-aware communication with predicted channel information in the office environment. In Section 7.5, we have already shown that promising performance gains can be obtained in the anechoic chamber with two metallic reflectors. In this section, we extend the performance analysis to a more typical environment and show the feasibility of location-aware communication with imaging-based multipath prediction.

As it can be seen in Fig. 8.13, the multipath prediction does not produce proper results for all positions. In some cases even negative correlation coefficients between the reconstruction and the measured channel impulse response are obtained, which would lead to a severe performance degradation for transmitter as well as receiver optimization. Due to the dominance of these single outage events, the BER performance averaged over all positions would suffer strongly and hide the gains of the multipath prediction. However, to still being able to verify the potential of imaging-based multipath prediction, we restrict the analysis to a single link, i.e. the link between the test position and Anchor 3, see Fig. 8.13. This channel shows strong multipath components that can successfully be predicted from the imaging data. We applied the transmitter and receiver optimization according the Chapter 3 for this test position and evaluated the BER by simulation.

In Fig. 8.16, the performance of transmitter optimization is plotted in terms of BER versus $E_b/N_0$. The post-detection filter of the generalized energy detection receiver is again chosen as first-order low-pass filter with cutoff frequency of $25$ MHz. For comparison, we
consider four different cases: No optimization (marked with squares), optimized with the covariance matrix (marked with cycles), optimized with imaging (solid line marked with diamonds), and optimized with the real channel (dashed line). The optimized transmit pulse with the real channel is obtained according to (3.10), i.e. maximum SINR with full channel knowledge. The same optimization method is used for the case with imaging, where the real channel impulse response is substituted with the bandpass filtered predicted channel including the LOS component. We observe a penalty of about 4.4 dB due to the imperfect channel state information. However, the optimization with the imaging-based predicted multipath shows still about 2 dB gain compared to the optimization based on the covariance matrix and mean of the channel. In the latter case, we optimize the transmit pulse according to maximization of the mean SINR (mSINR), i.e. the pulse is obtained with (3.19). Finally, without optimization an ideal bandpass pulse is transmitted, which does not require any channel state information. This leads to a performance loss of more than 8 dB compared to location-aware communication with imaging-based predicted multipath.

Fig. 8.17 shows the BER versus $E_b/N_0$ for receiver optimization. The results for the generalized energy detection receiver are plotted with markers and for comparison for a coherent receiver without markers. In all cases, the transmitter uses an ideal bandpass pulse. For the generalized energy detection receiver, the solid line with cycles and diamonds show the performance of the receiver optimization with the imaging-based predicted multipath. The curve with diamonds corresponds to the maximization of the SINR according to (3.12), where we substituted the predicted channel impulse response. For the curve with cycles, we

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig8.16}
\caption{Example for transmitter optimization with imaging-based channel knowledge}
\end{figure}
used the maximization of mean SINR (mSINR), i.e. (3.21) with $\Sigma_h = \text{diag}(\hat{h}_{\text{PSN}} \odot \hat{h}_{\text{PSN}})$, where $\hat{h}_{\text{PSN}}$ is the vector with the predicted channel impulse response. Both approaches show marginal performance differences and about 1 dB gain compared to the APDP receiver. The APDP receiver uses the post-detection filter with the power delay profile at anchor 3 averaged over all measurement positions. Compared to the conventional energy detector (ED) with uniform integration window, the imaging-based approaches show more than 3 dB gain. On the other hand, the dashed line with squares shows the BER of the receiver optimization with the real channel, which is about 1.5 dB better than the imaging-based approaches. For the coherent receiver, the performance loss with the predicted channel is larger and amounts to approximately 4 dB. This corresponds to a correlation coefficient of 0.65 and is in line with the value plotted in Fig. 8.13.

**8.9 Summary**

In this chapter, we present measurements and experimental results to quantify the gains of joint communication, localization and imaging for UWB sensor networks. We present two channel measurement systems that were developed and used during this thesis. The first measurement system is designed for high-precision measurements with up to four anchors. Additionally, we present an FPGA-based system, to enable short measurement cycles with a high update rate. With the high-precision system, an extensive channel measurement campaign has been conducted in an office environment. The channel data enables us to evaluate the
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imaging-based multipath prediction and shows that channel impulse responses can successfully be reconstructed from the training data. Furthermore, we verify and demonstrate the practicality of position estimation with predicted multipath and location-aware communication. We show that the additional channel information can be used to improve the system performance and thus save channel estimation overhead.
Chapter 9

Conclusions and Outlook

9.1 Conclusions

UWB technology is a promising candidate for the physical layer of future wireless sensor networks. The large bandwidth enables reliable short-range communication in harsh propagation environments as well as localization and imaging. In particular, non-coherent UWB communication is the method-of-choice for low complexity, low power and low cost systems. A smart implementation of non-coherent UWB is the generalized energy detection receiver. Its advantages are the robustness to channel variations and the low complexity analog implementation, which does not require high rate sampling of the receive signal. In this thesis, we contribute to communication, localization, and imaging for UWB sensor networks with generalized energy detection receivers. In summary, we draw the following conclusions.

Result 1. Communication in UWB sensor networks benefits from a priori CSI.

This is the conclusion of the first part, where we develop a framework for the optimization of UWB communication in sensor networks with a priori channel information. We introduce location-aware communication, i.e. the transceiver is adapted to the multipath channel conditions depending on the position of the sensor node. In particular, we consider generalized energy detection receivers with pulse position modulation. Conventionally, these receivers show moderate detection performance and are vulnerable to narrowband interference. Therefore, we derive transmitter and receiver optimization schemes based on the Signal-to-Interference-plus-Noise-Ratio (SINR): First, we present the SINR optimization based on full channel knowledge. A priori CSI is then incorporated by means of a statistical channel model that depends on the position of the sensor node. Performance evaluation based on a simple channel model is used to give insight about the fundamental behavior of the derived optimization schemes. Moreover, an extensive performance evaluation with channel data from a
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rich scattering environment proves that location information can improve the data transmission and helps to successfully suppress narrowband interference. Performance gains of 2 to 5 dB compared to conventional energy detection can be obtained.

In the next step, we consider multiuser precoding for the downlink of UWB sensor networks, i.e. communication from a central unit to many sensor nodes. In harsh propagation environments, the detection performance strongly suffers from inter-symbol interference due to multipath, which substantially limits the data rate or requires expensive receiver post-processing. To overcome this problem, we propose a novel precoding scheme to transmit to several nodes simultaneously. This way the sum data rate can be increased, while low complexity of sensor nodes is maintained. First, precoding optimization is derived for this setup based on full channel state information, where we maximize the minimum signal quality over all nodes. In a second step, optimization is extended to statistical channel knowledge, which depends on the position of the nodes. Performance evaluation shows that multiple nodes can efficiently be served simultaneously. Only marginal increase in transmit power is necessary compared to time-multiplexing.

Result 2. UWB position estimation benefits from a priori CSI.

This conclusion is drawn in the second part of this thesis, which studies localization in UWB sensor networks. In particular, we consider range-based position estimation and focus on the timing estimation of the receive signal. Standard timing estimation algorithms are not applicable for sensor self-localization due to stringent requirements on complexity and power consumption of the receiver. Therefore, we derive the maximum likelihood timing estimation for the generalized energy detection receiver with a priori channel knowledge. We show that the estimation accuracy can be improved by using the exact marginal PDF of the energy detector output under the assumption that the channel impulse response is a Gaussian random process. This requires only the mean and the covariance matrix of the channel to be known at the receiver. Furthermore, we systematically derive low-complexity timing estimation algorithms from approximations of the exact PDF. Performance evaluation based on a channel model and measurements quantifies the accuracy of the proposed algorithms and shows that ranging with centimeter precision can be achieved at the low complexity sensor nodes.

Additionally, we propose spectral timing estimation at the generalized energy detector output, which can be implemented with lowest complexity and power consumption. The advantage of this approach is that it uses no high-speed ADC and requires only low sampling rates for the digital processing. Besides the basic idea to apply spectral timing estimation at the energy detector output, the main contribution is the analysis of this estimator under
multipath propagation. We show that this system benefits from resolvability of multipath components due to a large signaling bandwidth and draw a comparison to narrowband phase estimation. Performance analysis of the proposed estimator yields an accuracy of up to 20 cm in strong multipath environments.

**Result 3. Use UWB radar image to generate vicinity based a priori CSI.**

In the third part of this thesis, we introduce radar imaging based multipath prediction as a method to generate the *a priori* CSI. This establishes an efficient way to obtain the relationship between the position and the channel characteristics. A set a training data with measured channel impulse response is sufficient generate a map of the surrounding propagation environment. The knowledge of the reflecting and scattering objects is used to predict the channel impulse response for arbitrary positions. We propose a low-complexity imaging algorithms and show that impulse responses can be predicted with high accuracy. We demonstrate and verify the radar imaging based multipath delay prediction in a defined anechoic chamber environment and prove that the vicinity based *a priori* CSI can successfully improve location-aware UWB communication.

To demonstrate radar imaging multipath prediction in typical sensor network environments, we discuss two advanced channel measurement systems. Both are designed to facilitate the verification and benchmark of joint UWB communication, localization and imaging algorithms, whereas one aims for high-precision and the other for low-cost/high-speed measurements. Finally, an extensive measurement campaign in an office environment enables us to quantify the gains of synergetic communication and localization in a UWB sensor networks. Selected performance results are presented to prove the feasibility of imaging-based multipath prediction and its use for localization and location-aware communication.

### 9.2 Outlook on Future Research

In this thesis, we provide a framework for communication and localization in UWB sensor networks. We deliver a family of algorithms to optimize data transmission, to improve short range position estimation, to sense the environment and thus provide channel knowledge by multipath prediction. This toolbox aims to provide insights and guidelines for the designer of future UWB sensor networks. However, further research is necessary before this technology becomes ready for the market. Additionally, we see great potential for further research and innovations in the fascinating field of UWB communication, localization, and imaging. Therefore, in the following we give a brief overview on open topics, which the author considers as the most relevant and interesting.
Integrated circuit design: While signal processing and the specifics of UWB communication are well-investigated in theory, it is also important to develop suitable hardware in order to support the large bandwidth of UWB technology. Today’s RF microelectronics design focuses on mixed-signal circuits for conventional narrowband systems. Additional research is necessary to improve the analysis, design and optimization of integrated UWB technology. The large bandwidth makes high demands on analog components such as filters, amplifiers and mixers. In particular, the digital processing with very high sampling rates requires high complexity and power consumption with standard semiconductor technologies and devices. To circumvent this problem, we propose to use the generalized energy detection receiver. With further research on the chip design for UWB, we expect promising implementations of this receiver that can meet the stringent requirements of wireless sensor networks.

Localization: We expect a high demand and profitable future market for high definition localization with UWB technology. UWB localization systems can be implemented with low costs and are a key-enabler for a variety of leading-edge innovations and smart products. The unique feature of multipath robustness makes UWB localization to one of the most promising applications of UWB technology. Besides the implementation of the well-known algorithms, we expect a high potential for further research in the area of UWB localization. In particular, we consider the design and analysis of cooperative localization schemes as relevant and interesting. Today, most position estimation approaches are restricted to hierarchic networks with anchors and agents. However, many open issues arise for relative positioning in large networks without infrastructure. Distributed localization in systems without anchors is a research topic that can disruptively improve the practicability and accuracy of UWB localization. Future research should optimize strategies and algorithms for cooperative localization maximizing the availability and accuracy while minimizing the complexity and required number of transmissions or range measurements.

Communication: Today’s research on UWB sensor networks aims to achieve coverage with low complexity, low power and low costs sensor nodes. In the future, we expect a large increase in node density and data traffic. The growing number of nodes requires further means to manage the interfering data transmissions that will limit the network performance. Therefore, further research on UWB sensor networks should consider multiuser communication as well as cooperative strategies. In particular, the combination of powerful transmission schemes with stringent requirements on complexity and power consumption bears the highest potential for seminal innovations.

Imaging: A crucial part of the sensing of the propagation environment is the applied imaging algorithms. The exact solution of the wave equations requires tremendous complexity
and is impractical for the implementation. Therefore, it is important to find good trade-offs between complexity and performance. We believe that the radar imaging based multipath prediction can be improved by more accurate imaging algorithms, which are too complex for today’s implementation. A promising approach to circumvent this problem could be object recognition or to include further a priori knowledge to simplify the prediction of multipath. Additionally, motion models should be taken into account to track the changes of the environment.

Besides the fundamental research, we believe that application-specific innovations and products will lead to the breakthrough of UWB technology. During the course of this thesis, we considered different applications, which can strongly benefit from UWB technology. In the following, we give a list of some applications that are very promising in the author’s view.

**Body Area Networks:** UWB technology enables human motion tracking with high accuracy and low costs. UWB transceivers included in clothes can be used to analyze the movement and the posture of the body, see e.g. [47]. Furthermore, radar-imaging based tracking of the multipath delays facilitates fall detection for elderly or athletes, see [95].

**Security System:** UWB distance bounding is a technology to enable secure localization. This is of major importance for access control and authentication. Conventional narrowband systems are vulnerable to relaying attacks [125]. The short pulses of UWB enable RTT measurements with very short delays to establish a tight upper bound on the distance measurement, see [48].

**Industrial sensor networks:** UWB communication facilitates sensor data transmission in harsh propagation environments with large metallic objects or sealed areas. Therefore, UWB is perfectly suited for machine and engine telemetry and can be used e.g. in ship’s engines to collect data from temperature or pressure sensors. The advantage is the easy installation and maintenance free operation. In combination with localization the sensors can be replaced without reprogramming.

**Machine tools:** Non-coherent UWB communication has great potential for the wireless data transmission in machine tools. Conventional, it is very difficult to transfer sensor data from fast moving parts in CNC machines such as drills or lathes. This can be solved by non-coherent UWB impulse radio due to its robustness to channel variations, small size and low power consumption.
A Derivation of (6.14)-(6.16)

Expression (6.14) and (6.16): Let \( \gamma \sim U[0, T] \) and \( BT \in \mathbb{N} \), then

\[
E \left[ \sin \left( \frac{2\pi \gamma}{T} \right)^2 \right] = E \left[ \sin (\pi \gamma B)^2 \right] = \int_0^T \frac{1}{T} \sin \left( \frac{2\pi \gamma}{T} \right)^2 \, d\gamma = \frac{1}{T} \left[ \frac{\gamma}{2} - \frac{T \sin \left( \frac{4\pi \gamma}{T} \right)}{8\pi} \right]_0^T = \frac{1}{2}
\]

Expression (6.15): Let \( \gamma_n \sim U[0, T] \), \( \gamma_m \sim U[0, T] \) i.i.d. and \( BT \in \mathbb{N} \), then

\[
I_{n,m} = E \left[ \left( \frac{\sin \left( \pi (\gamma_n + \gamma_m) / T \right) \sin \left( \pi (\gamma_n - \gamma_m) / T \right)}{\sin \left( \pi (\gamma_n - \gamma_m) / T \right)} \right)^2 \right]
= \int_{-\infty}^\infty \int_{-\infty}^\infty p_{\gamma_n, \gamma_m}(\gamma_n, \gamma_m) \left( \frac{\sin \left( \pi (\gamma_n + \gamma_m) / T \right) \sin \left( \pi (\gamma_n - \gamma_m) / T \right)}{\sin \left( \pi (\gamma_n - \gamma_m) / T \right)} \right)^2 \, d\gamma_n d\gamma_m
= \frac{1}{T^2} \int_0^T \int_0^T \left( \frac{\sin \left( \pi (\gamma_n + \gamma_m) / T \right) \sin \left( \pi (\gamma_n - \gamma_m) / T \right)}{\sin \left( \pi (\gamma_n - \gamma_m) / T \right)} \right)^2 \, d\gamma_n d\gamma_m,
\]

where we used \( p_{\gamma_n, \gamma_m}(\gamma_n, \gamma_m) = p_{\gamma_n}(\gamma_n) p_{\gamma_m}(\gamma_m) = \frac{1}{T^2} \) for \( 0 \leq \gamma_n \leq T \) and \( 0 \leq \gamma_m \leq T \).

With the substitution

\[
x = \frac{\pi}{T} (\gamma_n - \gamma_m) \\
y = \frac{\pi}{T} (\gamma_n + \gamma_m) \iff \gamma_n = \frac{T}{2\pi} (x + y) \quad \gamma_m = \frac{T}{2\pi} (y - x)
\]

and

\[
|J| = \left| \frac{\partial \gamma_n}{\partial x} \frac{\partial \gamma_m}{\partial y} - \frac{\partial \gamma_n}{\partial y} \frac{\partial \gamma_m}{\partial x} \right| = \frac{T^2}{2\pi^2},
\]
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we find

\[ I_{n,m} = \frac{1}{2\pi^2} \int_{y=0}^{\pi} \int_{x=-y}^{y} \frac{\sin^2(y) \sin^2(BT x)}{\sin^2(x)} \, dx \, dy \]

\[ + \frac{1}{2\pi^2} \int_{y=-\pi}^{2\pi-y} \int_{x=-2\pi+y}^{2\pi-y} \frac{\sin^2(y) \sin^2(BT x)}{\sin^2(x)} \, dx \, dy \]

\[ = \frac{2}{\pi^2} \int_{y=0}^{\pi} \int_{x=0}^{y} \frac{\sin^2(y) \sin^2(BT x)}{\sin^2(x)} \, dx \, dy. \]

The last line follows from periodicity of the integrand. The integral over \( x \) computes to

\[ \int_{x=0}^{\pi} \frac{\sin^2(BT x)}{\sin^2(x)} \, dx = \sum_{n=1}^{BT} y + \frac{BT-n}{n} \sin(2ny), \quad \text{for } BT \in \mathbb{N} \]

This can be shown as follows:

\[ \frac{\partial}{\partial y} \left( \sum_{n=1}^{K} y + \frac{K-n}{n} \sin(2ny) \right) \]

\[ = \sum_{n=1}^{K} 1 + 2(K-n) \cos(2ny) \]

\[ = \frac{1 - \cos(2y)}{2\sin^2(y)} \sum_{n=1}^{K} 1 + 2(K-n) \cos(2ny) \]

\[ = \frac{1}{2\sin^2(y)} \sum_{n=1}^{K} 1 - \cos(2y) + 2(K-n) \cos(2ny) - 2(K-n) \cos(2ny) \cos(2y) \]

\[ = \frac{1}{2\sin^2(y)} \left( K - K \cos(2y) + \sum_{n=1}^{K} 2(K-n) \cos(2ny) \right. \]

\[ - \sum_{n=1}^{K} (K-n) \cos(2(n-1)y) - \sum_{n=1}^{K} (K-n) \cos(2(n+1)y) \]

\[ = \frac{1}{2\sin^2(y)} \left( K - K \cos(2y) + \sum_{n=1}^{K} 2(K-n) \cos(2ny) \right. \]

\[ - \sum_{n=0}^{K-1} (K-n-1) \cos(2ny) - \sum_{n=2}^{K+1} (K-n+1) \cos(2ny) \]
\[
\begin{align*}
&= \frac{1}{2 \sin^2(y)} \left( K - K \cos(2y) + \sum_{n=1}^{K} 2(K-n) \cos(2ny) \right. \\
&\quad - (K-1) - \cos(2Ky) - \sum_{n=1}^{K} (K-n-1) \cos(2ny) \\
&\quad + K \cos(2y) - \sum_{n=1}^{K} (K-n+1) \cos(2ny) \bigg) \\
&= \frac{1}{2 \sin^2(y)} \left( 1 - \cos(2Ky) + \sum_{n=1}^{K} \left[ 2(K-n) - (K-n-1) - (K-n+1) \right] \cos(2ny) \right) \\
&= \frac{1 - \cos(2Ky)}{2 \sin^2(y)} \\
&= \frac{\sin^2(Ky)}{\sin^2(y)}
\end{align*}
\]

Finally, we have

\[
I_{n,m} = \frac{2}{\pi^2} \int_{y=0}^{\pi} \sin^2(y) \left( \sum_{n=1}^{BT} y + \frac{BT-n}{n} \sin(2ny) \right) dy
\]

\[
= \frac{2BT}{\pi^2} \int_{y=0}^{\pi} y \sin^2(y) dy + \frac{2}{\pi^2} \sum_{n=1}^{BT} \frac{BT-n}{n} \int_{y=0}^{\pi} \sin^2(y) \sin(2ny) dy
\]

\[
= \frac{2BT}{\pi^2} \left[ \frac{y^2}{4} - \frac{1}{8} \cos(2y) - \frac{1}{4} y \sin(2y) \right]_{y=0}^{\pi}
\]

\[
= \frac{2BT \pi^2}{\pi^2} \frac{2}{4} = \frac{BT}{2}.
\]
**Acronyms**

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADC</td>
<td>analog-to-digital converter</td>
</tr>
<tr>
<td>AoA</td>
<td>angle of arrival</td>
</tr>
<tr>
<td>APDP</td>
<td>average power delay profile</td>
</tr>
<tr>
<td>AWG</td>
<td>arbitrary waveform generator</td>
</tr>
<tr>
<td>AWGN</td>
<td>additive white Gaussian noise</td>
</tr>
<tr>
<td>BER</td>
<td>bit error rate</td>
</tr>
<tr>
<td>BPPM</td>
<td>binary pulse position modulation</td>
</tr>
<tr>
<td>CDF</td>
<td>cumulative distribution function</td>
</tr>
<tr>
<td>CH</td>
<td>cluster head</td>
</tr>
<tr>
<td>CIR</td>
<td>channel impulse response</td>
</tr>
<tr>
<td>CSI</td>
<td>channel state information</td>
</tr>
<tr>
<td>DGPS</td>
<td>differential GPS</td>
</tr>
<tr>
<td>DSO</td>
<td>digital sampling oscilloscope</td>
</tr>
<tr>
<td>ED</td>
<td>energy detector</td>
</tr>
<tr>
<td>FFT</td>
<td>fast Fourier transform</td>
</tr>
<tr>
<td>FPGA</td>
<td>field programmable gate array</td>
</tr>
<tr>
<td>GNSS</td>
<td>global navigation satellite system</td>
</tr>
<tr>
<td>i.i.d.</td>
<td>independent and identically distributed</td>
</tr>
<tr>
<td>IP3</td>
<td>third order intercept point</td>
</tr>
<tr>
<td>IPDP</td>
<td>instantaneous power delay profile</td>
</tr>
<tr>
<td>IQ</td>
<td>in-phase and quadrature</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------------------------------</td>
</tr>
<tr>
<td>IR</td>
<td>impulse radio</td>
</tr>
<tr>
<td>ISI</td>
<td>inter-symbol interference</td>
</tr>
<tr>
<td>LNA</td>
<td>low-noise amplifier</td>
</tr>
<tr>
<td>LOS</td>
<td>line-of-sight</td>
</tr>
<tr>
<td>LTI</td>
<td>linear time invariant</td>
</tr>
<tr>
<td>m-sequence</td>
<td>maximum length sequence</td>
</tr>
<tr>
<td>MEMS</td>
<td>microelectromechanical systems</td>
</tr>
<tr>
<td>ML</td>
<td>maximum likelihood</td>
</tr>
<tr>
<td>NLOS</td>
<td>non-line-of-sight</td>
</tr>
<tr>
<td>OFDM</td>
<td>orthogonal frequency-division multiplexing</td>
</tr>
<tr>
<td>OOK</td>
<td>on-off-keying</td>
</tr>
<tr>
<td>PCB</td>
<td>printed circuit board</td>
</tr>
<tr>
<td>PDF</td>
<td>probability density function</td>
</tr>
<tr>
<td>PDP</td>
<td>power delay profile</td>
</tr>
<tr>
<td>PN</td>
<td>pseudo noise</td>
</tr>
<tr>
<td>RF</td>
<td>radio frequency</td>
</tr>
<tr>
<td>RMS</td>
<td>root mean square</td>
</tr>
<tr>
<td>RMSE</td>
<td>root mean square error</td>
</tr>
<tr>
<td>RSS</td>
<td>received signal strength</td>
</tr>
<tr>
<td>RTT</td>
<td>round trip time</td>
</tr>
<tr>
<td>RX</td>
<td>receiver</td>
</tr>
<tr>
<td>SAR</td>
<td>synthetic aperture radar</td>
</tr>
<tr>
<td>SINR</td>
<td>signal-to-interference-plus-noise-ratio</td>
</tr>
<tr>
<td>SN</td>
<td>sensor node</td>
</tr>
<tr>
<td>SNR</td>
<td>signal-to-noise ratio</td>
</tr>
<tr>
<td>TDMA</td>
<td>time division multiple access</td>
</tr>
<tr>
<td>ToA</td>
<td>time of arrival</td>
</tr>
<tr>
<td>TX</td>
<td>transmitter</td>
</tr>
<tr>
<td>Acronyms</td>
<td>Description</td>
</tr>
<tr>
<td>----------</td>
<td>---------------------------</td>
</tr>
<tr>
<td>UWB</td>
<td>ultra-wideband</td>
</tr>
<tr>
<td>VLSI</td>
<td>very-large-scale integration</td>
</tr>
</tbody>
</table>
Notation

\( a \) \quad \text{column vector}

\( A \) \quad \text{matrix}

\([A]_{i,j}\) \quad (i,j)-\text{th element of matrix } A

\([A]_{n:m,k:l}\) \quad \text{submatrix of } A \text{ formed by rows } n \text{ to } m \text{ and columns } k \text{ to } l

\text{arg}(z) \quad \text{phase angle of complex number } z

\( c_0 \) \quad \text{speed of light in air} \ (\approx 299702547 \text{ m/s})

\ast \quad \text{convolution}

\text{diag}(a) \quad \text{diagonal matrix with the vector } a \text{ on its diagonal}

\( \delta(t) \) \quad \text{Dirac delta function}

\( \mathbb{E}[\cdot] \) \quad \text{expectation operator}

\( \nabla_x \) \quad \text{gradient vector with respect to } x

\odot \quad \text{Hadamard product}

\( H_x \) \quad \text{Hessian matrix with respect to } x

\( \mathbb{I}_N \) \quad \text{identity matrix of dimension } N

\( \text{Im}\{z\} \) \quad \text{imaginary part of complex number } z

\([a,b]\) \quad \text{closed interval of real numbers between } a \text{ and } b

\( j \) \quad \sqrt{-1}

\otimes \quad \text{Kronecker product}
**Notation**

\( \lambda_{\text{max}} \{ A, B \} \)  generalized principle eigenvalue of matrix \( A \) and \( B \), i.e. the generalized eigenvalue of largest magnitude

**arg max** maximizing argument of a function or set

**arg min** minimizing argument of a function or set

\( \mathbb{N} \) set of natural numbers

\( \| \cdot \|_1 \) \( \ell_1 \)-norm, sum of the absolute values

\( \| \cdot \| \) \( \ell_2 \)-norm, Euclidean norm

\( \mathcal{N}(\mu, \sigma^2) \) Normal distribution with mean \( \mu \) and variance \( \sigma^2 \)

\( \pi \) constant Pi (\( \approx 3.14159 \))

\( \Pr[\cdot] \) probability of an event

\( \Pr[\cdot|\cdot] \) conditional probability of an event

\( Q(x) \) \( \frac{1}{2} \text{erfc} \left( \frac{x}{\sqrt{2}} \right) \), where \( \text{erfc}(\cdot) \) denotes the complementary error function

\( \mathbb{R} \) set of real numbers

\( \text{sinc}(x) \) \( \frac{\sin(\pi x)}{\pi x} \)

\( T_p \) pulse repetition period

\( T_{\text{ppm}} \) time shift of the pulse for BPPM, usually \( T_{\text{symb}}/2 \)

\( T_{\text{symb}} \) symbol duration

\( \cdot^T \) transpose of a matrix or vector

\( \text{Tr}[A] \) sum of diagonal elements of matrix \( A \)

\( \mathcal{U}(a, b) \) continuous uniform distribution in the interval \([a, b]\)

\( \text{Var}[\cdot] \) variance of a random variable

\( \mathbf{v}_{\text{max}} \{ A \} \) principle eigenvector of matrix \( A \), i.e. the eigenvector corresponding to the eigenvalue of largest magnitude
\( \nu_{\text{max}} \{ A, B \} \) generalized principle eigenvector of matrix \( A \) and \( B \), i.e. the generalized eigenvector corresponding to the generalized eigenvalue of largest magnitude

\( Z \) set of integers
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