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”Well we knowwhatmakes the flowers grow – but we don’t knowwhy
Andwe all have the knowledge of DNA – but we still die
We perch so thin and fragile here upon the land
And the earth that moves beneath us, we don’t understand”

– (Sullivan/Heaton/Harris) 1987



”This is a jigsaw puzzle.”
”It’s broken.”
”That’s the object. You are supposed to put it together.”
”Why? I didn’t break it.”

–Alf, Strangers In The Night 1986
(die Nacht in der die Pizza kam)

”soll ich jetzt den knaller zünden?”
”zünd den knaller!”
pöff

”irre!”
–Die Ärzte, 13 – Angeber 1998

“Après la pluie viendra le beau temps.”
– le devin, Asterix 1972
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Summary

Changes in the climate can threaten important ecosystem services, for example by entailing changes in for-
est compositions or in the distribution of forested areas. To be able to mitigate or adapt to such changes, it
is important to understand the dynamics of forests. Forest dynamics are often studied with dynamic vegeta-
tion models (DVMs). DVMs simulate vegetation dynamics (and particularly tree species dynamics) over time
and generally contain representations of those processes considered to be most important for this purpose,
namely establishment, growth and mortality, driven by climatic influences and competitive interactions. In
addition to these processes, different DVMs include representations of several further aspects. Which aspects
are represented, and on which scales a DVM can be applied (e.g. with which cell size, i.e. spatial grain, and with
howmany cells, i.e. spatial extent), is not only connectedwith the research question of a study, but also strongly
connectedwith the associated computational costs. Studieswith a large spatial extent, for example, aremostly
conductedwith a coarse spatial grain andwith the assumption of a general availability of seeds of all simulated
species, instead of simulating the dispersal of seeds (see Chapter 1).

In a changing climate, however, the assumption of a general availability of seeds is not adequate, because
different species react in different ways and with different paces to climatic changes. Particularly, the geo-
graphic adaptation of different species will neither be immediate nor synchronous, but will depend on the dif-
ferent species traits, as well as on various small scale processes and environmental influences. It would there-
fore be desirable to simulate tree species migration explicitly, thus, to represent those small scale processes
and environmental influences in a DVM, which have an important influence onmigration. For simulations with
large spatial extents, however, such an explicit representation creates the need to reduce computational cost.
Reductions in computational costs are often accomplished with upscaling methods that are used to coarsen
the spatial, temporal or thematic resolution of amodel or to simplify single aspects represented in amodel. Up-
scaling methods are used in the construction and in the application of DVMs, and in Chapter 1 I suggest that it
might not have been sufficiently tested whether previously applied, well-established upscalingmethods influ-
ence simulatedmigration outcomes. Furthermore, I argue that upscaling methods which replace a fine spatial
resolutionwith a coarse spatial resolution can cause problemswhen simulatingmigration explicitly, due to the
reduced possibility to represent important small scale processes and environmental influences. Therefore, the
aims ofmy studies were: (1) to test influences of previously applied upscalingmethods on simulatedmigration
outcomes and, if required, to suggest improvements, and (2) to develop and apply a new upscaling method
which allows reducing computational costs, but neverthelessmaintains the fine spatial resolution of themodel
it is applied to.

As a base model for my studies I selected the forest-landscape model TreeMig, which already allows for
an explicit simulation of migration, since it contains representations of several underlying processes, namely
seed dispersal, establishment, maturation and seed production. In order to test the influence of upscaling
methods on simulated migration outcomes, I developed a test application with a realistic migration situation
(Chapter 2). This test applicationdescribes the northwardsmigrationofOstrya carpinifolia Scop. (EuropeanHop
Hornbeam) through a 210 km x 70 km sized transect, which encloses parts of the climatically heterogeneous
and spatially fragmented Swiss Alps. I selected this migration situation because I assumed that approximation
errors, resulting from the application of upscaling methods, would particularly become apparent in a critical
heterogeneous situation. With this test application I investigated effects on simulated migration outcomes of
two upscalingmethods, previously applied in the construction and application of TreeMig, as well as effects on
migration outcomes of the new method that I developed and implemented with TreeMig. The first upscaling
method I examined (Chapter 3) was a change in the representation of local populations in the simulated grid
cells. TreeMig has been derived from a forest gap model, i.e. from a single-stand model. To reduce the com-
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putational costs associated with a spatially explicit representation, formerly separately simulated individuals
in a grid cell, were aggregated to population densities, which is a commonly applied upscaling method. Sub-
sequently, test simulations were conducted to investigate the effect of this aggregation on locally simulated
species compositions, but not on simulated migration outcomes. In order to investigate potential influences
on simulated migration outcomes, I implemented a minimum population density threshold in TreeMig and
compared simulation results of the test application with different thresholds and without a threshold. I was
able to demonstrate that, if simulated without a threshold, O. carpinifolia unrealistically crossed the Alps with
infinitesimal population densities (less than one thousandth individual per grid cell). I concluded that mini-
mumpopulation density thresholds are appropriate and required to correct this side-effect of the upscaling by
aggregating individuals to population densities, when migration is simulated explicitly (Chapter 3).

In the subsequent study I investigated whether simplifications in the spatial or temporal representation
of interannual climate fluctuations influence simulated migration outcomes (Chapters 3 and 4). Such simplifi-
cations are commonly applied when climate time series are interpolated or extrapolated for simulations with
DVMs and can be regarded as upscalings because they, for example, reduce computational costs by avoiding
the simulation of stochastic replicates. In Chapter 3 I compared outcomes of the test application from simula-
tions with common simplifications of the temporal representation of climate fluctuations, namely the steady
application of mean values, cyclic repetitions of a given base climate and the application of single stochas-
tically generated climate time series. With this comparison, I was able to show that different simplifications
can lead to notably differing migration outcomes, which means that the actual chronology of climatic fluc-
tuations can influence migration outcomes. I concluded that multiple simulations with stochastically gener-
ated climate time series are recommendable when migration is simulated explicitly (Chapter 3). In Chapter 4
I investigated how simulation outcomes are influenced, when spatial correlations in the climate fluctuations
are neglected, which is what has been done in extrapolations of climate time series in previous studies with
TreeMig. For this investigation I implemented a simple extrapolationmethod in TreeMig, which conserves spa-
tial correlations in climatic fluctuations, and I compared outcomes of simulations of the test application with
andwithout conservation of the spatial correlations. This comparison demonstrated that spatial correlations in
climatic fluctuations can entail spatial correlations in the simulated biomass, which cannot be generatedwhen
the spatial correlations in the climatic fluctuations are neglected. I furthermore showed that neglecting spatial
correlations causes an unrealistic invariance of the simulated biomass over time and among simulations with
stochastically generated climate time series. To be able to systematically investigate how migration outcomes
are influenced, I developed a cellular automaton with a simplified representation of migration processes. Sim-
ulations with this cellular automaton revealed that spatial correlations in climatic fluctuations can have strong
influences on simulated migration outcomes (Chapter 4).

In Chapters 5 and 6 I introduced a new upscaling method which I developed in the course of my studies,
described its implementation in TreeMig and presented the results of different test applications, which I con-
ducted to investigate the performance of themethod. The underlying idea of the proposed upscalingmethod
is to conduct simulations on two different layers. The first layer consists of the grid of the original model and
the second layer is a new layer used to aggregate grid cells with similar climate conditions and similar species
abundances for calculations of certain processes. Which cells are aggregated is thereby dynamically deter-
mined during runtime to be able to account for changes in the species abundances caused by processes that
are simulated on the first layer. Due to the underlying idea I named the method the dynamic two-layer classi-
fication (D2C) concept. In order to apply the D2C concept to a model, the processes represented in the model
are divided into spatial and non-spatial processes. Spatial processes are those processes which require infor-
mation on the position of a grid cell relative to other grid cells. Such spatial processes are simulated on the first
layer, i.e. for all grid cells, while non-spatial processes are simulated on the second layer, i.e. collectively for sim-
ilar grid cells. In TreeMig, the dispersal of seeds amongst different grid cells is the only spatial process. Other
processes were therefore assigned to the second layer in the implementation of the D2C concept in TreeMig
(TreeMig-2L). Thus, in simulations with TreeMig-2L grid cells with similar climate conditions and species abun-
dances are aggregated for calculations of non-spatial processes, whereby changes in the species abundances
resulting from seed dispersal amongst grid cells are dynamically accounted for. To investigate the performance
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of TreeMig-2L, I compared outcomes of and the CPU-time required for simulations with the original TreeMig
implementation and TreeMig-2L. These comparisons showed that TreeMig-2L can lead to a notable reduction
in CPU-times (up to 85% in the conducted studies) with small to moderate approximation errors (80-90% sim-
ilarity to simulations with the original TreeMig implementation). Furthermore, simulations of the main test
application demonstrated that the migration of O. carpinifolia was accurately reproduced in simulations with
TreeMig-2L (Chapter 6). I concluded that the D2C concept is an appropriate method to maintain small scale
representations of processes and climatic influences in essential situations but nevertheless allows reducing
computational costs.

In summary, my studies highlighted important requirements for the application of upscaling methods,
when tree species migration is simulated explicitly. I showed that the aggregation of individuals to popula-
tion densities creates the need to apply minimum density thresholds and I demonstrated the importance for
an accurate representation of the spatiotemporal heterogeneity in the driving climate time series. These results
underlined the need for studies, such as the presented ones, that investigate how applied upscaling methods
influence simulated migration outcomes. Furthermore, the results also underlined that an upscaling method
should maintain small scale representations of processes and climatic influences in a migration situation. With
the D2C concept I presented such a method which maintains small scale representations but nevertheless al-
lows reducing computational costs by aggregating calculations in situations which either cause no or at least
less influential differences in the simulation outcomes. I demonstrated the applicability of the D2C concept
with the implementation of TreeMig-2L, and I am convinced that the D2C concept has potential for further
model development beyond the presented TreeMig-2L implementation (see Chapter 1).
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Zusammenfassung

Klimaänderungen können wichtige Ökosystemleistungen bedrohen, beispielsweise dadurch, dass sie zu Än-
derungen vonWaldzusammensetzungen oder dem Vorkommen von bewaldeten Flächen führen. Um solchen
Änderungen entgegenwirken zu können oder sich ihnen anzupassen, ist es wichtig, die Dynamik in Wäldern
zu verstehen. Um die Dynamik vonWäldern zu studieren, werden oft dynamische Vegetationsmodelle (DVMs)
verwendet. DVMs simulieren Vegetationsdynamiken über die Zeit und beziehen generell die hierzu als am
wichtigsten angesehenen Prozesse mit ein, nämlich Wachstum, Etablierung und Mortalität, unter Einfluss
von Konkurrenz und klimatischen Bedingungen. Zusätzlich zu diesen Prozessen werden in unterschiedlichen
DVMs verschiedene weitere Aspekte abgebildet. Welche Aspekte abgebildet werden und für welche Anwen-
dungsskala ein DVM verwendet wird (z.B. Größe der Gitterzellen, also die räumliche Auflösung, und Anzahl
der Gitterzellen, also die räumliche Ausdehnung) ist nicht nur von der Forschungsfrage abhängig, sondern
hängt unter anderem auch stark vom den entstehenden Berechnungskosten ab. So wird aufgrund der Berech-
nungskosten in Modellstudien mit großer räumlicher Ausdehnung in der Regel mit einer groben räumlichen
Auflösung gerechnet und von einer allgemeinen Verfügbarkeit von Samen jeder simulierten Art ausgegangen,
anstatt die Verbreitung von Samen explizit zu simulieren (siehe Kapitel 1).

Die Annahme der allgemeinen Samenverfügbarkeit ist allerdings unzureichend, da nicht alle Arten auf die
gleiche Weise auf Klimaänderungen reagieren. Im Besonderen wird auch die geographische Adaption einzel-
ner Arten auf unterschiedliche Weise und mit unterschiedlichen Geschwindigkeiten vonstatten gehen, ab-
hängig von den Artmerkmalen und unter Einwirkung vieler kleinräumiger Prozesse und Umwelteinflüsse. Da-
her ist eswünschenswert, Migration explizit zu simulieren, d.h. die fürMigration grundlegenden kleinräumigen
Prozesse und Umwelteinflüsse direkt imModell dazustellen. Für großräumige Anwendungen ist hierfür allerd-
ings eine Reduktion der Berechnungskosten notwendig. Reduktionen in den Berechnungskostenwerden häu-
fig dadurch erreicht, dass die zeitliche, räumliche oder thematische Darstellung von Aspekten der Realität im
Modellmit Hilfe sogenanntenUpscaling-Verfahren vereinfacht oder vergröbertwird. Upscaling-Verfahrenwer-
den in der Konstruktion und auch in der Anwendung von DVMs eingesetzt und in Kapitel 1 argumentiere ich,
dass für bereits in DVMs eingesetzte, etablierte Verfahren häufig nicht hinreichend getestet wurde, wie sie sich
auf simulierte Migration auswirken. Des Weiteren führe ich aus, dass Verfahren, welche die kleinskalige räum-
liche Auflösung durch eine gröbere räumliche Auflösung ersetzen, für die Simulation vonMigration problema-
tisch sein können, da siewichtige kleinräumige Prozesse undUmwelteinflüsse nicht hinreichend abbilden kön-
nen. Die Ziele meiner Arbeit waren daher, etablierte Upscaling-Verfahren auf ihre Auswirkung auf simulierte
Migration hin zu untersuchen und gegebenenfalls zu verbessern, sowie ein neues Upscaling-Verfahren zu en-
twickeln, das eine Reduktion der Berechnungskosten erlaubt, ohne die kleinskalige räumliche Auflösung mit
einer gröberen räumlichen Auflösung zu ersetzen.

Als Ausgangspunkt für meine Studien habe ich dasWald-Landschaftsmodell TreeMig gewählt, welches die
explizite Simulation vonMigration von Baumarten gestattet, da es grundlegende Prozesse beinhaltet, nämlich
Samenausbreitung, Etablierung, Reife und Samenproduktion. Um die Auswirkung von Upscaling-Verfahren
auf simulierte Migration hin zu untersuchen, habe ich in einer Vorstudie eine reale Migrationssituation her-
ausgearbeitet (Kapitel 2). Diese Migrationssituation beschreibt die nordwärts gerichtete Migration von Os-
trya carpinifolia Scop. (europäische Hopfenbuche) durch ein 210 km x 70 km großes Gebiet welches einen
Teil der Schweizer Alpen umschließt. Dieses Gebiet ist klimatisch sehr heterogen und räumlich stark frag-
mentiert. Ich habe diese Migrationssituation gewählt, da ich annahm, dass sich durch die Anwendung von
Upscaling-Verfahren bedingte Approximationsfehler besonders in einer entsprechend kritischenMigrationssi-
tuation zeigen würden. Anhand von Simulationen dieser Migrationssituation habe ich sowohl zwei Upscaling-
Verfahren, welche bei der Konstruktion und Anwendung von TreeMig verwendet wurden, als auch das vonmir
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Zusammenfassung

im Rahmen dieser Arbeit entwickelte und in TreeMig implementierte Upscaling-Verfahren untersucht.
Das erste untersuchte Upscaling-Verfahren (Kapitel 3) betraf eine Modifikation der Darstellung der lokalen

Population in den simulierten Gitterzellen. Ursprünglich wurde TreeMig aus einem Forest-Gap-Model,
d.h. einem Einzelstandortmodell, abgeleitet. Um die mit der räumlichen Darstellung verbundenen Berech-
nungskosten zu reduzieren, wurden Individuen, die im Gap-Model einzeln simuliert wurden, in TreeMig zu
Populationsdichten aggregiert, was ein oft verwendetes Upscaling-Verfahren darstellt. Anschließend wurde
zwar getestet, wie sich dieseAggregation auf die lokal simulierte Artzusammensetzung auswirkt, nicht aber, ob
die simulierte Migration beeinflusst wird. Um einen möglichen Einfluss auf die simulierte Migration zu testen,
habe ich einen Schwellwert in TreeMig implementiert, welcher eine Mindestgröße für die lokalen Populations-
dichten fordert. Anhand eines Vergleichs von Ergebnissen von Simulationen der Migrationssituation mit un-
terschiedlichen großen Schwellwerten und ohne einen Schwellwert konnte ich zeigen, dass O. carpinifolia die
Alpen in vielen der Simulationen ohne Schwellwert mit unrealistisch kleinen Populationsdichten durchquerte
(weniger als ein-Tausendstel Individuum pro Gitterzelle). Daraus habe ich gefolgert, dass die im Test verwen-
deten Schwellwerte geeignet und notwendig sind, um diesen Nachteil der Aggregation von Individuen zu
Populationsdichten zu beheben, wenn Migration explizit simuliert wird (Kapitel 3).

In der anschließenden Studie habe ich untersucht, wie sich Vereinfachungen der zeitlichen oder räum-
lichen Darstellung von jährlichen Klimafluktuationen auf simulierte Migration auswirken können (Kapitel 3
und 4). Solche Vereinfachungen werden häufig in der Interpolation und der Extrapolation von Klimazeitrei-
hen für Simulationen mit DVMs verwendet und können insofern als Upscaling angesehen werden, als dass
sie beispielsweise erhöhte Berechnungskosten durch stochastische Wiederholungen vermeiden. In Kapitel 3
habe ich SimulationsergebnissederMigrationssituation für verschiedene, häufig verwendeteVereinfachungen
der Darstellung zeitlicher Abfolgen von jährlichen Klimafluktuationen verglichen, und zwar die ausschließliche
Verwendung eines Mittelwertes, die zyklische Wiederholung einer bestimmten Klimazeitreihe und die Ver-
wendung einer einzelnen stochastisch erzeugten Klimazeitreihe. Dieser Vergleich ergab, dass diese unter-
schiedlichen Vereinfachungen von jährlichen Klimafluktuationen zu großen Unterschieden in den Simulati-
onsergebnissen führen können, und somit, dass die zeitliche Abfolge von Klimafluktuationen einen Einfluss
auf Migration haben kann. Daraus habe ich geschlossen, dass bei der expliziten Simulation von Migration
mehrfache Wiederholungen mit stochastisch erzeugten Klimazeitreihen durchgeführt werden sollten (Kapitel
3). In Kapitel 4 habe ich untersucht, wie sich die Vernachlässigung von räumlichen Korrelationen von Klimafluk-
tuationen, welche in vorherigen TreeMig Simulationen bei der Extrapolation von Klimazeitreihen angewendet
wurde, auf die Simulationsergebnisse auswirken kann. Hierfür habe ich ein einfaches Extrapolationsverfahren
in TreeMig implementiert, welches die räumlichen Korrelationen von Klimafluktuationen berücksichtigt und
habe die Ergebnisse von Simulationen der Migrationssituation mit und ohne räumliche Korrelationen ver-
glichen. Ich konnte zeigen, dass räumliche Korrelationen in den Klimafluktuationen zu räumlichen Korrela-
tionen der simulierten Biomasse führen, welche nicht erzeugt werden können, wenn die räumlichen Korrelati-
onen in den Klimafluktuationen vernachlässigt werden. Im Besonderen habe ich gezeigt, dass eine Vernachläs-
sigung von räumlichen Korrelationen zu einer unrealistischen Invarianz der simulierten Biomasse über die Zeit
und zwischen Wiederholungen mit stochastisch erzeugten Klimazeitreihen führt. Durch eine vereinfachende
Darstellung von Migrationsprozessen mit Hilfe eines von mir entwickelten Zellulären Automaten konnte ich
zudem zeigen, dass räumliche Korrelationen in den Klimafluktuationen eine starke Auswirkung auf simulierte
Migration haben können (Kapitel 4).

In Kapitel 5 und 6 habe ich das von mir im Rahmen dieser Arbeit entwickelte Upscaling-Verfahren
vorgestellt, beschrieben wie ich es in TreeMig implementiert habe und unterschiedliche Testsituationen
präsentiert, welche ich durchführte, umdie Performanz des Verfahrens zu untersuchen. Die zugrundeliegende
Idee des vorgeschlagenen Upscaling-Verfahrens ist, Simulationen auf zwei Ebenen durchzuführen, wobei die
Gitterzellendes ursprünglichenModells die erste Ebenebildenundeine zweite zusätzliche Ebenegenutztwird,
um Gitterzellen mit ähnlichen Klimabedingungen und ähnlicher Artenzusammensetzung für Berechnungen
bestimmter Prozesse zusammenzufassen. WelcheGitterzellen zusammengefasstwerden, soll dabei dynamisch
zur Laufzeit bestimmt werden, um Änderungen in der Artenzusammensetzung durch solche Prozesse berück-
sichtigen zu können, die auf der ersten Ebene berechnet werden. Daher auch der Name des Verfahrens: dy-
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Zusammenfassung

namic two-layer classification (D2C) Verfahren. Um das D2C Verfahren anzuwenden, werden die Prozesse des
Ausgangsmodells in räumlicheund nicht räumliche Prozesse aufgeteilt. Räumliche Prozesse sind solche, welche
Informationen über die räumliche Position einer Gitterzelle relativ zu anderen Gitterzellen benötigen. Diese
räumlichen Prozesse werden nach wie vor auf der ersten Ebene, also für alle Gitterzellen simuliert, während
nicht räumlichen Prozesse auf der zweiten Ebene simuliert werden, also gemeinsam für ähnliche Gitterzellen.
Der einzige räumliche Prozess in TreeMig ist die Verbreitung von Samen von Gitterzelle zu Gitterzelle, so
dass andere Prozesse in der Implementierungmit dem D2C Verfahren (TreeMig-2L) entsprechend der zweiten
Ebene zugeordnet wurden. In TreeMig-2L werden also solche Gitterzellen für die Berechnung von nicht räum-
lichen Prozessen zusammengefasst, welche ähnliche Klimabedingungen und eine ähnliche Artzusammenset-
zung haben, wobei Änderungen in der Artzusammensetzung durch die Samenverbreitung dynamisch berück-
sichtigt werden. Um die Effizienz von TreeMig-2L zu untersuchen habe ich Simulationsergebnisse und die
benötigte CPU-Zeit von Simulationenmit der ursprünglichen TreeMig Implementierung und von Simulationen
mit TreeMig-2L verglichen. Ich konnte zeigen, dass TreeMig-2L zu einer deutlichen Reduktion der CPU-Zeit
führen kann (bis zu 85% in den durchgeführten Studien) und es dabei nur zu geringen bis moderaten Approx-
imationsfehlern kommt (80-90% Ähnlichkeit zu den Simulationen mit der ursprünglichen TreeMig Implemen-
tierung). Im Besonderen wurde die Migration von O. carpinifolia in Simulationen der Migrationssituation sehr
akkurat dargestellt (Kapitel 6). Aus diesen Studien habe ich gefolgert dass das D2C Verfahren eine geeignete
Methode ist, kleinräumige Prozesse und Umwelteinflüsse in entscheidenden Situationen zu bewahren und
trotzdem die Berechnungskosten zu senken.

Zusammenfassend haben meine Studien wichtige Anforderungen für die Verwendung von Upscaling-
Verfahren für Modelle aufgezeigt, welche Migration explizit simulieren. Ich habe demonstriert, dass bei einer
Aggregation von Individuen zu Populationsdichten eineMindestgröße vorgeschriebenwerdenmuss, unddass
eine akkurate Darstellung der zeitlich räumlichen Heterogenität im Klima wichtig ist. Diese Resultate verdeut-
lichten, wie wichtig Studien wie die vorliegende sind, welche testen, wie sich verwendete Upscaling-Verfahren
auf die Simulation vonMigration auswirken. Zudem unterstreichen die Resultate, das ein Upscaling-Verfahren
kleinräumige Prozesse undUmwelteinflüsse inMigrationssituationen bewahren sollte. Mit demD2CVerfahren
habe ich eine solche Methode vorgestellt, die kleinräumige Prozesse und Umwelteinflüsse in Migrationssitu-
ationen bewahrt und trotzdem die Berechnungskosten senken kann, indem sie Berechnungen nur für solche
Situationen zusammenfasst, aus denen keine oder für die Simulationsergebnisse weniger entscheidende Ab-
weichungen resultieren. Mit der Implementierung von TreeMig-2L habe ich die Anwendbarkeit des D2C Ver-
fahrens demonstriert und ich bin davon überzeugt, dass das D2C Verfahren über die vorgestellte TreeMig-2L
Implementierung hinaus Potential für zukünftige Modellentwicklung bietet (siehe Kapitel 1).
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Chapter 1

Introduction and Synthesis

My Ph.D. thesis is a cumulative thesis comprising five manuscripts in its core. These manuscripts build upon
each other to study requirements and problems of model upscaling when simulating tree species migration
explicitly, and todevelop and implement an adaptive upscalingmethod. The fivemanuscripts constitute Chap-
ters 2 to 6. The current chapter, Chapter 1, presents the motivation of the study, the interrelationship and a
summary of the different chapters, as well as summaries of further studies I contributed to. This chapter is
closed with a synthesis of the overall findings, further research recommendations and conclusions.

1.1 General introduction, challenges and aims

Humans are strongly dependent on the ecological environment they live in. This dependency is often ex-
pressed in terms of ecosystem services, which range from those which are life-enhancing to those which are
essential for survival (Millennium Ecosystem Assessment, 2005b; Fischlin et al., 2007; Carpenter et al., 2009).
In particular, forests, which cover about 31% of the global land cover and store more than 290 gigatonnes of
carbon in their biomass alone (FAO, 2010), provide many ecosystem services ranging from recreational use to
the regulation of water and carbon cycles (Millennium EcosystemAssessment, 2005a; Bonan, 2008; Helfenstein
and Kienast, 2014). Changes in the climate entail changes of ecosystems (Walther et al., 2002; Rosenzweig et al.,
2007) and both observed and projected climatic changes – driven by anthropogenic changes in the earth’s at-
mosphere – canentail changes in ecosystems that jeopardise their services (MillenniumEcosystemAssessment,
2005a; Elkin et al., 2013). Ecosystem services provided by forests can be threatened by changes in forest com-
position and by loss of forested areas. In other places, however, the spread of trees into previously non-forested
areas could also have negative impacts, for example, by reducing surface albedo (Bonan, 2008). For adaptation
to as well as themitigation of such changes, it is important to study the dynamics of forests, including possible
changes of forest composition and future forest ranges.

An important and often applied method to study vegetation dynamics in general, and forest dynamics
in particular, is the use of dynamic vegetation models (DVMs – Snell et al., accepted¹). DVMs generally con-
tain representations of the processes considered to be most important in their influence on dynamic changes
of vegetation, namely birth, growth and death, mediated by competitive interactions and climatic influences
(Snell et al., accepted; attached as Appendix A). However, one problem for the development and application
of models to study forest dynamics is the complexity of forest ecosystems. Processes governing the dynamics
of forests are highly interactive and often non-linear (Burkett et al., 2005). Furthermore, their influences act on
different temporal and spatial scales, ranging fromphotosynthesis on small scales and competition for light on
intermediate scales up to species migration on large scales (see e.g. Fig. 1.1).

A single model cannot cover all aspects that influence forest dynamics, and different DVMs focus on dif-
ferent aspects. In Section 1.1.1 I will present the main DVM types. Common to all modelling efforts is the
discussion about which process and process drivers need to be covered by a model and with which spatial,
temporal and thematic resolution they need to be represented. This discussion in turn is strongly connected
to the trade-off between computational feasibility and represented realism (Urban, 2005; Lischke et al., 2007;
Huntley et al., 2010).

¹I contributed as a co-author to this paper. The paper is summarised in Section 1.2.4.1 and attached as Appendix A.
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Figure 1.1 : Visualisation of different hierarchies and one possible division into different scales (adapted from Osmond et al., 1980
after Delcourt et al., 1982 and Bugmann et al., 2000). Most dynamic vegetation models (DVMs) conduct all calculations on one spe-
ciϐic resolution, thus, all processeswhich are directly expressed asmodel formulas are framed on a predetermined spatial, temporal
and thematic resolution. Processes acting on a smaller resolution can be included via upscaling (e.g. aggregated from smaller scales,
see Section 1.1.2). Processes which are not directly expressed asmodel formulas but act on themodel resolution or on larger scales
can emerge, i.e. they can be simulated explicitly with the model, provided that they can be generated by the processes which are
represented in the model. There are ϐirst attempts to enable different resolutions in DVMs in order to represent processes on the
scales on which they actually act, for example, LANDIS-II (Scheller et al., 2007) includes variable time steps for different processes.

But what are the important aspects, i.e. processes and process drivers, influencing forest distributions and
forest compositions? On broad geographical scales, climate is regarded as the main determinant of species
ranges (Pearson and Dawson, 2003; Normand et al., 2011; Araújo and Peterson, 2012), thus, strongly climate-
driven processes, such as establishment, growth and mortality, are represented in all DVMs, albeit differing in
the degree of detail (Snell et al., accepted; see Appendix A). However, climatic changes do not necessarily entail
immediate changes, and depending on their traits, different species respond in different ways and at different
rates to climatic changes (Brubaker, 1986; McLeod and MacDonald, 1997; Rosenzweig et al., 2007; Thomas,
2010). Particularly range shifts of species with limited dispersal distances and long generation times, such as
many tree species, can lag behind rapid climatic changes (Bertrand et al., 2011; Chen et al., 2011; Hof et al., 2011;
Svenning and Sandel, 2013). Time lags can, on the one hand, entail remnant trees in areas where changes in
the climatic conditions prevent new establishment and, on the other hand, lead to a lack of propagules in cli-
matically inhabitable areas (Davis, 1989; Svenning and Skov, 2004; Zhu et al., 2011; Matías and Jump, 2012).
Such time lags can therefore influence large-scale tree species distributions and forest compositions and lead
to no-analogue communities with unknown population dynamics (Williams and Jackson, 2007; Bertrand et al.,
2011). As opposed to other model types, most DVMs have the advantage that they can account for effects on
forest dynamics caused by remnant trees, because they simulate dynamics over time and contain a represen-
tation of competition (Snell et al., accepted; see Appendix A). Accounting for migration lags, however, is more
difficult. Migration lags can be causedby constrained dispersal distances (Corlett andWestcott, 2013; Svenning
and Sandel, 2013), aggravated by landscape fragmentation (Pitelka et al., 1997; Collingham and Huntley, 2000;
Rosenzweig et al., 2007; Hof et al., 2011), and by competition from resident species (McLeod and MacDonald,
1997; Leithead et al., 2010; Sato and Ise, 2012). To be able to account for the different influences causingmigra-
tion lags and for their interactions, migration needs to be simulated as an emergent process, i.e. in an explicit
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1.1. General introduction, challenges and aims

way, generated by the processes that are hypothesised to be most important: seed dispersal, establishment,
maturation and seed production (Neilson et al., 2005; Keel, 2007). I argue that from this perspective there is a
gap inwhat canbe studiedwith thedifferentDVMtypes (see Section1.1.1). DVMs that simulate forest dynamics
on larger spatial extents neglect migration lags, while DVMs that simulate tree species migration explicitly op-
erate only on smaller spatial extents. An important research area is thus how to facilitate the explicit simulation
of tree species migration for larger spatial extents.

A collective term for the activity of transferring or extrapolating ecological information represented on one
scale to a larger scale is upscaling (King, 1991; Jarvis, 1995). Besides other purposes, a frequent aimof upscaling
is to simplify the spatial, temporal or thematic representation of certain aspects of amodel to reduce computa-
tional expenses of simulations and to thereby, for example, enablemodel applications on larger scales. Upscal-
ing is ubiquitous in dynamic vegetation modelling, and in Section 1.1.2 I will give some examples of upscaling
methods and discuss challenges formodel upscaling inmore detail. One of themain challenges of upscaling is
to decidewhich aspects of amodel canbe simplified, aggregatedor neglected (King, 1991). With regards to the
explicit simulation of migration, it is still not well understood which aspects need to be represented in a DVM
in full detail andwhich could be simplified, aggregated or even neglected. A recent study from a neighbouring
discipline can serve as a good example: Bocedi et al. (2012) simulated themigration of animal populations, and
studied how the migration of the target species would be influenced, when coarsening the spatial resolution
by averaging, which is a simple upscalingmethod (’extrapolation by lumping’ sensu King, 1991; Bugmann et al.,
2000). Bocedi et al. (2012) found that population size and migration speed were severely overestimated with
decreasing resolution, and concluded that there is a need for better-informedupscalingmethods thatmaintain
important fine scale patterns and processes. The study by Bocedi et al. (2012) furthermore demonstrated that
there is a need to reassess previously applied upscalings.

After presenting the main DVM types in Section 1.1.1 and some of the challenges linked to upscaling in
Section 1.1.2, I will derive my research aims in Section 1.1.3. In Section 1.1.4 I list the requirements that a base
model must fulfil in order to facilitate the study of my research aims and I describe important properties of the
selected model. In the last part of this section I formulate specific research questions related to the previously
derived aims (Section 1.1.5).

In addition to DVMs other model types are used to develop hypotheses about (1) future species distri-
butions or (2) influences on species spread across landscapes. Examples for (1) are, amongst others, species
distribution models (SDMs –Thuiller et al., 2008; Araújo and Peterson, 2012), SDMs coupled to simple process-
basedmodels and SDMs informedwith rates derived fromprocess-basedmodels (e.g. Engler andGuisan, 2009;
Dullinger et al., 2012; Meier et al., 2011; Iverson and McKenzie, 2013). Such modelling approaches are impor-
tant to complement results of DVMs, in particular because they are less complex, can be calculated for far more
species, and often incorporate more information on abiotic factors than DVMs (Thuiller et al., 2008; Kearney
and Porter, 2009; Dormann et al., 2012). However, due to the lack or only reduced representation of dynamic
aspects emergent effects, such as competition by remnant species, can – if at all – only be included in a very
abstract way (e.g. Leathwick and Austin, 2001; Kearney and Porter, 2009; Meier et al., 2010; Kissling et al., 2012).
Examples for (2), i.e. models studying species spread across landscapes, range from reaction diffusion models
and integro-differential equations to cellular automatons (see e.g. reviews in Higgins and Richardson, 1996;
Hastings et al., 2005; Hui et al., 2011). Such models are often developed for analytical or theoretical investiga-
tions and rely onmany simplifications. They, for example, often assume a spatially or temporally homogeneous
environment (e.g. Dewhirst and Lutscher, 2009; Caswell et al., 2011). Furthermore, like SDMs, they often do not
account for biotic influences (Svenning et al., accepted², but see e.g. Hastings et al., 2005). Due to the reduced
possibilities to study forest dynamics, other model types than DVMs were not in the focus of this dissertation
and an in-depth discussion of these models was considered to be beyond the scope. However, where aspects
of other model types were considered to be useful, they were picked up in discussions. Moreover, for one anal-
ysis (see Chapter 4) a cellular automaton was implemented to simplify a migration situation and to enable a
more detailed analysis.

²I contributed as a co-author to this paper. The paper is summarised in Section 1.2.4.2.
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1.1.1 Dynamic vegetation models (DVMs)

DVMs are usually time- and space-discretemodels, oftenwith a focus on forests. Common toDVMs is a process-
based representation of birth, growth and death, mediated by competitive interactions and climatic influences
(Snell et al., accepted; see Appendix A). DVMs can be roughly divided into three to four different main types
(see also Box 1 in Snell et al., accepted; see Appendix A), namely (1) single-standmodels, particularly forest gap
models (e.g. reviewed in Bugmann, 2001; Lischke, 2001), (2) regional (forest-) landscape models (e.g. Scheller
and Mladenoff, 2004; Schumacher et al., 2004; Lischke et al., 2006) and (3) continental to global models, re-
ferred to as dynamic global vegetation models (DGVMs), which are mostly so called one-dimensional DGVMs
(sensu Fisher et al., 2010), i.e. DGVMs without spatial linkages. DGVMs can further be divided into (a) DGVMs
without representations of local heterogeneity (see e.g. Prentice et al., 2007; Sitch et al., 2008) and (b) DGVMs
with some kind of representation of local heterogeneity (e.g. Moorcroft et al., 2001; Smith et al., 2001; Sato
et al., 2007; Scheiter and Higgins, 2009). The latter are often referred to as second generation DGVMs (sensu
Fisher et al., 2010) or hybrid DGVMs (sensu Snell et al., accepted; see Appendix A). This rough division already
indicates that the different models concentrate on different aspects of vegetation (or forest) dynamics. In par-
ticular they differ in the applied spatial and temporal resolution, in simulated spatial and temporal extents, and
also in the processes represented in the models (see e.g. Table 1 in Snell et al., accepted; see Appendix A). Al-
though there are distinguishable main types of DVMs, there is a broad overlap (see e.g. Table 1 and 2 in Snell
et al., accepted; see Appendix A). Moreover, aspects represented in one DVM are frequently used to enhance or
develop another DVM, in particular also across the different main types, often by means of upscaling methods
(see Section 1.1.2). Stand models, for example, are often used to enhance DGVMs (e.g. Smith et al., 2001) or
forest-landscape models (e.g. Schumacher et al., 2004) and also to derive forest-landscape models in the first
place (e.g. Lischke et al., 2006).

Despite the overlap and the ongoing enhancements there is still a gap in what can be studied with the dif-
ferent model types, in particular regarding the effects of migration on vegetation dynamics and on large-scale
vegetation changes. Single-stand models and most DGVMs assume a general availability of propagules for all
simulated species and do not simulate migration as an emergent process. This is mainly due to the modelling
context of single-stand models and DGVMs. In their paper on uncertainties in a second-generation DGVM,
Fisher et al. (2010) wrote: ”DGVMs are spatially one-dimensional, as they consider single points in space that
do not interact with one-another”. The conceptual spatial one-dimensionality arises for different reasons, and I
would like to highlight two, which both are connected to the trade-off between computational feasibility and
represented detail. Firstly, the spatial resolution used in most DGVMs is quite coarse (e.g. Table 1 in Snell et al.,
accepted; see Appendix A), which is largely due to the computational trade-off between spatial resolution and
the spatial extent (e.g. King, 1991; He et al., 2011). A coarse resolution hampers the communications between
different grid cells due to the increased cell size, raising questions about the within-cell heterogeneity (in the
context of migration, for example, how far a species has already migrated within the cell, i.e. the within-cell
spread). A second reason for spatial one-dimensionality is that calculations of different grid cells do not have
to be conducted synchronously, when different grid cells of a simulation area do not communicate. When
synchrony in the calculations is not required, calculations are called ’embarrassingly parallel’, i.e. they can be
conducted independently, concurrently and in an arbitrary order which can save huge amounts of compu-
tational memory and computation time. A first study which included spatial linkage via seed dispersal in a
DGVM, by Snell (2013), highlighted these challenges. Inspired by epidemiology, where the spread of diseases
in populations is often described using logistics growth functions (Berger, 1981), Snell (2013) used a logistic
growth formula to upscale the within-cell spread to the coarse spatial resolution used in her simulations (18
km cell side length). She then calibrated the growth rate such that the overall simulation results fitted histori-
cal migration rates (Snell, 2013). However, migration rates in the new model were highly sensitive to the fitted
growth rates and the author concluded that a careful parameterisation and further investigations are required
(Snell, 2013). This study thus highlighted the difficulties involved with the upscaling of the within-cell spread.
Additionally, computational expenses of the new model substantially increased, because the single grid cells
had to be simulated synchronously (Snell, personal communication). Therefore, the test transect for the first
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applications was restricted to 80 grid cells.
Thenamedchallenges for the inclusionof anexplicit representationofmigration intoDGVMsare connected

to the reasons why the spatial extent for forest-landscape models is constrained. Forest-landscape models
are able to simulate migration explicitly because they include representations of important processes, such as
seeddispersal, establishment,maturation and seedproduction (e.g. Scheller andMladenoff, 2004; Lischkeet al.,
2006). However, the computational expenses associatedwith spatial linkageandwith thefine spatial resolution
required to represent the important processes strongly constrain possible application extents, demonstrating
the need for future developments of upscaling methods.

1.1.2 Upscaling methods

Upscaling is defined as the activity of translating or extrapolating ecological information from one scale to a
larger scale (King, 1991; Jarvis, 1995). A scale is thereby a more-or-less arbitrarily defined order of magnitude
along a hierarchy, which can be a (discretised) spatial, temporal or thematical hierarchy (see Fig. 1.1). When
ecological information from one scale is required on a larger scale it would be straightforward to represent all
the required information from the smaller scale explicitly on the larger scale, however, this is often not possi-
ble due to computational constraints (King, 1991). Thus, many upscaling methods have been developed that
simplify, aggregate or completely neglect aspects of the small-scale information to reduce the computational
expenses compared to an explicit upscaling. One example is the method of simple upscaling by averaging
mentioned above (’extrapolation by lumping’ – King, 1991; Bugmann et al., 2000), which could be done on a
regular grid or, for example, with an adaptive grid method where time and space discretisations are dynami-
cally refined or coarsened according to local gradients (Berger and Oliger, 1984; Zumbusch, 2003). Upscaling
methods include, amongst others, complex analytical aggregations based on the separation of scales (Weinan
and Engquist, 2003; Auger et al., 2012); so-called equation free approaches, where only selected small-scale ex-
periments are evaluated to determine the state on the large scale at a certain point in time (Erban et al., 2006;
Kevrekidis and Samaey, 2009); and purely technical solutions, such as the aggregation of identical items to
only conduct calculations once (e.g. the often applied cohort method, see e.g. He et al., 1999; Bugmann, 2001;
Hickler et al., 2012).

The use of upscaling methods is ubiquitous in ecological modelling (see e.g. examples in Jarvis, 1995; Ur-
ban, 2005; Lischke et al., 2007; Auger et al., 2012) and they also find broad application in the development and
enhancement of DVMs (see e.g. examples in Bugmann et al., 2000 and Snell et al., accepted; for the latter see
Appendix A). As mentioned above, upscaling methods are often applied with the aim to reduce the computa-
tional expenses of a DVM. A decrease in computational complexity could not only facilitate a broader spatial or
temporal application, but could, for example, also facilitate multiple repetitions in case of stochastic models to
better assess uncertainties, allow for the introduction or enhancement of other processes, or enable spatially
linked simulations in the first place.

Jarvis (1995) stated that ”non-linearity between processes and variables, and heterogeneity in properties
that determine rates of processes” are the key challenges for upscaling methods (which are to be understood
apart fromexplicit upscaling or purely technical solutions). Key questions in an upscaling attempt are therefore
how non-linear processes and the spatiotemporal heterogeneity need to be dealt with. It needs to be assessed
what parts of the small scale dohave an important influenceon the larger scale or canpresumably beneglected
or simplified orwhere patterns occurwhich canbe used to simplify the heterogeneity and could be aggregated
for considerations on the larger scale. These questions in turn depend on the ecological information to be
translated or extrapolated, and on the objectives of the investigation (King, 1991).

1.1.3 Challenges and research aims

As described above, themigration of species with limited dispersal distances and long generation times – traits
whichmany tree species have – can cause lag effects in the adaptation to rapid climatic changes and can hence
influence long-term changes in large-scale forest distributions and species compositions. In order to represent
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tree species migration explicitly in simulations with a DVM, several presumably important and interdependent
processes need to be included, in particular seed dispersal, establishment, growth to reproductive maturity,
and production of viable seeds. Section 1.1.1 highlighted that simulating tree species migration explicitly in
large-scale applications of dynamic vegetation models is a challenge that has not yet been overcome. High
computational costs caused by the need to represent the interdependent processes at a sufficiently accurate
spatial and temporal resolutionwere identified as a key problem. The development of new upscalingmethods
which have a low impact on simulated migration is thus an important research gap. One of my research aims
was therefore todevelop, implement and test anewupscalingmethodwith low impacton simulatedmigration.

As a starting point for new implementations, an already existing forest-landscapemodel was selected. Sec-
tion 1.1.4 describes the selection process and the requirements that I imposed on the model.

Pre-studies that I conducted with the selected model indicated that well-established upscaling methods,
which enabled the explicit simulation of migration in the first place, themselves, could markedly influence mi-
gration outcomes. This in turn underlines that the key challenge generally associated with upscaling – namely
to decide what to simplify or to neglect – is still a research gap for models that explicitly simulate migration.
Testing, and if necessary revising, previously applied upscalings was therefore regarded as an important re-
search aim. Revising previously applied upscalings can lead to a more accurate representation of migration
and the knowledge gained in testing them can, furthermore, be used to inform the development of a new
upscaling method. For this reason, the latter research aim was approached first. Thus, my research aims were:

• Aim 1: Analyse effects of previously applied upscalings on migration outcomes in a well-established
DVMwhich simulates tree speciesmigration explicitly.

• Aim 2: Develop, implement, and test a novel upscalingmethod whichmaintains fine-scale processes
required for an accurate representation of tree speciesmigration.

In summary, the aims of this study are important because (1) testing well-established upscalings can in-
crease the knowledge about important but not well represented aspects of tree species migration and (2) de-
veloping new and enhancing already applied upscalings leads to a more accurate representation of migration
in DVMs and, therefore, allows for more sophisticated hypotheses about future tree species distributions and
forest compositions.

1.1.4 Model requirements and selection of a base model

As a starting point for the implementation of the new upscaling method a base model needed to be selected.
The first requirement imposed was that the model be a time- and space-discrete DVM, thus that the model
included a process-based representation of birth, death and growth,mediated by competitive interactions and
climatic influences (Section 1.1.1; Snell et al., accepted; see Appendix A). Further requirements for an efficient
implementationwere to select awell-establishedmodelwhich, in the ideal case, already simulated tree species
migrationexplicitly. Alternatively, I couldhaveuseda standmodel toderive a spatially explicit and linkedmodel
with the help of commonly applied upscalings, or I could have attempted to include an explicit representation
of tree species migration in a DGVM. However, since well-established forest-landscape models are available, I
regarded a start from a forest-landscape model as more efficient in the scope of this thesis. The requirements
that I imposed on the forest-landscape model were, that it should contain processes regarded as important
for the explicit simulation of tree species migration, i.e. seed dispersal, establishment, maturation and seed
production (Neilson et al., 2005; Keel, 2007).

The base model selected for this thesis was the intermediate-complexity forest-landscape model TreeMig
(Lischke et al., 2006), which was named to be one of the models with the most detailed representation of seed
dispersal and subsequent regeneration processes in Thuiller et al. (2008). TreeMig has already been used to
investigate the relative impact of migration in comparison to succession in a study of tree migration in the
Alps during the Holocene (Lischke, 2005) as well as in a study of the northward migration of trees into the
arctic tundra (Epstein et al., 2007). Other forest-landscapemodels fulfilling the abovementioned requirements
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would, for example, have been LANDIS derivatives, such as LANDIS, LANDCLIMor LANDIS-II. Studies conducted
with these models, however, have often had less focus on migration than the studies conducted with TreeMig
(e.g. LANDIS: Franklin et al., 2001; Gustafson et al., 2004 – LANDCLIM: Schumacher and Bugmann, 2006; Schu-
macher et al., 2006 – LANDIS-II: Ravenscroft et al., 2010; Scheller et al., 2011; but see Scheller and Mladenoff,
2008).

TreeMig can be described as follows (Nabel et al., 2013): “TreeMig is a multi-species, spatially linked and
dynamic intermediate-complexity model which was developed with the aim to simulate spatiotemporal pat-
terns of tree species distributionswith emphasis on endogenous dynamics, such as competition andmigration
(Lischke et al., 2006). TreeMig includes many processes required to simulate migration explicitly, for exam-
ple, seed production, seed dispersal and seed bank dynamics. TreeMig simulations are driven by three bio-
climate variables per year and per cell (default cell size: 1 km2): the annual sum of daily mean temperatures
above 5.5 ◦C (DDsum>5.5 ◦C), theminimumwinter temperature and an index describing the severity of drought
events. These bioclimate variables directly influence various processes such as simulated tree species growth,
establishment andmortality (Lischke et al., 2006). When developing TreeMig, the trade-off between computa-
tional efficiency and accuracy has been approached by employing a distribution-based representation of the
local spatial forest heterogeneity per simulated grid cell (Lischke et al., 1998, 2006). The forest in each cell is
described by a density of seeds per species in the seed bank and by tree densities per species in a constant
number of distinct height classes. These state variables are real-valued and represent mean densities, each de-
termining a Poisson distribution of the density on a given unit area, so called patch area (cf. Bugmann, 1994).
The resulting vertical and horizontal structure can be regarded as a deterministic representation of multiple
patch repetitions – as used in ForClim (Bugmann, 1994), the forest gap model preceding TreeMig – retaining
the small-scale variability originally resulting from stochastic establishment and mortality. This deterministic
representation counterbalances the increase in computational complexity (memory and time) accompanying
the increased spatial extent – compared to simulating single stands – and the spatial linkage through seed
dispersal.”

1.1.5 Research questions

1.1.5.1 Research aim 1: Analyse effects of previously applied upscalings on migration outcomes in
a well-established DVMwhich simulates tree species migration explicitly

As described in Section 1.1.4 TreeMig is a spatially explicit and linked implementation of amodel upscaled from
a forest gapmodel. Standmodels are often very complex individual-basedmodels, and reductions in complex-
itywerenecessary for the spatial implementation. In thedevelopmentof TreeMig, Lischkeet al. (1998) therefore
conducted an upscaling by aggregating the individual trees and patches to densities in discrete height classes.
Shifting the argumentation from individuals to populations is a commonly applied upscaling method to re-
duce the complexity involved with the representation of local stands (see e.g. Fulton, 1991; Picard and Franc,
2004; Gómez-Mourelo and Ginovart, 2013). Whilst the representation of the simulated local forest composi-
tion was tested by Lischke et al. (1998) against the composition simulated with the upscaled forest gap model
and against real forest stands for different forest sites, possible influences on simulated tree species migration
have so far not been tested. For migration, population dynamics on the range limits are more important than
population fluctuations in parts of the simulation area far from the front (Melbourne et al., 2006), and previ-
ous simulation studies found that species abundances at the external range boundaries can be an important
factor influencing their migration rates (e.g. Iverson et al., 2004). I therefore suspected that the possibility to
disperse subinteger fractions of seeds could be a critical aspect of a continuous representation when explicitly
simulating migration. Thus, my first research question was:

• RQ 1: Does a continuous representation of tree species populations affect simulated tree species mi-
gration by allowing for the spread of infinitesimal seed densities?
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Despite the aggregation of individuals and patches to population densities, TreeMig still has a high computa-
tional complexity. To reduce computational expenses, previous TreeMig studies often only used single runs,
although climatic conditions were interpolated or extrapolated by stochastically sampling from available cli-
mate data for time points for which data was not directly available (e.g. in Lischke, 2005; Lischke et al., 2006;
Epstein et al., 2007; Lischke et al., 2012). A comparable simplification, the cyclic repetition of the climate of
a certain base period, is quite commonly applied to interpolate or extrapolate climate time series for studies
with other DVMs (e.g. Hickler et al., 2012; Sato and Ise, 2012). In both cases – stochastic sampling and cyclic
repetition – only a single realisation is applied, out of a multitude of possible climate time series with the same
temporal mean and variability. Such simplifications could be justifiable if influences of climatic fluctuations
would be negligible compared to the influence of the mean climate, or if the timing of the fluctuations would
have a negligible influence on simulation outcomes. However, when simulating migration explicitly, recruit-
mentwill only happenwhere andwhen environmental conditions are favourable andwhen seeds are available.
I therefore raised the question of whether the applied simplification of the temporal variability could influence
simulated migration outcomes. While studying the effects of temporal variability, a further associated simpli-
fication was identified, namely that the stochastic method used to interpolate and extrapolate climate time
series in TreeMig neglects spatial correlations of climatic fluctuations. Thus, my research questions were:

• RQ 2: How do climate fluctuations need to be representedwhenmigration is simulated explicitly?

– RQ 2a: Does interannual climate variability influence simulatedmigration outcomes?

– RQ 2b: Do spatial correlations in climatic fluctuations influence simulatedmigration outcomes?

The presented research questions emerged from pre-studies that I conducted with TreeMig, and the se-
lection of another model possibly would have led to other research questions concerning other previously
applied upscalings. Although these research questions are motivated by TreeMig’s implementation and previ-
ous TreeMig applications, I expect them to lead tomore general insights for futuremodel upscalings. Assessing
whether climatic fluctuations influence explicit simulations of tree species migration, in particular, might allow
for general conclusions about how climatic fluctuations need to be represented in simulation studies.

1.1.5.2 Research aim 2: Develop, implement and test a novel upscaling method which maintains
ϐine-scale processes required for an accurate representation of tree species migration

The issues I reviewed when developing the core idea of the new upscaling method were (1) how migration
is currently represented in DVMs, and (2) what problems I found with the upscalings I previously investigated
regarding their influence on simulated migration. Due to the approximation errors involved when coarsening
the spatial resolution (e.g. He et al., 2011; Bocedi et al., 2012) and due to the importance of the spatiotemporal
fluctuations of the climate drivers for simulated migration which resulted in my preceding studies (see Sec-
tion 1.2.2), I decided to develop a method that preserves the spatial and temporal resolution of the model it
is applied to. When the objective is to maintain the spatial and temporal resolution, remaining possibilities
for cost reductions are thus thematical (see e.g. Fig. 1.1). Cost reductions exploiting thematical similarities are
a very common idea behind many upscaling methods. Examples applied in DVMs range from perfect solu-
tions, such as aggregations of identical individuals into cohorts (e.g. He et al., 1999; Bugmann, 2001; Hickler
et al., 2012) to solutions introducing approximation errors, for example, by grouping similar species into plant
functional types (e.g. Smith et al., 1997; Sato et al., 2007) or by grouping landscape patches with similar envi-
ronmental conditions to landscape elements (King, 1991; Bugmann et al., 2000). This last upscaling method
has often been applied to extrapolate stand models to larger scales (King, 1991 and references therein). The
underlying idea is the observation that, when a landscape is divided on a space-discrete grid with assumed
homogeneous environmental inner cell conditions, several cells will be subject to similar environmental con-
ditions. Simulations of grid cellswith similar environmental conditions in turnwill lead to similar state variables,
if their simulations start with the same species compositions and no spatial interactions among grid cells are
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simulated. This, however, directly highlights the problem of such an upscaling method whenmigration is sim-
ulated explicitly. One of the processes important for the explicit simulation ofmigration is seed dispersal. Seed
dispersal from one grid cell to the next grid cell, and subsequent establishment, can introduce changes to pre-
viously identical grid cells, namely when a new species establishes in one of the grid cells but not in the other.
Despite the spatial linkage due to seed dispersal, simulations with TreeMig showed that often simulation cells
share similar values in their state variables and drivers for long periods of time. One of my questions regarding
the second research aim was therefore, whether such similarities could be exploited without precluding the
explicit simulation of migration and without strong impacts on migration outcomes. I therefore developed an
upscaling method based on dynamic pooling of grid cells with the aim to simultaneously allow to exploit the
similarities and to explicitly simulate migration. A dynamic upscaling method based on similarity presumably
entails several key challenges for its implementation and application, whose possible solutions in turn are ex-
pected to influence the performance of themethod. My research questions regarding the second research aim
were therefore:

• RQ3: Can similarities in climatedriversand in tree species compositionsamonggrid cells beexploited
in form of an upscalingwhenmigration is simulated explicitly?

– RQ 3a: How can similar grid cells be pooled for some calculations without precluding the explicit simu-
lation of migration?

– RQ 3b: What are the challenges when implementing a dynamic upscaling method based on grid cell
similarity? How can these challenges be dealt with, and how do they influence the performance of the
method?

1.2 Summary of the ϐindings and interrelationship of the chapters

To study influences of previous upscalings on the simulation of tree species migration with TreeMig an ade-
quate test application was required. This test application needed to describe a migration situation that was
presumably sensitive to approximation errors introduced by the studied upscalings. I therefore selected a mi-
gration situation in which the migrating species was close to its climatic boundaries in a fragmented land-
scape and in a competitive situation to other species. I deemed such critical conditions to be appropriate for
spotting influences of upscalings, because more favourable conditions could potentially have concealed such
influences. The test application used in this thesis was developed in a pre-study in which I investigated the
influence of species parameter uncertainties in simulations of tree speciesmigrationwith TreeMig (Nabel et al.,
2012; see Chapter 2). I selected a realistic migration situation, namely the northwards migration of the tree
species Ostrya carpinifolia Scop. (European Hop Hornbeam) through the fragmented and climatically hetero-
geneous landscape of the Swiss Alps. O. carpinifolia is a submediterranean tree species currently limited to the
southern side of the Swiss Alps (Swiss National Forest Inventory, 2004/06; European Forest Data Center, 2012).

Besides other test applications, I used this migration situation and different sets of species parameters for
O. carpinifolia to test all of the upscalings considered in this thesis. The simulation setting was developed in
Chapter 2, but further refined inChapter 3,mainlyby reducing the simulatedextent to thepart of the simulation
area where most changes regarding the simulated biomass of O. carpinifolia occurred. The simulation setup is
described in detail in the Appendix of Chapter 3 (Section 3.A). The simulation setup evolved during the thesis
due to enhancements in the TreeMig implementation and due to the different upscaling assumptions tested
in the different chapters.

In the papers contained as Chapters 2 to 6 summarised below (Sections 1.2.1 to 1.2.3), I, as themain author,
tackled all research questions mentioned in Section 1.1.5. Furthermore, I also participated in several publica-
tions as a co-author, summarised in Section 1.2.4. One of these co-authored papers is particularly relevant for
the thesis and I therefore also included it as Appendix A.
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1.2.1 RQ 1: Does a continuous representation of tree species populations affect
simulated tree species migration by allowing for the spread of inϐinitesimal seed
densities? (Nabel et al., 2013; see Chapter 3)

To investigate the first research question, I implemented a minimum density threshold for TreeMig’s state vari-
ables, i.e. a threshold belowwhich a species is treated as absent in a simulated cell. This threshold in particular
also prevents the germination of infinitesimally small seed fractions into TreeMig’s lowest height class. By com-
paring simulation outcomes of the test application, i.e. the northwards migration of O. carpinifolia, conducted
with different thresholds andwithout a threshold, it was possible to test the impact of infinitesimal seed densi-
ties. The default minimum density threshold applied was one occurrence per km2. To test the sensitivity of the
simulation outcomes to this threshold, I additionally used minimum density thresholds of 0.11, 0.04 and 0.02
occurrences per km2, which correspond approximately to one expected individual per 9 km2, 25 km2 and 49
km2, respectively (Nabel et al., 2013; seeChapter 3). Whilst simulationswith andwithout threshold showedonly
very small differences in simulatedbiomasswhen comparing thebiomass of all simulated species, considerable
differences were found comparing the simulation outcomes for the migration of O. carpinifolia. In simulations
without a threshold, O. carpinifolia always successfully migrated through the critical region of the transect –
namely a pass with spatial fragmentation and severe climate influences – irrespective of the simulated species
parameters. For simulationswith thresholds, in contrast,O. carpinifoliawas not able tomigrate formost species
parameter sets, or the migration was much slower. The magnitude of the thresholds had minor relevance for
migration success and even the smallest threshold applied inhibited the migration of O. carpinifolia for most
simulated species parameter sets. The inhibition of migration in simulations with the smallest threshold sug-
gests that some subarea of the pass must have been crossed in form of even smaller population densities in
simulations without thresholds, i.e. that allowing for the spread of infinitesimal seed densities had an impact
on simulated tree species migration in the test application. The findings for the first research question confirm
that the discrete nature of seeds (cf. Higgins et al., 2003; Nathan et al., 2011) needs to be recognised. Due tomy
findings I recommend thatmodels upscaled by replacing discrete individuals with real-valued densities should
be improvedwithminimumdensity thresholds to prevent unrealistic migration bymeans of infinitesimal pop-
ulation densities (Nabel et al., 2013; Chapter 3).

1.2.2 RQ 2: How do climate ϐluctuations need to be represented whenmigration is
simulated explicitly?

To investigate this question, I studied the effects of different simplifications in the temporal and spatiotemporal
fluctuations of the climate drivers on simulatedmigration. In these studies, I comparedmigration outcomes for
the test application, i.e. the northwards migration of O. carpinifolia, resulting from simulations using different
methods to extrapolate the climate drivers after the simulation year 2100.

1.2.2.1 RQ 2a: Does interannual climate variability inϐluence simulated migration outcomes?
(Nabel et al., 2013; see Chapter 3)

To test if interannual climate variability influences migration outcomes, I compared results from simulations
with climate extrapolations using different simplifications of the temporal fluctuations which were applied
in previous studies, namely: statically applying mean values (e.g. Scheller and Mladenoff, 2005, 2008), cycli-
cally repeating a base period (e.g. Hickler et al., 2012; Sato and Ise, 2012), and applying a single realisation of a
stochastic extrapolation method (e.g. Epstein et al., 2007; Lischke et al., 2012). For my comparisons all extrap-
olation methods used the last 30 years of the available climate time series as base period and the generated
climate time series therefore shared the same mean value. The stochastic realisations of the driving climate
were sampled from probability distributions derived from the base period (see Section 3.B.2.3 in the Appendix
of Chapter 3), which is the method used in previous TreeMig applications (e.g. in Lischke, 2005; Lischke et al.,
2006; Epstein et al., 2007; Lischke et al., 2012).
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I conducted these comparisons for different sets of species parameters for O. carpinifolia. Simulation runs
with different stochastic realisations of annual climatic influences led to notable differences in migration out-
comes for some of the simulated species parameter sets. Simulations with the deterministic representations –
i.e. cyclic repetition of the base period and steadily applied mean values – often led to migration outcomes at
the slower end of the range spanned by the stochastic realisations or even below that range (Nabel et al., 2013;
see Chapter 3). These results are consistent with previous studies, which found that changes in the interan-
nual climate variability can influence tree species range limits (Miller et al., 2008; Notaro, 2008; Giesecke et al.,
2010). Additionally, I showed that even different realisations with the same interannual climate variability can
lead to notably differing results. My simulations thus demonstrated that the actual sequence of annual climate
influences can affect simulated tree species migration. This result is reasonable, since several of the processes
involved, for example establishment, growth and mortality, are climatically driven (in nature and in TreeMig).
Thus, for example, single extremely unfavourable years or sequences of favourable years can have a large influ-
ence on establishment and maturation, which was also described in other simulation studies and in historical
data records (Brubaker, 1986; Camarero and Gutiérrez, 2004; Jackson et al., 2009; Mendoza et al., 2009; Matías
and Jump, 2012). I concluded that interannual climate variability can influence simulated migration outcomes
when tree species migration is simulated explicitly and that simulation studies should thus explore the effects
of different stochastic realisations when interpolating or extrapolating driving climate time series (Chapter 3).

1.2.2.2 RQ 2b: Do spatial correlations in climatic ϐluctuations inϐluence simulated migration
outcomes? (Nabel et al., submitted; see Chapter 4)

This second question arose because the stochastic approach to interpolate and extrapolate the climate drivers
used in Chapter 3 and in previous TreeMig applications (e.g. in Lischke, 2005; Lischke et al., 2006; Epstein et al.,
2007; Lischke et al., 2012) generates random climate time series for single cells based on independent proba-
bility distributions. Applying this method can be regarded as a simplification, because, in contrast to other in-
terpolation and extrapolationmethods, it neither requires the storage of information on the correlation among
cells, nor a communication between cells in the interpolation or extrapolation step. This method is common
in single-stand models and was recommended in Bugmann (2001) for the application with forest gap models.
Whilst this method might be suitable for single-stand models, I raised the question whether it has an impact
on explicitly simulated tree species migration, in particular, because a model explicitly simulating migration
will necessarily be a spatially linked model. In a single-stand model, only the processes and drivers within the
single stand are important. In a spatially linked model, however, different grid cells interact. I hypothesised
that neglecting the spatial synchronism in the climate drivers could possibly affect the spatial synchronism in
species abundances and thereby influence interactions among cells, which in turn could also affect simulated
tree species migration (Nabel et al., submitted; see Chapter 4).

To investigate this hypothesis I implemented and compared twomethods for the interpolation and extrap-
olation of the climate driver, one conserving and one neglecting spatial correlations (Chapter 4). The method
which neglects the spatial correlation is closely related to the stochastic extrapolationmethod used in previous
TreeMig studies (e.g. in Lischke, 2005; Lischke et al., 2006; Epstein et al., 2007; Lischke et al., 2012). However,
instead of deriving a probability distribution, it draws directly from the empirical distribution found in the base
period. This was done to ensure comparability to the new method which conserves spatial correlations and
which also samples from empirical distributions. Sampling from probability distributions could have entailed
effects of extreme climate conditions that could have interfered with the effects of spatial correlations (see
Chapter 4). Furthermore, the stochastic extrapolationmethod used in Chapter 3 and in previous TreeMig stud-
ies not only neglected the spatial autocorrelation for the three bioclimate variables used as climate drivers in
TreeMig (see Section 1.1.4), but also neglected covariance between these variables. Neglecting covariance
between bioclimate variables is obviously incorrect, since all three bioclimate variables used in TreeMig are in-
fluenced by the average monthly temperatures (see e.g. Lischke et al., 2006). The extrapolation methods used
in Chapter 4 both account for the covariance in the bioclimate variables and I did not further consider effects
onmigration caused by neglecting covariance between variables but concentrated on the spatial correlations.
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I used the two methods accounting for and neglecting the spatial correlation of climatic fluctuations to
extrapolate the climate drivers for simulations of the test application described above and examined whether
the simulations resulted in different tree species abundances andmigration outcomes. I found that the spatial
correlation in the resulting simulated tree species abundances is influenced by the spatial correlation in the
fluctuations of the climate driver. While I expected this result, it was not certain because many biological pro-
cesses are non-linear (Laakso et al., 2001), and so is their representation in TreeMig (Lischke et al., 2006). Due to
this non-linearity, spatially correlated climatic fluctuations in a spatially heterogeneous environment do not au-
tomatically translate to spatially correlated biotic responses (Grenfell et al., 2000; Greenman and Benton, 2001;
Currie, 2007). Nevertheless, my simulations showed synchronised fluctuations in tree species abundances for
simulations with spatially correlated climatic fluctuations which were lost in simulations in which spatial corre-
lations in the climatic fluctuations were neglected (Nabel et al., submitted; see Chapter 4). Moreover, when the
spatial correlations in the climate drivers were neglected, the resulting biomass sum over the simulation tran-
sectwas invariant over timeand repetitions. InChapter 4 I discussedhowthis lackof variability canbeexplained
with the central limit theorem (Spanos, 1999), and I concluded that spatial correlations in the fluctuations of the
climate drivers must not be neglectedwhen biomass fluctuations over areas larger than a single grid cell are of
interest (Chapter 4). With regards to the simulation of migration, the comparisons of simulations with the test
application indicated that neglecting the spatial correlation in the fluctuations of the climate drivers can intro-
duce a bias towards faster migration and reduces differences among simulations with different realisations of
the stochastically extrapolated climate drivers (Chapter 4). To be able to study potential biasesmore systemati-
cally I developed a simplified cellular automaton (Chapter 4). With this cellular automaton, I demonstrated that
tree speciesmigration outcomes can bemarkedly different in simulationswith andwithout spatially correlated
fluctuations of the model driver. Particularly, I found that simulations with spatially uncorrelated fluctuations
always led to faster migrations than simulations with correlated fluctuations, provided that establishment was
not simulated to be positively density dependent, i.e. dependent on the number of mature neighbouring in-
dividuals. However, when there was a positive density dependence, migration was faster in simulations with
spatially correlated fluctuations, which is in agreement with the simulation results by McInerny et al. (2007).

Overall, I concluded that spatial correlations in climatic fluctuations can influence simulatedmigration out-
comes and should not be neglected in spatially explicit simulations of tree species dynamics (Chapter 4).

1.2.3 RQ 3: Can similarities in climate drivers and in tree species compositions among
grid cells be exploited in form of an upscaling whenmigration is simulated
explicitly?

Grouping of landscape patches with similar environmental conditions to landscape elements has often been
applied to extrapolate standmodels to larger scales (King, 1991 and references therein). However, this method
is not applicable as soonas spatial processes canalter the aggregated landscapepatches (Bugmannet al., 2000).
I therefore expected the spatial linkage between grid cells via seed dispersal – which is a precondition for an
explicit simulation of migration – to be the key challenge for the upscalingmethod. Particularly, I regarded the
following two points as the main challenges: (1) spatial linkage requires that the spatially explicit positions of
dispersing source and associated sink cells are preserved in the upscaling, and (2) seed dispersal and subse-
quent establishment of new species can introduce changes to previously identical grid cells. The suggested
upscaling method therefore (1) aimed to only pool similar grid cells for some calculations (Section 1.2.3.1) and
(2) aimed to conduct this pooling in a dynamic manner (Section 1.2.3.2).

1.2.3.1 RQ 3a: How can similar grid cells be pooled for some calculations without precluding the
explicit simulation of migration? (Nabel and Lischke, 2013; see Chapter 5)

To resolve this question the proposed upscaling method strives to disentangle calculations which require ex-
plicit spatial positions of cells relative to other cells, i.e. calculations for spatially linking processes, from those
calculations which do not require such information. I named the proposed upscaling method the dynamic
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two-layer classification (D2C) concept, because it divides the processes of the original model to two layers. The
first layer is a two-dimensional grid whose resolution and extent equals the resolution and extent of the origi-
nal model. Processes requiring explicit spatial positions in the grid, for example seed dispersal, are calculated
on this first layer. Processes which do not require explicit spatial grid positions, such as growth and seed pro-
duction, are calculated on a new, associated layer with a variable size. This new ’non-spatial’ layer is used to
pool similar grid cells for calculations not requiring explicit spatial positions. Each cell on the two-dimensional
layer is associated with one element on the non-spatial layer and the two layers exchange status information.
A cell on the two-dimensional layer, for example, receives information on seeds available for dispersal from
its associated element and an element on the non-spatial layer receives information on newly established in-
dividuals. To account for changes in the similarity among grid cells induced by processes simulated on the
two-dimensional layer, associations between the two layers need to be dynamic. A first outline of the concept
is given in (Chapter 5) and a detailed description of the concept is given in (Chapter 6).

To assess if associations between the two layers actually are required to be dynamic and to obtain a first
assessment of possible gains of a D2C implementation, I conducted a preliminary study with TreeMig, in which
I introduced two layers with a static association according to a stratification of the climate drivers (Nabel and
Lischke, 2013; see Chapter 5). The stratification of landscape patches with similar environmental conditions for
joint simulations is a common upscaling method when working with single-stand models (see e.g. King, 1991;
Bugmann et al., 2000). Here I used three different stratifications of the climate drivers with a coarse, medium
and fine subdivision to pool similar cells into elements of the non-spatial layer. To test the performance of
these first preliminary and static upscalings I conducted simulations on three nested simulation areas: a small
transect embedded in a larger transect, which itself is embedded in Switzerland (see Fig. 5.2a). I then com-
pared computational expenses (CPU-time and peak heap memory) and simulated species biomass resulting
from simulations with the original TreeMig version and simulations with the statically associated layers. Both
reductions in the computational expenses and the differences in the simulated species biomass were strongly
dependent on the applied stratification of the climate drivers (Chapter 5). Nevertheless, all stratifications led
to notable reductions of the computational expenses (Table 5.1) and to relatively similar simulation outcomes
(see Figs. 5.3 and 5.4). These results indicated that implementations of the D2C concept can strongly reduce
computational expenses in exchange for small to intermediate approximation errors. These first preliminary
tests with a static association between the layers were conducted for simulations with and without seed dis-
persal. Simulations with seed dispersal generally led to smaller reductions in computational expenses and to
larger differences in the simulated species biomass compared to original TreeMig simulations than simulations
without seed dispersal. Due to the increased differences in the simulated species biomass I concluded that the
spatial dynamics resulting from the seed dispersal have to be taken into consideration and thus that associa-
tions between the layers are actually required to be dynamic (Chapter 5).

In summary, the first preliminary study described in Chapter 5 demonstrated that the D2C concept enables
the pooling of grid cells for some calculations and that this pooling is required to be dynamic to allow for an
explicit simulation of migration.

1.2.3.2 RQ 3b: What are the challenges when implementing a dynamic upscaling method based on
grid cell similarity? How can these challenges be dealt with, and how do they inϐluence the
performance of the method? (Nabel, manuscript; see Chapter 6)

In order to be efficient, an upscaling method needs to maintain a good trade-off between reductions of com-
putational expenses and introduced approximation errors. For the implementation and the application of the
D2Cmethod this trade-offmanifests in the number of elements on the non-spatial layer over time. The reduc-
tions in computational expenses will be higher for lower numbers of elements, and the target therefore was
to only have as many elements on the non-spatial layer as necessary to achieve an acceptable approximation
of the base model (for details see Nabel, manuscript; Chapter 6). The number of elements on the non-spatial
layer will certainly be influenced by the criteria specified for the similarity of the climate driver. When allowing
dynamic changes in the associations between the layers, and therefore in the number of elements, it gets addi-
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tionally important how and when elements on the non-spatial layer are split or merged. Splitting is important
to account for deviations among grid cells associated with the same element due to processes simulated on
the two-dimensional layer. Merging, on the other hand, is important to identify similar elements and to com-
bine them for future calculations. These two processes therefore have different impacts on the performance.
Splitting is required to preserve accuracy, but the addition of new elements increases the computational ex-
penses. Merging reduces the number of elements and therefore the computational expenses, but can in turn
also reduce the accuracy. Furthermore, both operations entail an organisational overhead. In the implemen-
tation of the D2C concept with TreeMig as well as in the applications, I regarded merging, splitting and the
organisational overhead entailed by these processes as key challenges.

The new two-layer implementation of TreeMig – TreeMig-2L – is based on TreeMig versions developed in
the preceding studies of this dissertation and therefore includes the minimum density threshold implemen-
tation (Chapter 3; see summary in Section 1.2.1) and the simple extrapolation method which conserves spa-
tial correlations in the climatic fluctuations (Chapter 4; see summary in Section 1.2.2). When implementing
TreeMig-2L, I considered the organisation of the non-spatial layer and its linkage to the two-dimensional layer
as themost important aspects, in particular in order to achieve an efficient implementation of the splitting and
merging processes and a small organisational overhead. I identified the following two issues as key problems:
(1) that the number of elements on the non-spatial layer is not known in advance and, furthermore, variable
over timedue to splitting andmergingprocesses, and (2) that a comparison for similarity of all elementswith all
elements would lead to an inefficientmerging process. A fundamental step in the implementation of TreeMig-
2L was therefore the development of an architecture (i.e. employed data types and their connections) which at
the same time had to (1) permit a dynamic and variable sized non-spatial layer and (2) enable a pre-structuring
of the elements for similarity comparisons. In the development of TreeMig-2L’s architecture I took advantage
of the fact that climate is used as a driver in TreeMig and is therefore known in advance. Therefore, I was able
to use the climate drivers, i.e. TreeMig’s bioclimate variables, to implement pre-processing functions which
pre-structure a given simulation area according to similarities in the temporal development of these variables
among grid cells. The static structure derived in the pre-processing step is then used for the efficient organisa-
tion of the dynamic non-spatial layer in TreeMig-2L simulations. A detailed description of the implementation
of TreeMig-2L is given in Chapter 6.

A further goal in the development of TreeMig-2L was to obtain an adaptive model implementation, mean-
ing that the similarity criteria were not to be hardcoded in the implementation but to be adjustable, i.e. that the
similarity criteria were kept as input parameters to TreeMig-2L. For an application of TreeMig-2L different simi-
larity criteria need to be specified. The first set of similarity criteria deals with the climate drivers. TreeMig-2L’s
pre-processing functions require a specification about how to bin different grid cells according to their tem-
poral development in TreeMig’s bioclimate variables. In the TreeMig-2L version described in the following and
used inmy studies, the temporal development in the bioclimate variables of a bin is calculated as the average of
all grid cells associated with the same bin. This averaged temporal development is then used to drive the asso-
ciated cells during the simulation (for more details on the implementation see Sections 6.3.1.3 and 6.A.2). This
approach is comparable to the ecoregions used in the forest-landscape model LANDIS, where cells associated
with the same ecoregion share important process rates (Scheller and Mladenoff, 2004). TreeMig-2L requires
further similarity criteria to organise the merging and splitting of elements on the non-spatial layer. Merging
requires the specification of similarity thresholds which determine when two elements are similar enough to
be merged. Thus, these similarity thresholds specify allowed deviations in the abundances of the simulated
species. Splitting requires the specification of criteria defining when changes induced by processes simulated
on the two-dimensional layer disturb the similarity of twogrid cells associatedwith the sameelement, i.e. when
deviations in newly established species among the grid cells require a split of their element. In the implementa-
tion of TreeMig-2L, I regarded these splitting criteria as particularly critical for the performance. Since TreeMig
is a multi-species model (Lischke et al., 2006), seed dispersal is simulated for multiple species. Depending on
the specified similarity criteria it can therefore be possible that cells associated with the same element diverge
in multiple different ways with regards to newly established species. This in turn entails the requirement for
multiple similarity tests at runtime and can possibly entail large numbers of splits per element. TreeMig-2L’s im-
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plementation therefore allows to constrain the number of tree species for which similarity tests are conducted
and therefore to focus on selected so-called ’tracked’ species.

To test theperformanceof theTreeMig-2L implementationand inparticular to also investigate the influence
of the adjustable similarity criteria on the performance of TreeMig-2L, I conducted simulations with two differ-
ent test applications. One of these was the test application already used in the previously described upscaling
studies, i.e. the northwards migration of O. carpinifolia. As a second test application I selected the medium
transects used in Chapter 5. I considered these two test applications to be complementary and well suited for
the performance tests, because they had different specifications, in particular regarding grid resolution and
extent (see Table 3.1). Amongst others, I conducted test simulations to disentangle performance influences of
the averaging of the climate drivers and of the dynamic associations. Additionally, I conducted several simu-
lations investigating the sensitivity of the performance to changes in the adjustable similarity criteria. I tested
different sets of bins for the bioclimate variables used to pre-structure the simulation area, different similarity
thresholds on the species abundances used for merging, as well as the number of species tracked for split-
ting decisions and the similarity requirements imposed on these tracked species (for details see Section 6.C.3).
These tests confirmed the preliminary findings of Chapter 5 (see also Section 1.2.3.1) that the D2C concept can
enable large reductions in computational expenses in exchange for small to intermediate approximation er-
rors (Table 6.4). Comparing the resulting performance with a previous upscaling applied in the construction of
TreeMig, presented in Lischke et al. (1998), the simulations conductedwith TreeMig-2L led to smaller CPU-time
reductions, but also entailed smaller accuracy losses.

Tests disentangling performance influences demonstrated that simulations with dynamic associations be-
tween the layers led to notable reductions in the approximation errors, and attributed themain share of result-
ing approximation errors to the averaging of the climate drivers. The sensitivity tests on the similarity criteria
identified the different sets of bins for the bioclimate variables used to pre-structure the simulation area as
most important for the performance, accuracy as well as computational expenses. The performance was also
influenced by the number of tracked species. A reduction of the number of tracked species led to an increase of
approximation errors and a larger reduction in computational expenses. An increase in the number of tracked
species led to a decrease of the approximation error and smaller reductions in computational expenses. Ap-
pliedmerging and splitting thresholdswere least influential in the conducted sensitivity tests (see Chapter 6, in
particular Section 6.C.3). Simulations of the test applicationwith themigration situation demonstrated that the
method is applicablewhen simulatingmigrationexplicitly becausemigrationoutcomes for the tracked species,
in this test application O. carpinifolia, were well approximated (see Sections 6.4.2.1 and 6.C.2 and in particular
Fig. 6.C.9). This is an important advantage compared to decreasing the resolution by a simple averaging, which
can lead to a large overestimation of migration speed as demonstrated in Bocedi et al. (2012).

In summary, I regarded the development of an efficient architecture, the implementation of splitting and
merging as well as the specification of appropriate similarity criteria as the key challenges when using a dy-
namic upscalingmethodbased on cell similarity. The simulations conductedwith the test applications demon-
strated that the organisational overhead required for splitting andmergingwas very small in TreeMig-2L appli-
cations (see Table 6.5), which can be attributed to the efficient architecture and implementation of TreeMig-2L.
Furthermore, because the similarity criteria were kept adjustable in the TreeMig-2L implementation, they can
be used directly in a simulation study tomediate the trade-off between accuracy and computational expenses
according to the requirements of the application.

1.2.4 Additional contributions and required preparatory steps

In addition to the core work described in the five main manuscripts (Chapters 2 to 6), I contributed to further
related studies. Firstly, I contributed to two papers (Snell et al., accepted; see Appendix A) and (Svenning et al.,
accepted) which arose from twoworkshops entitled ’Advancing concepts andmodels of species range dynam-
ics: understanding and disentangling processes across scales’. I summarise the main findings of these papers
in Sections 1.2.4.1 and 1.2.4.2. Secondly, I contributed to a study in which a coupled avalanche-forest model
was developed based on TreeMig, i.e. on the model I also used as the base model in my thesis. Findings of
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this study were documented in two manuscripts (Zurbriggen et al., in press and Zurbriggen et al., manuscript)
and in Sections 1.2.4.3 and 1.2.4.4 I summarise particularly those aspects of thesemanuscripts that relate tomy
studies.

At the end of this section I address preparatory steps which were required for the investigations and imple-
mentations conducted in this thesis with regards to the original TreeMig implementation (Section 1.2.4.5).

1.2.4.1 Using dynamic vegetation models to simulate plant range shifts (Snell et al., accepted; see
Appendix A)

Rebecca S. Snell, Andreas Huth, Julia E. M. S. Nabel, Greta Bocedi, Justin M. J. Travis, Dominique Gravel, Harald Bugmann, Al-
varo G. Gutiérrez, Thomas Hickler, Steven I. Higgins, Marc Scherstjanoi, Björn Reineking, Natalie Zurbriggen, Heike Lischke
Ecography, accepted

Theaimof this studywas todiscuss thepotential andmethodological challenges for simulating rangedynamics
using dynamic vegetation models (DVMs), and to present recommendations on, as well as promising tools for
future required model development.

In this paper, we gave an overview of the main types of DVMs and of the processes and process repre-
sentations commonly contained in models of each type (see also Section 1.1.1). For each type we presented
example models and listed the typical setup (e.g. spatial resolution and extent) used in simulations with these
models. We emphasised that DVMs can improve our understanding of the factors that influence species ranges
and are particularly suitable for studying species range shifts due to their capacity to simulate population dy-
namics at both the leading and the trailing edge (see e.g. Sato and Ise, 2012). Subsequently we highlighted
that, despite their suitability, DVMs only have seldom been used in studies on range shifts so far (e.g. Lischke
et al., 2006; Scheller and Mladenoff, 2008), and we discussed potential reasons for the lack of such studies and
related methodological challenges for simulations of species range dynamics with DVMs. We identified that
not all DVMs include the processes deemed to be most important for explicit simulations of species range
shifts (e.g. that seed dispersal is missing in DVMs applied on large scales), and that there is a strong trade-off
between the spatial resolution and the spatial extent of the study region simulated with a DVM.

To enhance the capability of DVMs for species range shift simulations, we recommended that model de-
velopment should focus on four aspects: reproduction, dispersal, establishment, and trait variability. For each
of these aspects we discussed how they are currently represented in DVMs and why we deem future develop-
ment to be important. We then gave examples on how models could be improved regarding these aspects,
and identified challenges and requirements with regard to future model development. For example, current
representations of reproduction in DVMs only account for indirect, long-term climatic influences on reproduc-
tive effort (e.g. through growth), although it is known that environmental conditions can have strong direct
influences on reproductive effort (e.g. Kelly and Sork, 2002; Ladeau and Clark, 2006; Pérez-Ramos et al., 2010;
Bykova et al., 2012). We suggested that direct climatic effects on reproductive efforts can be important for
species range shifts but concluded that the data required for parameterisations of more detailed process func-
tions is not yet available.

Tomediate the trade-offbetween spatial resolution and spatial extent and to enable the inclusionof further
processes, we presented upscaling techniques that have been used to reduce model complexity and compu-
tational expenses in DVMs. Presented upscaling techniques were, for example, the aggregation of species to
plant functional types (e.g. Smith et al., 1997; Sato et al., 2007), the D2C concept developed in this thesis (Chap-
ters 5 and 6) or the aggregation of individual trees and patches to densities in height classes (Lischke et al.,
1998; see also Section 1.1.5.1).

In summary, we highlighted gaps between different DVM types regarding the simulation of species range
shifts, recommended further steps in the development of DVMs and presented upscaling methods used to
reduce model complexity and involved computational expenses. As this paper is particularly relevant for my
thesis it is attached as an appendix (Appendix A).
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1.2.4.2 The inϐluence of interspeciϐic interactions on species range expansion rates (Svenning
et al., accepted)

Jens-Christian Svenning, Dominique Gravel, Robert D. Holt, Frank M. Schurr, Wilfried Thuiller, Tamara Münkemüller, Katja H.
Schiffers, Stefan Dullinger, Thomas C. Edwards, Jr., Thomas Hickler, Stephen Higgins, Julia E.M.S. Nabel, Jörg Pagel and Signe
Normand
Ecography, accepted

In this paper, we consolidated available knowledge on the influence of interspecific interactions (such as com-
petition, facilitation,mutualism andpredation) on species range expansion rates from theory, empirical studies
of invasive species and natural range expansions, as well as from simulation studies with process-based mod-
els. Based on this knowledge we derived recommendations about when interspecific interactions need to be
explicitly represented in studies forecasting range expansions.

Starting with the appreciation that interspecific interactions are often neglected in analyses of species
ranges, we used the simple equation for the asymptotic rate of spread

√
4rD following from the Skellam-Fisher

model (Skellam, 1951;OkuboandLevin, 2001) todiscusshow interspecific interactions could theoreticallymod-
ulate range expansion rates, by influencing the population growth at low densities (r) and the diffusion coeffi-
cient (D). For example, a closed forest could reduceD for a spreading wind dispersed tree species by altering
wind-driven dispersal distances (Schurr et al., 2008) and reduce r for this species via competition for light.

To complement the theoretical considerations, we reviewed findings on effects of interspecific interactions
on species ranges fromempirical studies of invasive species andnatural range expansions, aswell as from simu-
lations conductedwith process-basedmodels. While we reviewed studies investigating animal as well as plant
taxa, I concentrate on examples from studies dealing with tree species in the following. Examples from studies
on invasive tree species were (1) limited invasion rates of exotic Pinaceae (pine species) in areas where neither
the trees nor their associated fungi are native (Nũnez et al., 2009; Dickie et al., 2010), i.e. a reduction in r due to
missingbut required belowgroundmutualists; and (2) varying invasion rates of Ficusmicrocarpa (a strangler fig)
in Florida depending on the abundances of fig-eating birds (Caughlin et al., 2012), i.e. influences on D due to
mutualism bymeans of dispersing agents. Most of the reviewed studies on natural range shifts concerned tree
species, such as (1) slowed range expansions explainedby interspecific competition (vander Knaap et al., 2005),
i.e. reductions in r; (2) spatially variable range expansions explained by multiple interactions between depen-
dence on fire disturbances and competitive ability (McLeod and MacDonald, 1997), i.e. variations in r; and (3)
reductions in D for various endo- or epizoochorously dispersed trees due to megafaunal losses (Janzen and
Martin, 1982; Campos-Arceiz and Blake, 2011). Regarding simulations with process-based models, we found
only few studies which considered effects of interspecific interactions on expansion rates, namely studies with
DVMs on the effects of light competition, such as (1) the study by Scheller andMladenoff (2008) using LANDIS-
II (Scheller et al., 2007) and (2) the study by Meier et al. (2011) using TreeMig (Lischke et al., 2006) which both
found that interspecific light competition can reduce tree species expansion rates, i.e. via a reduction in r.

From these findings we conclude that there is emerging evidence that interspecific interactions can influ-
ence large-scale species distributions via their influence on range expansion rates. We then discuss in which
situations interspecific interactions need to be represented explicitly in a forecasting study, and when the use
of an ’abiotic shortcut’ could be sufficient, i.e. linking r andD to abiotic variables (Svenning et al., accepted). We
stress that by using an abiotic shortcut, interspecific interactions which are explained by abiotic variables that
are included in a study are only implicitly and incompletely accounted for, which again can be regarded as an
upscaling. We conclude that interspecific interactions should be explicitly accounted for when their influence
is strong and varies in time or space, because in such cases neglecting or simplifying the interspecific interac-
tion could cause biases. We close the paper with a list of situations in which we expect large influences and
strong spatiotemporal variations, for example, when the interspecific interaction only includes a few species as
opposed tomany species and therefore a higher chance for functional equivalence (Svenning et al., accepted).

In summary, this paper stressed that there can be a need for explicit representations of interspecific interac-
tions in studies of species range shifts and that the implicit upscaling bymeans of an abiotic shortcut, which is
often used in studies for the forecasting of species range shifts, might need to be revisited in certain situations.
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The findings of this study can furthermore be seen as a motivation to more strongly investigate the effects of
competition on species range shift simulations with DVMs (see also the discussion on the representation of
disturbances in Section 1.3.2).

1.2.4.3 Explicit avalanche-forest feedback simulations improve the performance of a coupled
avalanche-forest model (Zurbriggen et al., in press)

Natalie Zurbriggen, Julia E.M.S. Nabel, Michaela Teich, Peter Bebi, Heike Lischke
Ecological Complexity, in press

This paper is the first of two manuscripts in which we presented simulations with a new coupled avalanche-
forest model called TreeMig-Aval (Zurbriggen, 2013). In the development of TreeMig-Aval, we coupled an
avalanche release module to the forest-landscape model TreeMig (Lischke et al., 2006), the model that was
also the basemodel for my thesis. The aim of this model coupling was to enhance the representation of distur-
bances in TreeMig for simulations of mountain forests under climate change.

In thismanuscript, we described the implementation of the newavalanche releasemodule and its coupling
to TreeMig. One benefit of the explicit representation of avalanches in TreeMig-Aval is the possibility to study
the positive feedback between forests and avalanche disturbances in a spatially-explicit forested mountain
landscape. Avalanches change forest compositions and decrease forest density leading to increased avalanche
release probabilities (Kulakowski et al., 2006). Increases in forest density, on the other hand, can decrease
avalanche release probabilities (Bebi et al., 2009). The avalanche protection function of forests depends on
many influences, such as climatic and topographic conditions (Schneebeli and Meyer-Grass, 1992) and further
factors which affect forest densities and forest compositions, such as anthropogenic or natural disturbances.
Avalanche release probabilities used in the simulationswith TreeMig-Avalwere based on a statistical analysis of
historical avalanche release data sets (Schneebeli and Meyer-Grass, 1992; Maggioni and Gruber, 2003). Based
on this analysis, the avalanche release probability in TreeMig-Aval was implemented to depend on forest den-
sity and composition, slope, curvature and aspect of the terrain, andwinter length as a proxy for snow amounts
(Zurbriggen et al., in press).

In the studies described in this manuscript, we used an artificial transect (representing an elevational tem-
perature gradient) to investigate how the feedback between forests and avalanches is mediated by tempera-
ture, slope steepness and additionalmortalitywhich, for example, couldbe causedby anthropogenic or natural
disturbances (Zurbriggen et al., in press). Additionally, we conducted a model simplification study (cf. the sim-
plifying phase in Van Nes and Scheffer, 2005), investigating if the fully coupled TreeMig-Aval model could be
replaced by a reduced complexitymodel; either by omitting the feedback of avalanches on forests or by replac-
ing forest dynamics with an average forest. We found strong effects of temperature, slope and additional mor-
tality on the simulated forest-avalanche feedback, including non-linear effects and interactions between these
environmental influences. Effects of environmental influences on feedback strength have also been reported
in other simulation studies investigating positive feedbacks (e.g. Bekker and Malanson, 2009). Regarding the
simplification study, simulations showed that particularly treelines are sensitive to the explicit representation
of the forest-avalanche feedback and the simplified model versions led to an overestimation of the simulated
treeline elevation and an underestimation of avalanche release probabilities. From this simplification study we
conclude that the forest-avalanche feedback needs to be explicitly simulated, whichwas also recommended in
simulation studies investigating other vegetation-disturbance feedbacks (e.g. Seidl et al., 2007; Vorpahl et al.,
2013).

While we did not investigate the effects of the representation of forest-avalanche feedbacks on explicitly
simulated tree speciesmigration, the detected sensitivity of the treelines to themodel simplifications suggests
that if and how forest-avalanche feedbacks are represented in a model could at least affect the simulation of
altitudinal migration. Furthermore, the findings of the study on the effects of environmental influences, here
temperature, slope and additionalmortality, suggest that the spatiotemporal influences resulting from simula-
tions with explicitly simulated disturbances could generally strongly influence simulated forest dynamics (see
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also Section 1.2.4.4). Together with the findings presented in the study on the effects of interspecific interac-
tions on species range expansion rates (Svenning et al., accepted; see Section 1.2.4.2) one could thus expect a
strong influence on simulated migration outcomes (see discussion in Section 1.3.1.1).

1.2.4.4 Performance of alternative disturbance formulations in a spatially explicit
avalanche-forest model (Zurbriggen et al., manuscript – to this date published in
Zurbriggen, 2013, Ph.D. Thesis)

Natalie Zurbriggen, Michaela Teich, Julia E.M.S. Nabel, Peter Bebi, Heike Lischke
Manuscript intended for submission to Ecological Modelling; published in Zurbriggen, 2013

While the simulation studies with TreeMig-Aval presented in Section 1.2.4.3 (Zurbriggen et al., in press) used
an artificial elevational transect of 3 rows with 30 cells each, the simulation studies presented in this second
manuscript were conducted on a landscape, representing the area of the Dischma Valley in Davos, in the east-
ern Swiss Alps (Zurbriggen et al., manuscript). Simulations on a real landscape, spatially heterogeneous in
topography and with spatiotemporal climatic influences, enabled us to study the spatiotemporal effects of
the forest-avalanche feedback on forest density and forest composition, as well as the simulation of avalanche
flow. In TreeMig-Aval, avalanche flow is simulated with a probabilistic flow direction and a probabilistic flow
stop, influenced by topography, forest structure and forest type (Zurbriggen, 2013).

In this manuscript, we investigated if the spatially explicit and spatially linked representation of avalanches
is required or could be simplified by means of stochastic disturbances or could even be neglected. As already
discussed in Section 1.1.2, such simplifications are often motivated by computational expenses. Furthermore,
previous TreeMig versions only contained spatially non-explicit stochastic disturbances, adaptable bymeans of
parameters for disturbance intensity and disturbance probability (see Lischke et al., 2006, supplementary ma-
terial), and this test allowed us to revisit this simplified representation of disturbances. Similar to the approach
taken in Section 1.2.4.3 (Zurbriggen et al., in press) we conducted a simplification study, this time with regards
to the spatial representation of avalanches. We compared model versions (1) with spatially explicit and linked
avalanches, (2) with simplified stochastic disturbances with the same intensity as the avalanches disturbances
and an occurrence probability spatially and temporally averaged from a run with avalanches, and (3) without
disturbances. Besides comparisons betweenmodel versions, we also compared simulated forest densities and
compositions with observed forest densities (LiDAR vegetation height data – 2003 ALS data) and compositions
(Wildi and Ewald, 1986).

The comparisons between the differentmodel versions and between simulation results and observed data
demonstrated that realistic spatial patterns of forest density and forest type only resulted for simulations with
avalanches, i.e. with spatially explicit and linked disturbances. For example, forest densities resulting from
simulations with avalanches showed a strong spatial aggregation with large clusters of high density forests
in undisturbed areas and large clusters with no forest cover in frequently disturbed areas, which matched the
observed forest densities relatively well (Zurbriggen, 2013). Simulations with stochastic disturbances, in con-
trast, resulted in an unrealistic spatially random mosaic of high and mid density forest regularly interspersed
with cells without forest cover. In simulations without disturbances, finally, the whole simulation area was cov-
ered by high density forests. Inmost of the conducted comparisons the performance of themodel versionwith
avalanches led to significant improvements compared to the model version with random disturbances, repre-
senting previous TreeMig version. We concluded that the effect of avalanches on forests should be represented
in a spatially explicit and spatially linked manner.

Based on the findings presented in this manuscript and the findings in Chapter 4, I expect that simulations
with forest-avalanche feedback and avalanche flow could change simulatedmigration outcomes compared to
simulations which neglect disturbances or simulate spatially random disturbances when simulatingmigration
explicitly (see discussion in Section 1.3.1.1).
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1.2.4.5 Required preparatory steps for this thesis

For the investigations conducted in my Ph.D. studies, different preparatory steps reviewing, enhancing and
refactoring the previously available TreeMig implementation were performed (as e.g. recommended in Kelly
et al., 2009; Wilson et al., 2012).

Firstly, the previous TreeMig implementation worked with a platform dependent pseudo-random number
generator (PRNG) leading to different results with different compilers and it was not possible to set a seed for
this PRNG, and thus to replicate simulation runs. However, replicability is a fundamental demand of scientific
software (Plesser et al., 2009). Furthermore, when effects of different model versions are tested, it is important
to compare runs with identical pseudo-random number streams (PRNSs), i.e. with the same seed for the
PRNG, in order to actually compare differences in the model versions as opposed to stochastic effects. Such
comparisons were conducted in all chapters of this thesis, as well as in the studies described in Sections 1.2.4.3
and 1.2.4.4. Therefore, I replaced the platform-dependent PRNG, which was used in the previously available
TreeMig implementation to generate one PRNS for all stochastic processes, with a platform-independent PRNG
(the Mersenne Twister, see Matsumoto and Nishimura, 1998) now generating an individual PRNS for each
of the stochastic processes. Using individual PRNSs was required in the studies described in Sections 1.2.4.3
and 1.2.4.4. In these studies we used different processes with stochastic representations, namely the ex-
trapolation of climate sequences, avalanche release and flow, and additional mortality. For the conducted
sensitivity studies, for example comparisons of simulations with and without additional mortality or with and
without avalanche release, it was important that the remaining stochastic processes were always simulated
with the same PRNS, in order to actually compare differences in the simulation setup as opposed to stochastic
effects.

Further enhancements and refactorings were:

1. The introduction of dynamicmemory allocations (e.g. to prevent that the code needed to be recompiled
for executions with a differently sized simulation area).

2. Codeoptimisations, for examplevectorisationof loops andextractionof expensive repetitive calculations
detected with callgrind (Weidendorfer, 2008) to lookup tables.

3. A transfer of the input and output interface to a standard format (as recommended by Baxter et al., 2006),
namely from formatted ASCII to NetCDF (see Rew and Davis, 1990).

4. Various corrections of erroneous code detected with memcheck (Seward and Nethercote, 2005) or gfor-
tran compiler options (http://gcc.gnu.org/onlinedocs/gfortran/), for example buffer overflows overwrit-
ing other memory locations and implicit conversions from real to integer with subsequent errors due to
the entailed rounding.

5. Various code enhancements (as e.g. recommended in Wilson et al., 2012), such as introduction of asser-
tions, code documentation, removal of non-functional legacy code, and self explaining error messages,
method names and variable names.

1.3 Synthesis

While I presented and briefly discussed the main findings of Chapters 2 to 6 as they related to the specific re-
search questions derived in Section 1.1.5 in the previous sections (Sections 1.2.1 to 1.2.3) I will return to my
more general research aims (as stated in Section 1.1.3) in this synthesis. I will subsume my findings and their
limitations in a general discussion including the findings of the studies I additionally contributed to (as de-
scribed in Section 1.2.4). Subsequently I will derive recommendations for further research and future model
development.
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1.3.1 General discussion

1.3.1.1 Research aim 1: Analyse effects of previously applied upscalings

The studies conducted in conjunctionwith the first research aim showednotable influences ofwell-established
upscalings applied in the development and application of TreeMig on simulated migration outcomes and,
within these studies, I proposed measures to overcome the identified problems. Specifically, I demonstrated
that the representation of tree species populations by means of population densities in TreeMig can influence
simulated tree speciesmigration, because it allowed for the spreadof infinitesimal seeddensities. I showed that
the implementation of a minimum population density threshold can prevent the spread of infinitesimal seed
densities, which therefore led to a more realistic representation of migration in TreeMig (Nabel et al., 2013; see
Chapter 3). In the subsequent studies I demonstrated that the spatiotemporal representation of climate fluctu-
ations can influence simulatedmigration outcomes and that interpolations and extrapolations of climate time
series should account for spatial correlations of climatic fluctuations and that simulations of tree species mi-
gration should be conducted with multiple stochastic repetitions to account for interannual climate variability
(Nabel et al., 2013; see Chapter 3 and Nabel, manuscript; see Chapter 4). Most of my studies were conducted
with an illustrative and realistic test application (Section 1.2), namely the northwards migration of the ther-
mophile tree speciesOstrya carpinifolia through a transect in the Alps. In this test applicationO. carpinifoliawas
close to its climatic boundaries andmigrated in a fragmented landscape and, due to the simulation of multiple
species, in a competitive context. This test application was selected because it was deemed to be sensitive
to approximation errors introduced by the studied upscalings. Some of the conducted simulations indicated
that the influence of interannual variability on migration might be less influential in another simulation setup
(Nabel et al., 2013; see Chapter 3). However, I suggest that the findings of this study are nevertheless relevant
beyond the presented test application, because changes in the climatic suitability in current species ranges are
observed and projected formany species (Svenning and Skov, 2004; Rosenzweig et al., 2007), andmost species
are particularly sensitive to climate fluctuations on their external range boundaries (Camarero and Gutiérrez,
2004; Zimmermann et al., 2009). Similarly, competition with resident species is assumed to generally influence
range shifts (McLeod and MacDonald, 1997; Leithead et al., 2010; Svenning et al., accepted), and strong spa-
tial fragmentation, as in the test application, is common in our anthropogenically modified landscape (Pitelka
et al., 1997; Hof et al., 2011).

The presented studies were motivated by TreeMig’s implementation and previous TreeMig applications.
Nevertheless, they can contribute to a better understanding of how certain influences generally need to be
represented in amodel when explicitly simulatingmigration. This is particularly the case for the findings of the
second research question, investigating how climate fluctuations need to be represented in a simulationwhen
migration is simulated explicitly. Studies with mathematical models already demonstrated the importance of
climatic fluctuations and of static spatial heterogeneity for themigration of invasive species (see e.g. reviews by
With, 2002; Hui et al., 2011), however, the influence of spatiotemporal fluctuations has so far not been studied
in such models (With, 2002; Melbourne et al., 2006; Hui et al., 2011). Furthermore, although the importance
of interannual climate variability has also already been discussed in studies with DVMs (Bugmann and Pfister,
2000; Miller et al., 2008; Giesecke et al., 2010), the current practice for climate interpolations and extrapola-
tions in DVM studies is to apply simplifications of spatiotemporal climate fluctuations. As already mentioned
in Section 1.2 this is done by statically applying mean values (e.g. Scheller and Mladenoff, 2005, 2008), cycli-
cally repeating base periods (e.g. Hickler et al., 2012; Sato and Ise, 2012), or applying stochastic extrapolation
methods that neglect spatial autocorrelations (e.g. Lischke et al., 2006; Epstein et al., 2007; Lischke et al., 2012).
Overall, my studies thus demonstrated that commonly applied upscalings can influence migration outcomes,
which in turn also underlines the need to conduct studies like the presented studies which investigate previ-
ously applied upscalings when a certain process is targeted.

Studies with another model than TreeMig would possibly have led to other research questions concerning
other previously applied upscalings than the ones I presented above. Furthermore, during my studies and the
additionally studies I contributed to, it became apparent that commonly applied upscalings of various other
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aspects could also influencemigrationoutcomes strongly. In the following Iwill discuss one suchupscaling that
is closely intertwined with my studies and studies I contributed to, namely the representation of disturbances.
Other upscalings that I consider as important will be listed in the outlook (Section 1.3.2).

Small-scale disturbances leading to single treemortality are accounted for indirectly in TreeMigbymeans of
the distribution-based representation of the local spatial forest heterogeneity in TreeMig’s height classes (Lis-
chke et al., 1998, 2006). Additionally, TreeMigoptionally allows for spatially non-explicit stochastic disturbances
on the cell level, increasing the mortality in all height classes of an affected cell (Lischke et al., 2006, electronic
supplementary material). In the studies presented in Chapters 2 to 6 I neglected such cell level disturbances in
order to exclude stochasticity additional to the climatic fluctuations in the simulations. However, the studies
conducted with TreeMig-Aval (Zurbriggen et al., in press; see Section 1.2.4.3 and Zurbriggen et al., manuscript;
see Section 1.2.4.4) demonstrated that the representation of disturbances in a model can strongly influence
spatial patterns of forest density and forest type. The effects of spatially independent random disturbances
on forest densities that resulted in the study described in Section 1.2.4.4 compare well to the effect of spatially
independent climatic fluctuations shown inChapter 4. In both cases spatially randomised influences, via distur-
bances by avalanches or via interannual climatic fluctuations, lead to unrealistic spatial patterns in the forest
cover, represented as forest densities in Zurbriggen et al. (manuscript) and represented as biomass in Chap-
ter 4. The spatial mosaic of low and high forest cover resulting from the simulations with spatially randomised
influences could entail other competitive interactions and a different distribution of local seed sources, com-
pared to large patches of low and high forest cover in simulations with spatially connected influences. Both
aspects, competitive interactions and the distribution of local seed sources, might in turn influence tree species
migration (Scheller and Mladenoff, 2005; Leithead et al., 2010; Svenning et al., accepted; for the latter see also
Section 1.2.4.2) Effects on competitive interactions could particularly be important because competition from
resident species is often considered to cause lags in tree species migration (McLeod and MacDonald, 1997;
Leithead et al., 2010; Sato and Ise, 2012). I therefore suggest that a simulation study investigating the effects
of different representations of disturbances on explicitly simulated migration would be an important further
analysis (see Section 1.3.2).

1.3.1.2 Research aim 2: Develop, implement an test a novel upscaling method

In the course of my thesis I developed an adaptive dynamic upscaling method, the dynamic two-layer classifi-
cation (D2C) method, and presented its implementation in TreeMig (Chapters 5 and 6). In subsequent simula-
tions with the new TreeMig-2L model I demonstrated its applicability and tested its performance in two differ-
ent simulation setups and with various sensitivity tests of the adaptable parameters (Chapter 6). The realised
reductions of computational expenses were strongly dependent on the spatial resolution of the simulation
area, which is discussed below. For TreeMig’s default spatial resolution of 1 km2 (Lischke et al., 2006; Epstein
et al., 2007) TreeMig-2L simulations performed very well (Chapter 6). Simulations in which a migrating species
was tracked explicitly demonstrated that migration outcomes can be very well approximated with TreeMig-
2L, which is an important advantage compared to decreasing the resolution by a simple averaging, which can
lead to a large overestimation of migration speeds as demonstrated in Bocedi et al. (2012). In comparison to
a previous upscaling applied in the construction of TreeMig, which was presented in Lischke et al. (1998), the
exemplary simulations conducted with TreeMig-2L led to smaller CPU-time reductions, however, they also en-
tailed smaller losses of accuracy. Specifically, in TreeMig-2L simulations with the coarsest stratification of the
bioclimate variables applied, computational expenseswere reducedby 80%with a smaller approximation error
than reported by Lischke et al. (1998).

The development of the D2C concept incorporated the findings ofmy previously conducted studies (Chap-
ters 3 and 4) in that it aimed to maintain large parts of the spatiotemporal climate heterogeneity. This was
enabled by keeping the original spatial resolution for both layers, the two-dimensional and the non-spatial
layer (see summary in Section 1.2.3.1), and by only associating grid cells with comparable driving climate time
series to the same element of the non-spatial layer (see summary in Section 1.2.3.2). In TreeMig-2L, similarity
criteria on the climate time series of the single grid cells are used in a pre-processing step to derive a static base
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structure of cells which can theoretically be associated with the same element. In the current TreeMig-2L ver-
sion, the climate drivers of all cells which can be associated with the same element are then averaged and the
averaged driver is used for the simulations nomatter if the cells are actually associated with the same element
or not. Comparison among simulation outcomes with different similarity criteria regarding the driving climate
time series demonstrated that the simulated species abundances were particularly sensitive to these similar-
ity criteria. In contrast, simulation outcomes were less sensitive to variations of similarity criteria regarding the
species abundances and germinated seeds, which are used to control dynamic associations between the layers
of TreeMig-2L (Chapter 6). These experiments demonstrated that the main share of the approximation error in
TreeMig-2L simulations was caused by the aggregation of the climate time series, which again underlines the
importance of the climate driver. Whilst the static base structure derived in the pre-processing step is funda-
mental for the performance of TreeMig-2L (see summary in Section 1.2.3.2), the averaging of climate time series
does not have to be conducted in the pre-processing step. Parts of this approximation error could therefore
possibly be reduced if the averaging in the pre-processing would be replaced by an averaging per iteration
in which only climate time series of those grid cells are averaged that are actually currently associated with
the same element. Even though this might reduce parts of the approximation error, it might also reduce the
reductions in computational expenses and should therefore be subject of a thorough test study.

One of the main goals in the development of the D2C concept was to keep all processes which are simu-
lated by the base model and to maintain their spatial resolution. Instead of changing the spatial resolution or
reducing the number of processes, the D2C concept reduces the computational expenses by only aggregating
similar grid cell calculations for certain processes (Chapters 5 and 6). The conservation of the spatial resolu-
tion for all simulated processes is an important advantage of the D2C concept compared to upscalingmethods
that change the spatial resolution. Firstly, approximation errors are prevented that would result when simply
coarsening the spatial resolution by averaging (’extrapolation by lumping’ sensu King, 1991; Bugmann et al.,
2000 and ’naïve upscaling’ sensu Bocedi et al., 2012). Secondly, no new formulas have to be derived, which is
often necessary for more complex upscaling methods and usually requires restrictive assumptions about the
behaviour of the base model (see e.g. reviews by Lischke et al., 2007; Auger et al., 2012). Another advantage
of the D2C concept is that the grid cells aggregated for calculations of non-spatial processes can be arbitrar-
ily distributed in space and in particular do not need to be spatially contiguous. Other methods that coarsen
the resolution usually can only aggregate spatially contiguous grid cells with predetermined spatial arrange-
ments. Finally, the D2C concept allows for an explicit simulation of migration because seed dispersal is still
simulated on the original two-dimensional layer and associations between this two-dimensional layer and the
non-spatial layer are dynamic (Chapter 6). This is an important advantage over previously applied static strat-
ifications (e.g. King, 1991; Bugmann, 2001), because a static aggregation of grid cells precludes the explicit
simulation of migration. Still, the D2C concept exploits recurring patterns in amanner similar to previous strat-
ifications, which is an important underlying idea of upscaling (e.g. Lischke et al., 2007).

The example applications with TreeMig-2L demonstrated that the D2C concept is well applicable to ag-
gregate local processes (non-spatial processes) that have a deterministic process description, or are stochas-
tically conditional on previously known drivers. Moreover, when a model is upscaled with the D2C concept,
the inclusion of new non-spatial processes with deterministic process descriptions can come with lower costs,
given that they do not have to be simulated for the whole simulation area but only for the elements on the
non-spatial layer. If a local process has a stochastic representation (stochastically conditional on other than
previously known drivers, e.g. purely random establishment) and if the results of such stochastic processes are
linked among grid cells through spatially linking processes (e.g. seed dispersal), the D2C concept might be
less applicable. Other limitations of the applicability of the D2C concept are the cost ratio between spatially
linking processes and non-spatial processes. The limitation caused by the cost ratio between spatially linking
processes and non-spatial processes got apparent in the simulations conductedwith TreeMig-2L: the obtained
reductions in computational expenses weremuch lower with a fine spatial resolution due to an increase of the
percentage of computation time spentwith seed dispersal (see Section 6.4.2.2). The dependence on the spatial
resolution in TreeMig-2L is due to the employed dispersal algorithm and it should be possible to mitigate this
by applying a more efficient dispersal algorithm, which is what I suggest as one of the next step in the devel-

23



1. IēęėĔĉĚĈęĎĔē Ćēĉ SĞēęčĊĘĎĘ

opment of TreeMig-2L (see Section 1.3.2). These experiments indicated that the D2C concept might be less
applicable for a model with several and expensive spatially linking processes. Furthermore, multiple spatially
linking processes can potentially increase the spatial heterogeneity among cells and therefore decrease the
number of similar cells and thus reduce the benefit of applying the D2C concept.

The three aspects listed above, i.e. the influence of the cost ratio between non-spatial and spatially linking
processes, as well as the spatial heterogeneity caused be the spatially linking processes and the influence of
the representation (i.e. stochastic vs. deterministic) of non-spatial processes, can be used to assess the appli-
cability of the D2C concept for other DVMs. Regarding the representation of non-spatial processes the D2C
concept, as stated above, will not be applicable when the local stochastic processes are linked among grid cells
through spatially linking processes as for example in LANDCLIM (Schumacher et al., 2004). However, it should
be applicable formodels inwhich the stochasticity only stems frompreviously knowndrivers, as the bioclimate
variables in TreeMig-2L, or models in which the local stochasticity is realised in form of patch replicates and av-
eraged on the cell level, as for example done in LPJ-Guess (Smith et al., 2001). With regards to the costs and
the number of spatially linking processes, the D2C concept might be less applicable for models which contain
many and complex interacting spatially linked processes such as LANDIS-II (Scheller et al., 2007), particularly
when usedwith several extensions including spatially linking processes (e.g. interactions between seed disper-
sal, spruce budworm disturbances and fire disturbances, as in Sturtevant et al., 2012). The D2C concept should
be applicable for models with few and simple spatially linked processes, such as TreeMig (provided the default
spatial resolution or a more efficient dispersal algorithm is used) and trivially also for spatially independent
one-dimensional DVMs (sensu Fisher et al., 2010), such as ED (Fisher et al., 2010) and most implementations
of LPJ-Guess (e.g. Smith et al., 2001; Hickler et al., 2012). In the ideal case, reductions with the D2C concept
could be used to decrease the spatial resolution and to implement a simple dispersal kernel in one of the latter
mentioned models (see Section 1.3.2).

1.3.2 Outlook

In my studies and in the studies I contributed to, the representation of further aspects in DVMs was identified
to potentially influence simulatedmigration outcomes, i.e. further previously applied upscalings were put into
question. In the following I will highlight several aspects that I consider particularly important for further re-
search. Subsequently I will give some recommendations about future improvements of TreeMig-2L and further
applications of the D2C concept.

In the general discussion of the findings tomy first research aim, I suggested that effects of different repre-
sentations of disturbances on explicitly simulated migration should be subject to future studies, particularly
also in the light of the assumed importance of competition for species range shifts (Svenning et al., accepted;
see Section 1.2.4.3). First steps in this direction were carried out in a study by Scheller and Mladenoff (2005),
in which the authors studied interactive effects of climate change, disturbances and tree species migration in
simulations with LANDIS-II. Comparing results from simulations with and without windthrow and harvesting,
Scheller andMladenoff (2005) found that the negative effect of disturbances on seed dispersal due to removed
local seed sources was stronger than the positive effect due to gaps with reduced competition. Disturbances
can thus affect tree species migration in different ways. A systematic study of such effects and of the influence
of different representations, such as spatially stochastic disturbances compared to spatially explicit and spa-
tially linked disturbances (see Section 1.3.1.1), could contribute to a better understanding of how disturbances
should be represented when simulating migration explicitly.

In the study on the potential andmethodological challenges for simulating range dynamics usingDVMswe
evaluated key processes which we recommended to be improved to enhance the simulation of species range
dynamics with DVMs. One of the highlighted aspects was the lack of a representation of trait variability
(Snell et al., accepted; see Appendix A). The potential importance of trait variability was also demonstrated in
my studies, where different species parameter sets, selected within the plausible parameter range of the mi-
grating species, led to strong differences in migration outcomes (Nabel et al., 2012; see Chapter 2 and Nabel
et al., 2013; see Chapter 3). Migration outcomes particularly differed much more among simulations with dif-
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ferent species parameter sets than among runs with different stochastically extrapolated climate time series
(Nabel et al., 2013; see Chapter 3). Similar to neglecting the variability between different species when con-
ducting simulations with plant functional types (see e.g. Smith et al., 1997; Sato et al., 2007) neglecting the
intra-species variability between different proveniences, but also between single individuals, is one form of a
thematic upscaling. In Snell et al. (accepted) we suggest several approaches to better represent trait variability
in DVMs, for example, by including several randomly selected subtypes (Snell et al., accepted; Appendix A).
I recommend comparing outcomes of simulations that include more detailed representations to simulations
with the original representation in a model, to test in how far simulated migration outcomes are affected and
how large the resulting increases in computational expenses are.

In the context of trait variability, I consider another aspect as very important, which we also highlighted in
Snell et al. (accepted), namely the representationofdispersalkernels inDVMs. Thedispersal traits of a species
are regarded to be one of themain factors determining if a species can track climatic changes (e.g. Bullock et al.,
2012). The few DVMs that include an explicit representation of seed dispersal usually contain a predefined,
stochastically or deterministically applied dispersal kernel, which is adapted with species-specific parameters
(see e.g. TreeMig – Lischke et al., 2006 or LANDIS-II – Ward et al., 2004), which again is a thematic upscaling.
Similar to other species parameters, dispersal traits can vary between individuals and are subject to adaptations
(Davis and Shaw, 2001; Wright et al., 2008; Burton et al., 2010). Moreover, dispersal is not only determined by
characteristics of the dispersing species, but also by biotic and abiotic environmental influences (Damschen
et al., 2008; Schurr et al., 2008; Tackenberg and Stöcklin, 2008). Furthermore, a species can havemore than one
dispersing agent (Jongejans et al., 2008; Wichmann et al., 2009). Thus, the current representation of strongly
simplified singledispersal kernels per species for all environmental situationsmightbe insufficient to accurately
represent dispersal and I recommend that the influence of the representation of dispersal kernels in DVMs on
migration outcomes should be subject to future studies. One starting point could be to derive a larger set of
representative dispersal kernels from mechanistic models (e.g. Katul et al., 2005; Nathan, 2008; Nathan et al.,
2011; Bullock et al., 2012) for different dispersal agents and different environmental conditions, such as closed
canopy vs. opengroundor lowland vs. alpine conditions, and to comparemigrationoutcomes fromsimulations
with one comprehensive kernel against simulations with several specific kernels.

Finally, I found a high sensitivity of the simulated population dynamics to the bioclimate variables used
as drivers in all studies I conducted with TreeMig (Chapters 2 to 6). Furthermore, migration outcomes were
strongly influenced by the species parameter ’minimum required DDsum>5.5 ◦C’ ³(see Chapter 2), which gov-
erns growth and mortality in TreeMig and constitutes a threshold on germination (Table 3.1). Most forest-
landscape models, including TreeMig, use bioclimate variables to govern empirically derived process descrip-
tions, for example for growth and mortality (e.g. TreeMig – Lischke et al., 2006 and LANDCLIM – Schumacher
et al., 2004). However, these bioclimate variables are only proxies and the empirical process descriptions are
derived under current conditions and are probably not valid for future environmental conditions, for example
under changed atmospheric CO2 concentrations (Williams and Jackson, 2007; Jackson et al., 2009). Therefore I
suggest that a combination of explicit simulation of physiology andmigration in a DVMwould be an important
future contribution and theworkbySnell (2013) is an important first step in this direction. Oneof the challenges
entailedwith the simulationof physiology andmigration in the samemodel is the increase in computational ex-
penses and the proposed D2C concept could improve this situation because it enables to increase the detail of
non-spatial dynamics, as long as they are represented in a deterministic way (see discussion in Section 1.3.1.2).

TreeMig-2L could thus be extended with a more processed-based, though deterministic, description of
the local population dynamics, and could then be used to test how such a more detailed representation af-
fects migration outcomes under different environmental conditions. Another extension of TreeMig-2L could
be the integration of spatially explicit and spatially linked disturbances, such as the avalanches described in
Zurbriggen (2013), see Sections 1.2.4.3 and 1.2.4.4. Similar to the dispersal of seeds, such disturbances would
need to be simulated on the two-dimensional layer and similarity criteria would need to be defined for when
two cells associated with the same element differ due to experienced disturbances. Thus, besides the newly

³DDsum>5.5 ◦C is the sum of daily mean temperatures above 5.5 ◦C.
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germinated seeds of tracked species, which are currently used to assess if an element needs to be split (see
Chapter 6), also a criterion for the experienced disturbances would be required, for example, the disturbance
intensity. The performance of simulations on two layers compared to simulations on one layer would thereby
probably depend on the disturbance frequency and the spatial pattern of disturbances. The performance of
two layer simulations of disturbances with reoccurring spatially correlated patterns, such as avalanches (Zur-
briggen, 2013; see Section 1.2.4.4), would presumably be much better than for disturbances tending to be
spatially random. Besides extending TreeMig-2L with further processes, it would be beneficial to replace the
expensive simulation of seed dispersal with a more efficient seed dispersal algorithm. Recent studies which
proposed efficient seed dispersal algorithms suggested learning from image processing techniques, for exam-
ple solving the dispersal algorithmwith Fast Fourier Transforms (Prasad et al., 2013) or using Graphic Processor
Units (Tang et al., 2011; van de Koppel et al., 2011; Fan et al., 2012).

In Section 1.3.1.2 I highlighted that the D2C concept could be implemented in a one-dimensional DVM.
In the ideal case, reductions in the computational expenses could be used to decrease the spatial resolution
of such a DVM, which is a precondition for an explicit simulation of migration, due to the problems of within-
cell heterogeneity and the uncertainty about within-cell spread, which are associated with a coarse spatial
resolution (see Section 1.1.1). Provided that a reduction in the spatial resolution is possible, the next stepwould
be to implement anefficientdispersal kernel. Sucha studywould furthermorebeagood test of the applicability
of the D2C concept for other models.

1.3.3 Conclusions

The studies presented in my thesis and the additional studies that I contributed to highlighted that upscalings
used in the implementation and application of DVMs need to be revisited when migration is simulated explic-
itly. I demonstrated this need on the example of the continuous representation of within-cell populations in
TreeMig and the representation of spatiotemporal climate fluctuations in extrapolations of climate time series,
and I showed how current shortcomings can be dealt with (Chapters 3 and 4). My studies thus revealed impor-
tant requirements for the application of upscalingmethods, when tree speciesmigration is simulated explicitly.
Furthermore, the findings of the study on the influence of spatially correlated climatic fluctuations (Chapter 4)
togetherwith the findings of the studyon spatially explicit and linkeddisturbances (Sections 1.2.4.3 and1.2.4.4)
demonstrated that revisiting formerly applied upscalings is not only required for the simulation of tree species
migration but generally for a more accurate representation of the spatiotemporal arrangement of forests.

In the outlook (Section 1.3.2) I identified several upscalings which should be tested on their influence on
simulated migration and species range shifts in future studies. However, adding further detailed process de-
scriptions that interact with the processes already contained in a model is not only problematic with regards
to computational expenses. Additional problems, which I did not discuss in my thesis, are the parameteri-
sation and the validation of new processes (but see Snell et al., accepted; see Appendix A), and particularly
also the handling of model implementations with growing complexity. The addition of further processes, if
conducted without a rigorous and systematic development and testing protocol, can lead to incomprehensi-
ble model implementations (see e.g. Section 1.2.4.5). A promising approach is the implementation of modular
model architectures, with clearly defined interfaces (see e.g. Scheller et al., 2007). Amodular architecture allows
implementing new or refined process descriptions which can be coupled via predefined interfaces without in-
terfering with the core implementation of the model, which particularly facilitates comparisons of simulations
with and without an investigated process.

Provided a rigorous and systematic development and testing protocol is applied, I consider the possibility
to conduct such process-based studies as one of the main advantages of DVMs. Due to their dynamic and
process-based approach, DVMs facilitate studies on the influence of refined or new process descriptions and
their interaction with other processes on simulation outcomes (as e.g. demonstrated in Section 1.2.4.3). Such
process-based studies can increase the understanding of forest dynamics (see also Snell et al., accepted; see
Appendix A) and can also be used to inform other model types (Svenning et al., accepted; see Section 1.2.4.2),
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or at least to highlight which of the aspects neglected in forecasting studies (e.g. on species range shifts) need
to be considered when interpreting their results.

One of the main problems when conducting studies with DVMs on larger scales is the trade-off between
spatial resolution and spatial extent. As highlighted in the introduction to my thesis, coarse spatial resolutions
and the entailed loss of small scale heterogeneity can lead to biases in the simulation outcomes (see e.g. He
et al., 2011; Bocedi et al., 2012). Furthermore, my studies on the effect of simplifications of the spatiotemporal
representation of climate fluctuations confirmed the importance of small scale heterogeneity and underlined
that an upscaling method should maintain small scale representations of climatic influences in a migration
situation. With the D2C concept, I presented an upscalingmethodwhich can conserve the spatiotemporal res-
olution and the processes of the model it is applied to, and can nevertheless notably reduce computational
costs. Instead of decreasing the spatial resolution, aggregations are conducted dynamically and only in sit-
uations which either cause no or at least less differences in the simulation outcomes. I believe that the D2C
concept bears potential for future model development, however, its implementation needs to be customised
to themodel it is applied to. With TreeMig-2L, I demonstrated the applicability of theD2Cconcept andprovided
one further step to enable studies of tree species migration on larger scales.
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Abstract

The simulation of tree species migration suffers from many sources of uncertainty. In our study we examined
the influence of species parameter uncertainty on simulated tree species migration, using the spatially linked
dynamic forest landscape model TreeMig. The impact of uncertainty becomes especially apparent under criti-
cal situations arising from the interaction of species limitations, competition and spatial fragmentation. There-
fore we examined the differences in migration success and speed in a realistic scenario including these critical
conditions. The south-north migration of the submediterranean tree species Ostrya carpinifolia through the
highly fragmented and climatically heterogeneous landscape of the Swiss Alps was simulated for 27 different
species parameter sets covering the plausible range of species parameters forO. carpinifolia. To account for the
additional uncertainty introduced by the stochastic representation of future climate variability, each species
parameter set was simulated with multiple repetitions. We found that migration success and speed resulting
from simulations with the different sets varied highly. The current situation of rapid climate change and high
landscape fragmentation due to human land use could create critical conditions comparable to the simulated
scenario for various species. We therefore recommend testing for species parameter sensitivities and – if indi-
cated – to repeat simulations with different parameter sets when projecting future tree species distributions
with explicit simulation of migration.

2.1 Introduction

The capabilities of plants to track climate changes are crucially influencing future plant species distributions. In
particular themigration of tree species can lag behind rapid climate changes, because of their long generation
times (FAO, 2010). Despite the acknowledged importance of migration, manymodelling studies projecting fu-
ture plant distribution do not explicitly model migration (Thuiller et al., 2008). One reason is the requirement
for sufficiently accurate spatial and temporal representations of several processes and interactions involved,
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for example, maturation, seed dispersal and establishment in competitive situations driven by environmen-
tal influences. In contrast to other model types, spatially linked dynamic models can fulfil this requirement,
if they make a successful trade-off between accuracy and computational efficiency (time and memory). One
such model is TreeMig (Lischke et al., 2006), the model used for the present study. TreeMig approaches the
trade-off between accuracy and computational efficiency by employing a distribution-based representation
of the local spatial forest heterogeneity and by applying empirically derived formulations of important pro-
cesses and species parameters characterising species traits. Empirically derived species parameters, however,
are associatedwith uncertainties. Bugmann (1994) has shown that such uncertainties have small influences on
the overall species composition, but can impact single species abundances in simulations with the forest gap
model ForClim, the predecessor model of TreeMig. The influence of species parameter uncertainties on tree
speciesmigration simulatedwith TreeMig has not been examined so far and is considered in the present study.
Additional sources of uncertainty include assumptions about model drivers, such as climatic influences, which
are particularly important for tree species migration because of the long time-spans involved. One approach
generating climatic influences, for time-spans exceedingmeasureddata or predictions of climatemodels, is the
sampling from distributions based on available data, as proposed in Bugmann (2001) and applied in TreeMig
(Lischke et al., 2006). The present study explored potential influences of species parameter uncertainty on tree
species migration, taking into account this stochastic sampling from distributions. The impact of uncertainties
presumably becomes most obvious where a species is not abundant, hence in critical situations, which for ex-
ample can arise from the interaction of species limitations, presence of competitors and spatial fragmentation.
Thereforewe examined the differences inmigration success and speed amongdifferent species parameter sets
within the plausible parameter range of an example species under realistic and critical conditions. The simula-
tion scenariowas a south-northmigration of the submediterranean tree speciesOstrya carpinifolia in a transect
through the Swiss Alps, a highly fragmented and climatically heterogeneous landscape.

2.2 Methods

2.2.1 Model

The applied TreeMig version is described in Lischke et al. (2006) with amendments described in Rickebusch
et al. (2007). TreeMig is a grid-based, spatially linked dynamic forest landscape model with a spatial resolution
of 1km2 and yearly time steps. It is designed for use at regional to subcontinental extent. The local dynamics
are calculated on height-structured distributionswhich can be regarded as aggregations of single patcheswith
individual trees (Lischke et al., 1998). This aggregation covers the small scale stochasticity representing local
processes in gap models, such as establishment and mortality. It was introduced to replace multiple single
patch repetitions with a deterministic representation and thereby to counterbalance the increase in computa-
tional complexity accompanying the spatial linkage and the increased spatial extent compared to single site
simulations in forest gap models. However, the model still has a high computational complexity and the ap-
proximate computation time for each 1km2 cell and each year amounts to 0.001 seconds on a 2.8GHz CPU of
an AMD Opteron cluster.
Thedriving variables of themodel are threebioclimate variables per year and cell: degree-day sum (sumofdaily
mean temperatures above 5.5 ◦C), minimum winter temperature (average temperature of the coldest winter
month) and an index describing the severity of drought events. These variables can be derived from monthly
mean temperatures,monthly precipitation sums and constant site data (slope, aspect andwater storage capac-
ity) with the model ForClim-E (Bugmann and Cramer, 1998). In addition to the bioclimate variables, a zero-one
mask is required, which indicates for each cell if it is stockable, i.e. if something can grow in this cell. Cells with a
stockability of zero can, for example, represent bigwater bodies, solid rock surfaces or different kinds of human
land use. The mask is constant over time and is the main representation of fragmentation.
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Figure 2.1 : The 260km x 70km simulation transect (1km2 cells). Panel a shows the location in central Europe. In panel b themean
degree-day sum (sum of daily mean temperatures above 5.5 ◦C) of the distributions used for bioclimatic inϐluences after 2100 is
depicted. White areas represent non-stockable cells, i.e. cells where trees can not grow. The circlemarks the pass through the Swiss
Alps and the dashed line at km 85 the starting point for the migration of Ostrya carpinifolia in the year 1800.

2.2.2 Simulation setup

The simulated scenario was a south-north migration of the submediterranean tree species Ostrya carpinifolia
in a 260km x 70km transect (see Fig. 2.1). Most of the cells in the area of the Swiss Alps, in the centre of the
transect, are bare rock surfaces, regarded as not stockable for trees in TreeMig. Therefore the only possibility
to cross the Swiss Alps in the simulations is through one pass with several bottlenecks (see Fig. 2.1, panel b).
O. carpinifolia is currently limited to the southern side of the Swiss Alps, according to the Swiss National For-
est Inventory (NFI) (2004/06) and to the European Forest Data Center (2000). In addition to O. carpinifolia, 21
other species (Abies alba, Larix decidua, Picea abies, Pinus cembra, P. sylvestris, Taxus baccata, Acer platanoides, A.
pseudoplatanus, Alnus incana, Betula pendula, Carpinus betulus, Castanea sativa, Fagus sylvatica, Fraxinus excel-
sior, Populus tremula, Quercus petraea, Q. pubescens, Sorbus aucuparia, Tilia cordata, T. platyphyllos, Ulmus scabra)
were included as competitors in the simulations. All species besides Quercus pubescens, which was added be-
cause of its importance at dry sites, are in the list of the 30 species identified as most abundant in Switzerland
in the first Swiss NFI (Brändli, 1998).
The TreeMig simulations were computed for 1600 years (1400-3000). The bioclimate variables were derived
from past climate (1901-2000 – CRU data (Mitchell et al., 2003)) and from SRESA1B (Nakicenovic, N. et al., 2000)
projections calculated with the regional climate model CLM (2001-2100 – (Lautenschlager et al., 2009). Both
data sets were first downscaled to 30” using WorldClim data (Hijmans et al., 2005) and then projected with
FIMEX-0.28 (Klein, 2012) to an Albers equal area projection of 1km2 resolution.
The first 400 years (1400-1800) of the simulationwere used as an initial spin-up phasewith a general availability
of propagules instead of simulating seed production and dispersal (cf. Lischke et al., 2006). In congruence with
its approximate current distribution, O. carpinifolia was restricted to the lower 85km of the transect (Fig. 2.1,
panel b) until the end of the spin-up phase. The bioclimate was stochastically drawn from distributions based
on the years 1901-1931. After the 400 spin-up years, seed production and dispersal were enabled and the
restriction of O. carpinifolia was removed. The bioclimate was drawn for another 100 years (1801-1900) from
the 1901-1931 distributions. The subsequent 200 years represent the near past and the future up to 2100 for
which yearly bioclimate values were available. After 2100 the bioclimate was stochastically drawn for another
900 years (2101-3000) from distributions based on the years 2071-2100.
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Table 2.1 : Listed are original, most optimistic and most pessimistic values – for max. height, max. age, min. height required for
maturity, max. number of seeds, indices for sapling and adult shade tolerance, max. height growth rate, low nitrogen tolerance
index and browsing susceptibility index – according to the parameter plausibility ranges found in [1] Bugmann (1994) or to the
values found in the other references: [2] Noack (1979), [3] Korkut and Guller (2008), [4] Hecker (1998) and [5] Franz (2002). The
parameters marked with H* were estimated according to the uncertainty for species height (43.75%).

Species parameters inϐluencing fertility and competitiveness

parameter Max. Max. Min. Max. Sapl. Adult Max. N tol. Browse
h. age maturity h. seeds shade shade growth index sus.
[m] [a] [m] tol. tol. [cm/a] index

original 16 150 3.4 91259 5 3 134 2 3
optimistic 23 200 1.94 131185 3 1 161 1 2
pessimistic 9 100 4.9 51333 7 5 107 3 3
uncertainty ± 7 ± 50 ± 1.5 ± 39926 ± 2 ± 2 ± 30% ± 1 ± 1
reference [2,3] [4,5] H* H* [1] [1] [1] [1] [1]

Table 2.2 : Listed are original, most optimistic and most pessimistic values – for min. degree-day sum (sum of daily mean tem-
peratures above 5.5 ◦C), min. wintertemp. (mean temperature of the coldest winter month) and an index describing the drought
tolerance – according to the parameter plausibility ranges found in Bugmann (1994).

Species parameters inϐluencing the sensitivity to bioclimate

parameter Min. Degree-day sum Min. wintertemp. [ ◦C] Drought index

original 1200 -10 0.33
optimistic 960 -12 0.43
pessimistic 1440 -8 0.23
uncertainty ± 20% ± 2 ◦C ± 0.1

2.2.3 Species parameters and species parameter plausibility ranges

The original parameter values for Ostrya carpinifolia, as well as the uncertainty in these parameters, are listed
in Table 2.1 (parameters influencing fertility and competitiveness of O. carpinifolia) and Table 2.2 (parameters
influencing the sensitivity to bioclimate). Most of the original valueswere taken from theMediterraneanmoun-
tain forest gap model GREFOS (Fyllas and Troumbis, 2009), which was possible, because GREFOS and TreeMig
are bothdescendants of the forest gapmodel ForClim (Bugmann, 1994; BugmannandCramer, 1998) and there-
fore share important similarities in the calculations of local dynamics. Two parameters had to be transformed
according to known relationships with regard to differences between ForClim and TreeMig (indices for sapling
and adult shade tolerance). Another twoparameterswere scaled according to empirical relationships observed
in other TreeMig species (max. number of seeds; max. growth rate). The remaining unknown parameter values
(min. maturity height; low nitrogen tolerance index; browsing susceptibility index) and the probability kernel
used for seed dispersal in TreeMig (see (Lischke et al., 2006) for more details) were taken from Carpinus betulus,
which was already parametrised in TreeMig and – like O. carpinifolia – belongs to the Coryloideae subfamily.

2.2.4 Simulations

The number of possible simulations was constrained due to the computational complexity of TreeMig. One
single runof the simulation setup (1600 years and260 x 70 cells) took approximately 21’840 seconds, i.e. around
6 hours, of computation time on a 2.8GHz CPU of an AMDOpteron cluster. Moreover, it was necessary to make
multiple runswithdifferent pseudo-randomnumber (prn) streams, to account for the stochastic representation
of future climatic influences. Each of the different species parameter sets was thus simulated 20 times with
varying prn streams.
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Figure 2.2 : Northernmost occurrence (transect km - north – smoothed over 20 year periods) for the years 1800-3000, starting
at km 85, to which Ostrya carpinifolia was restricted until 1800. Depicted are the results of simulations with different species
parameter sets used for O. carpinifolia. The panels show the results for three out of nine combinations of parameter values for
temperature anddrought sensitivities: bothpessimistic (panel a), both original (panel b) andboth optimistic (panel c). Thedifferent
colours represent scenarios of parameter values for all other parameters (see Table 2.1). In each panel, series of lines with the
same colour depict the results of 20 repetitions with the according parameter set. The dashed horizontal lines mark the two main
stagnation points at km 117 and km 137.

SinceO. carpinifolia is known to be limited towarm temperatures and is suspected of being able to grow under
conditions which are too dry for Fagus sylvatica (e.g. (Brändli, 1998; Noack, 1979)), the uncertainties in the
bioclimate sensitivities listed in Table 2.2 are of special interest and were therefore in the focus when selecting
species parameters for the simulations. However, the min. winter temperature sensitivity is only used as a
threshold in TreeMig to determine if establishment is possible at all. Therefore, it was possible to exclude its
uncertainties based on the fact that themost pessimistic value forO. carpinifolia (-8 ◦C) was already significantly
lower than the mean min. winter temperature (-4 ◦C± -2 ◦C) found in the distributions used to draw future
bioclimatic influences.
We simulated 27 species parameter sets, resulting from all combinations of the most optimistic, the original
and the most pessimistic parameters for (1) the minimum required degree-day sum, (2) the drought tolerance
index and (3) all other parameters (Table 2.1).

2.3 Results

Table 2.3 shows the results for several measures calculated from the 20 repetitions for each of the 27 simulated
species parameter sets. Migration success – defined as successfully crossing the twomain stagnation points¹ at
km 117 and km 137 (see Fig. 2.2 dashed lines for a visualisation) – thereby dependedmost on the temperature
sensitivity. A complete inhibition of migration within the simulated timespan only occurred for the three most
pessimistic parameter sets, with either all parameters at the pessimistic end of the plausibility range, or with
drought or temperature having its original value (for the most pessimistic runs see Fig. 2.2, panel a). The vari-
ability between the 20 repetitions –measured as the standard deviation of the year inwhich the first stagnation
point at km 117 was passed – is very low for all scenarios, except for the ones with pessimistic values for the
temperature sensitivity. In contrast to the differing influences on migration success, all parameter changes for
temperature and drought sensitivity, as well as for the group of all other parameters comparably affected mi-
gration speed of the furthest run. Parameter changes from optimistic to original or from original to pessimistic
values led to a slowdown of 3 – 22 m/a (see Table 2.3 ’(3) avg. speed of the furthest run’ and Fig. 2.2).

¹Since the Alps lie diagonally in the transect (see Fig. 2.1), the two stagnation points are not the actual bottlenecks of the pass
but the furthest reachable dead ends east of the bottlenecks.
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Table 2.3 : Measures calculated from the 20 repetitions of each of the 27 simulated species parameter sets. The symbols in the ϐirst
two columns denote the parameter values used for the temperature sensitivity (T) and the drought sensitivity (D), respectively,
where ’+’ denotes optimistic, ’o’ original and ’-’ pessimistic values. The main columns show the measures: (1) mean year in which
the ϐirst stagnation point at km 117 (for a visualisation see Fig. 2.2) was passed in the 20 runs, together with the standard deviation
(in years) and, if not all runs passed km117, the number of runswhich did so; (2) the number of runswhich passed the second stag-
nation point at km 137 and (3) the average speed found for the runwith the furthestmigration distance. All threemain columns are
subdivided, with one sub-column for each scenario for all other parameters (see Table 2.1). The symbols have the same denotation
as for temperature and drought sensitivity.

(1) mean year passed km 117± std (2) # passed (3) avg. speed
(#of runs if not all passed) km 137 furthest run [m/a]

other paras. other paras. other paras.
T D + o - + o - + o -
+ + 2072±0 2083±9 2123±9 20 20 20 109 90 68
+ o 2072±0 2083±12 2134±12 20 20 20 101 83 61
+ - 2072±0 2085±15 2165±15 20 20 20 90 73 51
o + 2089±0 2120±10 2201±10 20 20 20 101 83 61
o o 2089±0 2124±9 2234±9 20 20 20 94 76 54
o - 2089±0 2147±19 2348±19 20 20 0 82 62 –
- + 2442±237(19) 2522±262(17) 2621±235(11) 8 5 2 83 61 49
- o 2443±237(19) 2604±219(17) 2720±208(12) 8 3 0 78 58 –
- - 2528±250(19) 2627±205(17) 2806±107(6) 6 2 0 61 51 –

2.4 Discussion

Migration speeds resulting from simulations with different parameter sets (50 – 110m/a) were in the expected
ranges (Svenning and Skov, 2007). However, we found that speciesmigration can be highly sensitive to species
parametrisation, which is in agreement with the findings of Bugmann (1994) for single species abundances.
Migration outside of the pass situation was not influenced to the same degree (see Fig. 2.2) as inside the pass,
despite the similar temperature influence on the cells in the near neighbourhood of the pass (see Fig. 2.1, panel
b). This simulation result indicates that the high fragmentation and the ’pass situation’ are themain triggers for
changes in themigration success. In the bottleneck situation of the pass, the temperature sensitivity appeared
to be particularly important for the migration success, which agrees with the fact that temperature is the lim-
iting factor for submediterranean species in the Swiss Alps. Although the selected scenario is a specific critical
situation, the current global conditions of rapid climate change and high fragmentation of the landscape due
to human land use could create comparably critical situations for various other species.
The variance in the results for repetitions of the same scenario indicates that the stochasticity in the climate
driver can have an important impact. This impact might even be higher if spatial autocorrelation in the cli-
matic influences was taken into account which is not the case in the current approach, where sampling from
independent distributions is applied for each cell. This will be subject of future studies.

2.5 Conclusions and Recommendations

The present study illustrates the necessity of sensitivity and uncertainty analyses in spatially linked dynamic
modelling of tree species migration. The results emphasise that simulations with different parameter sets and
multiple repetitions can be essential in estimating migration speed and migration success when simulating
single species migration. The study also underlines the key role of the trade-off between computational effi-
ciency andmodel specificity, and shows the need for further investigations into reducing computational costs
in order to facilitate comprehensive simulation studies.
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Abstract

Assessments of future tree species’ distributions should account for time lags in the adaptation of their external
range limits to climatic changes. In simulation experiments it is therefore necessary to capture processes that
influence such time lags, in particular tree species’ migration. We hypothesise that directional processes such
asmigration are sensitive to the exact sequence of simulated climate influences, and that the uncertainty asso-
ciatedwith a given interannual climate variability has to be accounted forwhen simulatingmigration explicitly.
In this paper we used the intermediate-complexity multi-species model TreeMig to examine whether different
realisations of future climate influences with the same temporal mean and the same interannual variability
cause fundamental differences in simulatedmigration. We assume that the impact of interannual climate vari-
ability becomes most apparent in situations which critically influence regeneration and survival. Such situa-
tions arise, for example, when species’ sensitivities to climate, competition and spatial fragmentation interact.
We therefore developed an illustrative and realistic simulation setup representing this situation. We simulated
the northwards migration of the submediterranean tree species Ostrya carpinifolia Scop. (European Hop Horn-
beam) through the highly fragmented and climatically heterogeneous landscape of the Swiss Alps.

Situations critically influencing regeneration and survival can lead to low species’ abundances. Before in-
vestigating effects of interannual climate variability, we therefore tested whether the continuous representa-
tion of species’ cell populations in TreeMig, which allows for infinitesimal population densities, can have side
effects on simulatedmigration. Specifically, we tested for effects ofminimumdensity thresholds, i.e. thresholds
below which a species is treated as absent. We found that small thresholds in the magnitude of one individual
per km2 cell have a considerable impact on simulated migration, and can even impede migration in situations
critical for regeneration and survival.
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To test for effects of interannual climate variability, we compared simulation results from multiple rep-
etitions driven by different annual climate time series generated stochastically from the same probability
distribution. Results from these repetitions were additionally compared to results from simulations driven
by cyclically repeated climate and steadily applied mean climate, respectively. These comparisons were
conducted for different species parameter sets within the plausible parameter range of O. carpinifolia to
account for potential interactions between species’ sensitivities and the environment. Simulated tree species’
migration was highly dependent on the species parameters applied and markedly influenced by interannual
climate variability. Notable divergence in species’ spread resulted amongst multiple realisations of annual cli-
mate time series stochastically sampled from the same probability distribution. We conclude that uncertainty
associated with interannual climate variability has to be accounted for. Single realisations can be insufficient
and mean value simulations as well as averages of output results can be too simplistic to reflect possible
outcomes of tree species’ migration.

Glossary

External range limits Outermost geographical limits (latitudinal/longitudinal) to species’ occurrences (cf. Gaston, 2003)
Internal range limits Limits to species’ occurrences (e.g. altitudinal and habitat limits) within the external range (cf. Gaston, 2003)
Colonisation Establishment, growth to reproductive maturity and production of viable seeds
Migration Colonisation of locations outside of the external range limits (Keel, 2007), and thus (at least temporarily) shifting them
Species’ spread Change in the species’ internal or external range limits due to local colonisation/extinction dynamics or migration

3.1 Introduction

Future species’ distributions are crucially influenced by their capabilities to adapt their external range limits
to climatic changes, which therefore also influences future vegetation composition (Fischlin et al., 2007; Midg-
ley et al., 2007; Sato and Ise, 2012). Species with limited dispersal distances and long generation times, such
as many tree species, can lag behind rapid climatic changes, particularly in fragmented landscapes (Pitelka
et al., 1997; Collingham and Huntley, 2000; Rosenzweig et al., 2007; Hof et al., 2011). Such time lags can lead
to remnant trees in areas where changed environmental conditions prevent new establishment and can be
accompanied by a lack of propagules in climatically inhabitable areas (Davis, 1989; Svenning and Skov, 2004;
Zhu et al., 2011; Matías and Jump, 2012). To adequately project the availability of propagules, and to overcome
the simplistic but common assumption that propagules are available everywhere, migration (sensu Keel, 2007
– see glossary) needs to be simulated explicitly (Neilson et al., 2005; Morin and Thuiller, 2009; Huntley et al.,
2010). Many modelling studies which project future tree species’ distributions do not simulate migration ex-
plicitly (Thuiller et al., 2008). One key problem is the requirement to represent the processes involved, i.e. seed
dispersal, establishment, growth to reproductive maturity and production of viable seeds (Neilson et al., 2005;
Keel, 2007), in a sufficiently accurate spatial and temporal resolution under consideration of competition and
environmental influences. Several of these processes can only be represented in dynamic, spatially linkedmod-
els and computational costs and data constraints currently presuppose intermediate complexity (Lischke et al.,
2006; Pearson, 2006; Thuiller et al., 2008; Huntley et al., 2010).

When simulating migration, different uncertainties have to be taken into account (e.g. Higgins et al., 2003
and for a general framework of uncertainties in models Refsgaard et al., 2007). Uncertainties in model drivers,
in particular climate influences, are a key difficulty. Shifts of species’ external range limits operate on long time
spans over centuries or millennia. At the same time, available climate records often only cover the recent past,
and climate projections aremostly only calculated for scenarios described up to the end of this century (Hickler
et al., 2012). In order to study trends in simulated species’ range shifts, the climate is therefore often extrapo-
lated to generate input for longer time spans, with approaches differing amongst simulation studies. Themost
simplistic approaches to extrapolate climate time series are to steadily applymean values, or to adapt observed
climatic conditions with projected mean climatic changes. However, not only temperature and precipitation
means, but also their variances are changing, which has been observed at the continental (Schär et al., 2004)
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and at the global scale (Frich et al., 2002; Trenberth et al., 2007). Several simulation studies with differentmodel
types havediscussed effects of changes in interannual climate variability on simulated forest compositions, tree
species’ distributions and range limits (Bugmann and Pfister, 2000; Morin and Chuine, 2005; Miller et al., 2008;
Giesecke et al., 2010). Generally, climate variability was found to strongly influence natural systems (Brubaker,
1986; Easterling et al., 2000; Camarero and Gutiérrez, 2004). Changes in geographical ranges can, for exam-
ple, result from favourable periods enabling recruitment pulses or unfavourable periods causing extirpation
(Jackson et al., 2009). The need to include interannual variability has already been demonstrated for statistical
projections of current species’ distributions and range limits (Zimmermann et al., 2009) and for projections of
mean global vegetation distributions with a dynamic global vegetation model (Notaro, 2008).

Interannual climate variability can be incorporated in extrapolations by, for example, cyclically repeating
a certain base period as done by Hickler et al. (2012) for the model LPJ-Guess and by Sato and Ise (2012) for
the SEIB-DGVM. Another possibility is to stochastically sample annual climate influences from a distribution
obtained fromabaseperiodof a climate change scenario as done in Lischke et al. (2006) andEpstein et al. (2007)
for the model TreeMig. The listed simulation studies all applied single realisations of a multitude of possible
climate time series with the same temporal mean and variability. The restriction to a single realisation can
be motivated by computational costs, where single runs already require extensive computational resources.
Applying single realisations may be justifiable when assuming a general availability of propagules (e.g. Hickler
et al., 2012), because in this case the timing of stochastic eventsmight be less important. When propagules are
available in each cell of the simulation area at each point in time, suitable establishment years automatically co-
occur with available seeds. In contrast, when simulating migration explicitly, recruitment happens only where
and when environmental conditions are favourable and seeds were previously dispersed to or in the cell. We
therefore hypothesise that simulated migration can be affected by the actually realised time series of annual
climate influences and that a single simulation driven by one out of multiple possible realisations of climate
influences with the same statistical properties can be insufficient to adequately project possible outcomes of
tree species’ migration.

We used the multi-species, spatially linked and dynamic intermediate-complexity model TreeMig (Lischke
et al., 2006) to examine our hypothesis. The impact of interannual climate variability probably becomes
most obvious in situations which critically influence regeneration and survival of a species. We assume that
such critical situations are where species’ limitations, competition and spatial fragmentation interact, and
therefore examined an illustrative and realistic anticipated migration situation which includes these critical
conditions. We simulated the northwards migration of the submediterranean tree species Ostrya carpinifolia
Scop. (European Hop Hornbeam) through the highly fragmented and climatically heterogeneous landscape of
the Swiss Alps. Spatial fragmentation, species’ sensitivities to climate and competition can lead to low species’
abundances, particularly at the range boundaries of a species. Because previous simulation studies found that
species’ abundances at the external range boundaries can be an important factor influencing migration rates
(e.g. Iverson et al., 2004), we revisited the representation of species’ cell populations in TreeMig. TreeMig’s cell
populations are represented as continuous densities and hence allow for infinitesimal values. We examined
whether simulated migration is affected when such infinitesimal values are prevented by minimum density
thresholds, i.e. thresholds below which a species is treated as absent (density set to zero).

Overall we investigated the following research questions in TreeMig, using the example of O. carpinifolia
and multiple simulations driven by different realisations of the stochastically sampled annual future climate
time series:

Q1: Do minimum thresholds for species’ presence, which prevent infinitesimal densities, have an impact on
simulated migration?

Q2: Does interannual climate variability influence migration outcomes, i.e. do simulations driven by climate
time series generated with different extrapolation methods (steady application of mean values, cyclic
repetition and stochastic sampling) differ in resulting migration success, speed and species’ spread?
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Q3: What are the uncertainty ranges in simulated species’ spread associated with interannual climate vari-
ability?

A pre-study with TreeMig highlighted that species parameter uncertainty can be particularly important when
explicitly simulating tree species’migration (Nabel et al., 2012). We therefore conductedour investigationswith
different species parameter sets covering the plausible parameter range of O. carpinifolia. Examining interac-
tions between input uncertainty and species parameter uncertainty is a critical approach, which often has been
neglected in sensitivity analysis of computationally intensive models. Sensitivity analyses often either concen-
trated on species parameter uncertainty (e.g. Harper et al., 2011) or on climate influences (e.g. Bugmann and
Pfister, 2000; Morin and Chuine, 2005).

3.2 Methods

3.2.1 Model

TreeMig is a multi-species, spatially linked and dynamic intermediate-complexity model which was developed
with the aim to simulate spatio-temporal patterns of tree species’ distributions with emphasis on endoge-
nous dynamics, such as competition and migration (Lischke et al., 2006). TreeMig includes many processes
required to simulate migration explicitly, for example, seed production, seed dispersal and seed bank dynam-
ics. TreeMig-Netcdf 1.0, the TreeMig version applied in this study, is based on TreeMig 1.0 (Lischke et al., 2006)
with amendments described in Rickebusch et al. (2007) and several technical revisions and refactorings. Here,
we only summarise the properties most important to our study.

TreeMig simulations are driven by three bioclimate variables per year and per cell (default cell size: 1km2):
the annual sum of daily mean temperatures above 5.5 ◦C (DDsum>5.5 ◦C), the minimum winter temperature
and an index describing the severity of drought events. These bioclimate variables directly influence various
processes such as simulated tree species’ growth, establishment and mortality (Lischke et al., 2006). The value
for the minimum required DDsum>5.5 ◦C, for example, directly influences the maximum possible growth (see
electronic supplementary material Fig. 3.A.2 for the maximum possible growth functions of O. carpinifolia),
operates as a threshold on the establishment, and has an indirect effect on the mortality of a species (Lischke
et al., 2006). The establishment in a cell is only possible for years with DDsum>5.5 ◦C higher than the species
specific parameter value, which can strongly affect simulated regeneration in cold regions. In addition to the
three yearly bioclimate variables, a static zero-onemask is required, which determines the stockability for each
cell of the simulation area, i.e. if trees can grow in the cell (e.g. Fig. 3.1b). A stockability of zero can represent
big water bodies, solid rock surfaces and different kinds of human land use. Together with extreme climate
influences, non-stockable cells are the main cause of spatial fragmentation in a simulation area.

When developing TreeMig, the trade-off between computational efficiency and accuracy has been ap-
proached by employing a distribution-based representation of the local spatial forest heterogeneity per simu-
lated grid cell (Lischke et al., 1998, 2006). The forest in each cell is described by a density of seeds per species in
the seed bank andby tree densities per species in a constant number of distinct height classes. These state vari-
ables are real-valued and representmean densities, each determining a Poisson distribution of the density on a
given unit area, so called patch area (cf. Bugmann, 1994). The resulting vertical and horizontal structure can be
regarded as a deterministic representation of multiple patch repetitions – as used in ForClim (Bugmann, 1994),
the forest gapmodel preceding TreeMig – retaining the small-scale variability originally resulting from stochas-
tic establishment and mortality. This deterministic representation counterbalances the increase in computa-
tional complexity (memory and time) accompanying the increased spatial extent – compared to simulating
single stands – and the spatial linkage through seed dispersal. However, the model still has a high computa-
tional complexity and the approximate computation time for each 1km2 cell and each year amounts to one
millisecond on a 2.8GHz AMD Opteron CPU¹.

¹A single run with a simulation area entailing Switzerland (350km x 220km) for 1000 years thus would nearly take one day.
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Figure 3.1 : Simulation transect. Panel a: Location in Europe (digital elevation model from Jarvis et al., 2008). Panel b: 210km x
70km simulation transect through the climatically heterogeneous and fragmented landscape of the Swiss Alps. The northern and
the southern part of the transect are characterised by higher temperatures than the pass in the middle of the simulation transect.
Future mean DDsum>5.5 ◦C (sum of daily mean temperatures above 5.5 ◦C) is depicted by a colour gradient (refer to the online
version for a coloured map). Black cells represent big water bodies and solid rock surfaces, deϐining non-stockable cells, i.e. cells
where trees cannot grow. The circled stagnation areas (A), (B) and (C) mark the bottlenecks of the pass. The dashed line marks the
approximate northern edge of the current distribution of Ostrya carpinifolia, used as starting point for the migration simulations in
the simulation year 1800.

Due to the deterministic description of local dynamics andmotivated by the computational costs involved,
repetitions of simulation runs were not considered in applications of TreeMig so far (e.g. in Lischke et al., 2006;
Epstein et al., 2007). However, the model still has to deal with stochasticity. In particular bioclimate influences
are often stochastically extrapolated, as described in the introduction and discussed in this paper. As a sim-
plification, further stochastic processes which are optional in TreeMig (stochastic dispersal and non-climatic
stochastic disturbances) were not considered in this study.

3.2.2 Implementation of a minimum density threshold

As described above, an area simulated with TreeMig is represented by continuous seed densities per species in
the seedbank and treedensities per species in theheight classes of each cell. Noneof theprocesses of the initial
TreeMig version required aminimumdensity for any of these variables, and noprocess included amechanism–
beyond computational precision – which could lead to the extinction of a species in a cell. Since there were no
minimum threshold requirements, infinitesimally small values in the densities were allowed for all processes,
for example, for seed production, seed dispersal, germination, growth and mortality. It was in particular pos-
sible to disperse subinteger fractions of seeds, which – if not prevented by the computational precision or the

53



3. IēęĊėĆēēĚĆđ ĈđĎĒĆęĊ ěĆėĎĆćĎđĎęĞ Ćēĉ ĕĔĕĚđĆęĎĔē ĉĊēĘĎęĞ ęčėĊĘčĔđĉĘ ĈĆē čĆěĊ Ć ĘĚćĘęĆēęĎĆđ
ĎĒĕĆĈę Ĕē ĘĎĒĚđĆęĊĉ ęėĊĊ ĘĕĊĈĎĊĘ’ ĒĎČėĆęĎĔē

minimum temperature thresholds – ultimately caused minuscule population densities in their sink cell, since
establishment is realised as a deterministic processes in TreeMig (see Lischke et al., 2006). Infinitesimally small
densities could also be caused by other local dynamics, for example, by mortality which only had a thinning
effect under severe environmental conditions but did not lead to extinction in a cell. Hence, TreeMig’s model
formulations enabled subinteger fractions of densities to spread through inhospitable terrain, and to rapidly
develop in more favourable distant locations. This problem is connected to the problem of continuous tails of
dispersal kernels where a discretisation of seeds can prevent seed fractions from spreading unrealistically far
from the source (Higgins et al., 2003; Nathan et al., 2011).

Small densities are important to represent sporadically far dispersed seeds and low-density populations lo-
calised in small-scale microclimates (Pearson, 2006; Giesecke, 2007). Infinitesimal densities, on the other hand,
can probablyweaken the barrier effect of large areas of inhospitable environments and the effects of severe cli-
matic conditions. To test for such problems, a minimum threshold for TreeMig’s real-valued state variables was
introduced in this study. At the end of each simulation step (i.e. each year), densities of height classes falling
below the threshold are set to zero. To ensure conservation of individuals, the corresponding amount is added
to the next lower height class. In the lowest height class, however, any amount smaller than the threshold is ul-
timately removed. Thismechanism inparticular prevents thegerminationof infinitesimally small seed fractions
into the lowest height class, which could also have been realised by only allowing integer valued seed densi-
ties, i.e. discrete seeds (as proposed in Higgins et al., 2003). However, since the life stage ’seed’ is involved in
several processes represented in TreeMig, i.e. seed production, seed dispersal from sink to source cells, storage
in the seed bank and finally germination, rounding or truncation would have been required at several different
process steps.
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Figure 3.2 : Number of cells and densities theoretically required in the neighbourhood of the focal cell (highlighted cell) to have a
total expected value of approximately one occurrence. Depicted are the requirements for a minimum density threshold of (1) 1.0,
(2) 0.11, (3) 0.04 and (4) 0.02.

Determining a meaningful threshold depends on the spatial extent considered. To permit solitary individ-
uals with regard to a single km2 cell, we applied a threshold of one occurrence per km2. To test the sensitivity
of the simulation results to this threshold we additionally conducted simulations with other thresholds. As de-
scribed in Section 3.2.1 TreeMig’s state variables represent expected occurrences per cell. When the seed or
population density in a cell is smaller than one, the reciprocal value of the density for a 1km2 cell can therefore
be interpreted as the number of similar cells in the cell neighbourhood required to obtain a total expected
value of one occurrence (see Fig. 3.2 for a visualisation). A threshold on the minimum required density can
thus be interpreted as the maximum tolerated area size in which the expected occurrence theoretically has to
amount to one – assuminghomogeneous conditions. The thresholds applied in addition to oneoccurrenceper
km2 represent an increasing number of this maximum tolerated area (thresholds of 0.11, 0.04 and 0.02, which
correspond approximately to a maximum tolerated area of 9km2, 25km2 and 49km2, respectively – Fig. 3.2).
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3.2.3 Simulation setup

3.2.3.1 Simulated area and simulated species

To investigate the impact of minimum density thresholds and of interannual climate variability on simulated
migration, a realistic migration setup was developed, providing an illustrative example in which species’ limi-
tations, spatial fragmentation and competition interact. Ostrya carpinifolia, the focal species of this study (see
electronic supplementary material Section 3.A.2 for the reasoning), is a submediterranean species currently
limited to the southern side of the Swiss Alps (Swiss National Forest Inventory, 2004/06; European Forest Data
Center, 2012). In order to simulate its northwards migration, a 210km x 70km simulation transect through
the Swiss Alps was defined (Fig. 3.1). Many transect cells in the area of the Swiss Alps are solid rock surfaces,
which are classified as not stockable in TreeMig (Fig. 3.1b), i.e. cells where trees cannot grow (see electronic
supplementary material Section 3.B.1.3 for the derivation of the stockability map). As a consequence the tran-
sect is highly fragmented and a successful northwards migration of O. carpinifolia presupposes crossing the
only pass contained in the transect, which has several bottlenecks (Fig. 3.1b – stagnation areas A-C). The tran-
sect covers different climate conditions and different climate transitions under the climate change scenario
applied (see Section 3.2.3.2) and therefore enables the assessment of the model behaviour under different cli-
mate situations. To account for competition, further species occurring in the simulated area were included in
the simulations (see electronic supplementary material Section 3.A.3).

Previous simulations with TreeMig have indicated a high sensitivity of migration to species parameter un-
certainty (Nabel et al., 2012). Therefore some of the experiments conducted here were simulated for different
species parameter sets in the plausible range of parameters for O. carpinifolia. Table 3.1 shows the parame-
ter sets applied and their abbreviations. Temperature sensitivity, expressed as the minimum required 5.5 ◦C
degree-day sum (DDsum>5.5 ◦C), was treated separately when compiling the species parameter sets, because
O. carpinifolia is known to be temperature limited (e.g. Noack, 1979; Brändli, 1998). Temperature sensitivity
was furthermore the parameter which influenced a successful northwards migration of O. carpinifolia most in
previous simulations (Nabel et al., 2012). For a description of the effects of DDsum>5.5 ◦C see Section 3.2.1.

Table 3.1 : Parameter sets applied for Ostrya carpinifolia in the simulations and their abbreviations: all nine combinations of the
most optimistic, moderate and most pessimistic parameters for (1) the sensitivity to temperature represented by the minimum
required DDsum>5.5 ◦C (sum of daily mean temperatures above 5.5 ◦C) and (2) all other parameters, which describe species’ traits
inϐluencing fertility, competitiveness and sensitivity to drought. See Nabel et al. (2012) for the parameter values and their uncer-
tainty ranges.

Temperature sensitivity (T)
(Min. required DDsum>5.5 ◦C)

Pessimistic Moderate Optimistic
(1440) (1200) (960)

All other
parameters

(O)

Optimistic Tpess×Oopt Tmod×Oopt Topt×Oopt
Moderate Tpess×Omod Tmod×Omod Topt×Omod
Pessimistic Tpess×Opess Tmod×Opess Topt×Opess

3.2.3.2 Extrapolation of bioclimate time series

All simulation experiments conducted in this study were run for 1600 years (1400-3000). The bioclimate vari-
ables required in the simulationswerederived frommonthly data of past climate (1901-2000: CRUdataMitchell
et al., 2003) andprojectionsofmonthlydataup to2100basedon theSRESA1B scenario (Nakicenovic et al., 2000)
(see electronic supplementary material Section 3.B.1 for details). The derived bioclimate was used directly for
the corresponding simulation years (i.e. 1901-2100). Past and future time spans exceeding the available climate
data (1400-1900 and 2101-3000) were extrapolated from the available data. As mentioned in the introduction,
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there are different common extrapolation approaches (for a visualisation on the example of DDsum>5.5 ◦C see
Fig. 3.3): (1) steady application of themeanof a selectedbase period (meanvalues extrapolation), (2) cyclic repe-
tition of a selectedbase period (cyclic extrapolation) and (3) stochastic sampling of annual bioclimate influences
from a distribution obtained from a selected base period (stochastic extrapolation). Extrapolations with each of
these approaches were based on 30 year base periods of derived bioclimate – 1901-1931 for extrapolations of
the past and 2071-2100 for extrapolations of the future (see electronic supplementary material Section 3.B.2
for further information).
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Figure 3.3 : Realised time series for the different extrapolation methods on the example of the DDsum>5.5 ◦C (sum of daily mean
temperatures above 5.5 ◦C) and an illustrative example cell (119 transect km north and 42 transect km east), which reϐlects the
average temperature conditions of the Alpine region. The three time series share the data for 1900-2100 (see text). Past (fu-
ture) data was extrapolated from the base period 1901-1931 (2071-2100) by (1) steady application of the mean of the base period
(mean values extrapolation), (2) cyclic repetition of the base period (cyclic extrapolation) and (3) stochastic sampling of the annual
DDsum>5.5 ◦C from the distribution obtained from the base period (stochastic extrapolation).

With the cyclic and the mean values extrapolation, deterministic time series for each cell of the simula-
tion area are generated. With the stochastic extrapolation, a bioclimate time series is stochastically generated
through sampling each year from a distribution derived separately for each cell and bioclimate variable (see
electronic supplementary material Section 3.B.2.3 for further information).

3.2.3.3 Simulation phases and scenarios

TreeMig simulations start with an initialisation phase used as a computationally efficient way to generate an
initial forest by assuming that saplings of all species are available in all cells, instead of simulating seed pro-
duction, dispersal and germination (cf. Lischke et al., 2006; Epstein et al., 2007). The initialisation phase for this
study comprised the first 400 simulation years (1400-1800). To investigate the effects of interannual climate
variability and of minimum density thresholds on migration, a migration scenario was set up by restricting O.
carpinifolia in the initialisation phase to the lower 65km of the transect (Fig. 3.1b), in congruence with the ap-
proximate northern edge of its current distribution (cf. Brändli, 1998). Additionally, a no-restriction scenariowas
simulated, to test for the effects of minimum density thresholds in a setting without prescribed restrictions. In
the subsequentmain simulation phase, seedproduction anddispersalwere simulated explicitly in both scenar-
ios (migration scenario and no-restriction scenario) and the restriction ofO. carpinifolia used in the initialisation
phase for the migration scenario simulations was removed.

3.2.4 Simulation experiments and output

Each research question was addressed with several simulation experiments (Table 3.2). Simulations with
stochastic extrapolation of the driving bioclimate time series were initially repeated ten times only, because
of the long computation times. However, additional repetitions were conducted for simulation experiments
most sensitive to the actual realisation of annual bioclimate influences (Table 3.2). Repetitions of stochastic
extrapolations only varied in the seed of the pseudo-random number (PRN) stream used to sample the biocli-
mate time series. The PRN streamswere generatedwith the pseudo-randomnumber generator mtprng (Ladd,
2004), a Fortran implementation of the Mersenne Twister (Matsumoto and Nishimura, 1998).
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Table 3.2 : Simulation experiments performed to address the research questions (Q1 - Q3). The table lists all simulated com-
binations of species parameter sets, threshold variants and methods used to extrapolate the driving bioclimate time series. All
simulations with stochastically extrapolated bioclimate time series were initially repeated ten times. Additional repetitions were
conducted for most sensitive and relevant combinations of species parameters and threshold variants.

Research
Question

Scenario Simulation experiments

Q1

Migration
scenario

10 repetitions with stochastic extrapolation of the driving bioclimate time
series
× all 9 parameter sets for Ostrya carpinifolia (Table 3.1)
×without, and with each of the 4 minimum density thresholds (1, 1/9, 1/25, 1/50 per km2)

No-
restriction
scenario

10 repetitions with stochastic extrapolation
× 2 parameter sets for O. carpinifolia (Tmod×Omod and Topt×Oopt)
×without, and with each of the 4 minimum density thresholds (1, 1/9, 1/25, 1/50 per km2)

Q2 Migration
scenario

10 repetitions with stochastic extrapolation
× all 9 parameter sets for O. carpinifolia
×without, and with 2 minimum density thresholds (1, and 1/9 per km2)
20 additional repetitions with stochastic extrapolation
× 3 parameter sets for O. carpinifolia (Topt× {Opess, Omod, Oopt})
×without, and with 2 minimum density thresholds (1, and 1/9 per km2)
One simulation run with cyclic and one with mean value extrapolation
× all 9 parameter sets for O. carpinifolia
×without, and with 2 minimum density thresholds (1, and 1/9 per km2)

Q3 Migration
scenario

One simulation run with cyclic and one with mean value extrapolation and
230 repetitions with stochastic extrapolation
× 1 parameter set for O. carpinifolia (Topt×Omod)
× 1 minimum density thresholds (1 per km2)

The biomass of O. carpinifolia was tracked yearly for all simulations of the migration scenario and was cal-
culated as a cell sum over the population densities of all height classes, i.e. excluding the seed bank. Two
aggregative indicators were derived from the biomass distribution of O. carpinifolia: the northernmost occur-
rence at each time step (in transect km– counted from the southernmost point of the transect) and the number
of cells inhabited north of transect km 65, to which O. carpinifolia was restricted in the initialisation phase (see
Section 3.2.3.3), i.e. the change of its distribution relative to the simulation year 1800. A cell was counted as
inhabited ifO. carpinifoliawas present. As a consequence, arbitrarily small fractions of individuals led to inhab-
ited cells in simulations in which no threshold was applied. The northernmost occurrence at each time step is
used as an indicator for migration success and speed and the number of inhabited cells is used as an indicator
for species’ spread. Both indicators were smoothed with a moving window of ten years, to remove short term
fluctuations and reveal the general trend.

To test the influence of minimum density thresholds on the model behaviour, additional output variables
were derived: total biomass of all species per cell [t/ha] and biomass per species per cell [t/ha]. These variables
were calculated for each century starting in the year 2100 andwere tracked as snapshots, i.e. annualmapsof the
values for a variable in all cells of the transect area (see Fig. 3.4 for snapshots of the biomass of O. carpinifolia).

Snapshots of different simulation runs were comparedwith a similarity coefficient (SC – Equation 3.1) rang-
ing from zero (no similarity) to one (complete agreement). This measure has already been used for inter-
and intramodel comparisons (Bugmann and Fischlin, 1994; Lischke, 2005), as well as in comparisons of forest
stands (Bray and Curtis, 1957).

SCsh1,sh2 = 1−
∑cell

i Dsumi∑cell
i Ssumi

(3.1)

SCsh1,sh2 for two snapshots sh1 and sh2 is calculated as the relationship of the sum of the biomass differences
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Table 3.3 : Effect of the most restrictive minimum density threshold on different output variables (total biomass, biomass per
species and biomass of Ostrya carpinifolia) for simulations with the two application scenarios (no-restriction scenario and migra-
tion scenario) and different species parameter sets for O. carpinifolia (Tmod×Omod and Topt×Oopt). Each number represents
the average similarity coefϐicient (SC) of ten snapshot-comparisons between simulations with no threshold and with the most re-
strictive threshold (minimum of one occurrence per km2). Each comparison was conducted between simulations driven by the
same stochastically extrapolated bioclimate time series. Effects on simulations with the moderate (Tmod×Omod) and the op-
timistic species parameter set (Topt×Oopt) did not differ for the no-restriction scenario. Standard deviations amongst the ten
snapshot-comparisons were very low: differences of SCs < ±0.01 for total biomass and biomass comparisons per species and
< ±0.015 for comparisons of the biomass of O. carpinifolia.

Output Scenario 2100 2300 2500 2700 2800 2900 3000

Total
Biomass

No-restriction
scenario

(Topt×Oopt)
0.999 0.997 0.997 0.998 0.998 0.998 0.998

Migration scenario
(Tmod×Omod)

0.999 0.997 0.997 0.998 0.998 0.998 0.998
Migration scenario
(Topt×Oopt)

0.999 0.997 0.997 0.996 0.995 0.993 0.991

Biomass
per

species

No-restriction
scenario

(Topt×Oopt)
0.997 0.984 0.980 0.980 0.981 0.982 0.983

Migration scenario
(Tmod×Omod)

0.997 0.985 0.981 0.982 0.982 0.983 0.984
Migration scenario
(Topt×Oopt)

0.997 0.984 0.980 0.978 0.975 0.970 0.967

Biomass of
Ostrya

carpinifolia

No-restriction
scenario

(Topt×Oopt)
0.998 0.994 0.995 0.996 0.997 0.997 0.997

Migration scenario
(Tmod×Omod)

0.990 0.982 0.967 0.957 0.950 0.939 0.908
Migration scenario
(Topt×Oopt)

0.994 0.981 0.982 0.948 0.909 0.873 0.859

Dsum between corresponding cells (i) and their sum Ssum. In comparisons of the biomass per species, differ-
ences are calculated for each species separately and summed before dividing by the total sum.

3.3 Results

3.3.1 Q1 – Effects of minimum density thresholds

To assess whether minimum density thresholds for TreeMig’s state variables cause differences in the model
results, simulations with no threshold and with different thresholds were compared (see Table 3.2 - Q1 for the
simulation experiments performed).

3.3.1.1 Impact on simulated total biomass and biomass per species

Minimumdensity thresholds had negligible effects on total biomass and biomass per species (Table 3.3). Snap-
shots of these variables from simulations with the same bioclimate influences, but with the most restrictive
threshold andwithout a threshold, were generally very similar (SCs close to 1), regardless of the application sce-
nario (no-restriction scenario andmigration scenario). The lowest – but still very high – SC of 0.967 for biomass
per species comparisons was found in the migration scenario for the last simulation year in simulations with
themost optimistic parameter set forOstrya carpinifolia (Topt×Oopt). Themain share of these differences can
be attributed to the influence of the threshold on the migration of O. carpinifolia (see Section 3.3.1.2 and last
row of Table 3.3).
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Figure 3.4 : Snapshots of the biomass [t/ha] of Ostrya carpinifolia (see Section 3.2.4) in the years 1800, 1900, 2500 and 3000 for
migration scenario simulations without (panel a) and with the most restrictive threshold (minimum of one occurrence per km2 –
panel b). Both simulations applied the moderate species parameter set for O. carpinifolia (Tmod×Omod) and were driven by the
same stochastically extrapolated bioclimate time series. The selected colour gradient highlights abundances close to zero (pink cells
– refer to the online version for coloured maps), illustrating the spread of inϐinitesimal population densities in simulations without
a threshold (panel a). The scale insert shows the colours used for values smaller than 1 · 10−5 (= 1 · 10−(100/20)). The biomass was
plotted with ParaView 3.10.0 (Ahrens et al., 2005). The circled stagnation areas (A), (B) and (C) mark the bottlenecks of the pass;
white cells are not inhabited and black cells not stockable (Fig. 3.1b).

The SCs in Table 3.3 resulted from comparisons of simulations with no threshold and with the most restric-
tive threshold (minimum of one occurrence per km2). Snapshots of simulations with less severe thresholds
(e.g. 1/50 = one occurrence per 50km2) were slightly more similar (difference of SCs< 0.02).

3.3.1.2 Impact on simulated migration

Minimum density thresholds were found to have a considerable impact on simulated migration of O. carpini-
folia. In simulations without a threshold, O. carpinifolia sooner or later passed at least the first two stagnation
areas (Fig. 3.4a, Fig. 3.5) and – for most species parameter sets applied – O. carpinifolia successfully migrated
through the pass within the simulated time span, irrespective of the driving bioclimate time series (see elec-
tronic supplementary material Appendix 3.C for illustrations of all migration scenario experiments performed
for Q1). Simulationswithout a thresholdmainly differed inmigration speed amongdifferent species parameter
sets (Fig. 3.5 and Appendix 3.C). For parameter sets with the pessimistic temperature sensitivity value (Table 3.1
– Tpess) the annual bioclimate influences became important for migration in the area of the pass (Fig. 3.5a and
first column of Fig. 3.C.2 and Fig. 3.C.3), which is discussed in more detail in Section 3.3.2.

In simulations with a minimum density threshold, migration of O. carpinifolia experienced an initial slow-
downcompared to simulationswith no threshold, irrespective of the species parameter set applied (Fig. 3.5 and
Appendix 3.C). In the year 1800, the artificial simulated restrictionofO.carpinifolia to the lower 65kmof the tran-
sect (Fig. 3.1b) was removed. O. carpinifolia suddenly was able to disperse to the northern parts of the transect,
which, as described in Section 3.2.2, led to distant spread of infinitesimal seed fractions in simulations without
a minimum density threshold (change from 1800 to 1900 in Fig. 3.4a compared to Fig. 3.4b). Apart from this
initial slowdown, simulatedmigration was mainly affected in the area of the pass (Fig. 3.5, Fig. 3.C.2). Although
driven by the same bioclimate time series and simulated with the same species parameter set, O. carpinifolia
often only migrated successfully through the pass in simulations without a threshold (Fig. 3.4a compared to
Fig. 3.4b, Fig. 3.5b and Appendix 3.C). For simulations with most of the species parameter sets threshold size
had no relevance for migration success (Fig. 3.5, Fig. 3.C.2, but see Fig. 3.C.2b,f ). Migration success resulting
from test simulations with a different base year set used to extrapolate the bioclimate time series indicated
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Figure 3.5 : Northernmost occurrence (transect km - north, smoothed over ten years) simulated forOstrya carpinifolia for the years
1800-3000, starting at km 65, to which O. carpinifoliawas restricted until 1800 in the migration scenario simulations. Simulations
were performed without a minimum density threshold and with four different thresholds (different colours discriminate the cor-
responding thresholds – refer to the online version for a coloured ϐigure). The panels show the results for three of the nine species
parameter sets used for O. carpinifolia (Table 3.1): all pessimistic (Tpess×Opess, panel a), all moderate (Tmod×Omod, panel b)
and all optimistic (Topt×Oopt, panel c). Series of lines with the same colour depict the results of ten repetitions driven by stochas-
tically extrapolated bioclimate time series and simulated with the corresponding threshold and species parameter set. The dashed
horizontal lines (A-C) mark the approximate location of the three main stagnation areas (Fig. 3.1b). See electronic supplementary
material Appendix 3.C for illustrations of all migration scenario experiments performed for Q1.

that the sensitivity to threshold size depends on the species parameter set applied and on interactions with
the driving bioclimate time series (see Appendix 3.C). Outside of the pass, density thresholds had a minor in-
fluence on simulated migration and the trajectories for the northernmost occurrence of O. carpinifolia were
almost parallel (e.g. Fig. 3.5c).

When considering the snapshot comparisons for the migration scenario (Table 3.3), notable differences
were only found in comparisons of the biomass of O. carpinifolia with the smallest SC being 0.859, indicating
that the compared snapshots were predominantly similar. The biomass of O. carpinifolia in the lower parts of
the transect was indeed hardly influenced by the minimum density threshold (see e.g. Fig. 3.4). For simula-
tions with the optimistic parameter set (Topt×Oopt) differences between snapshots were greater (difference
of SCs >0.05) than for simulations with the moderate parameter set (Tmod×Omod), which seemingly is a
contradiction to the impact of the thresholds on migration success (Fig. 3.5). However, the SC depends less on
migration distance than on the size of the inhabited area, which was much larger for the optimistic parameter
set (e.g. in the year 3000: approximately 8000km2 for Topt×Oopt compared to 4500km2 for Tmod×Omod
for the no threshold case and for themost severe threshold approximately 4000km2 for Topt×Oopt compared
to 1000km2 for Tmod×Omod – see Fig. 3.C.1 electronic supplementary material).

3.3.2 Q2 – Comparison of the different extrapolation methods

Simulations driven by bioclimate time series extrapolated with all three approaches (Section 3.2.3.2) were con-
ductedwith either of two thresholds or no threshold, and for all nine species parameter sets used forO. carpini-
folia (see Table 3.2 – Q2 for the simulation experiments performed). The influence of annual bioclimate on
simulated migration was found to depend on interactions of species parameters used for O. carpinifolia (in
particular sensitivity to temperature) and the density threshold applied (see Appendix 3.D in the electronic
supplementary material for illustrations of all experiments performed for Q2).

Simulations driven by different stochastic realisations of annual bioclimate influences resulted in notably
diverging northernmost occurrence trajectories for some threshold and species parameter set combinations
(Fig. 3.6b, c, Fig. 3.D.1 and Fig. 3.D.3). Simulations driven by cyclically repeated bioclimate (cyclic extrapolation)
mostly led to northernmost occurrences of O. carpinifolia at the lower end of the range spanned by stochastic
realisations (Fig. 3.6, Fig. 3.D.1 andFig. 3.D.3). Thiswas especially noticeable for one species parameter setwhere
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Figure 3.6 : Northernmost occurrence (transect km - north, smoothed over ten years) of Ostrya carpinifolia in simulations with
a minimum density threshold of one occurrence per km2 for the years 1800-3000, starting at km 65, to which O. carpinifolia was
restricted until 1800 in the simulations. The panels show results for the three species parameter sets with optimistic temperature
sensitivity (Topt – Table 3.1). Each colour (refer to the online version for a coloured ϐigure) represents one extrapolation approach
(see Section 3.2.3.2). Bioclimate time series from cyclic extrapolation and from mean values extrapolation are deterministic and
are therefore represented by one line per panel. Series of lines with the same colour depict the results of 30 repetitions driven by
stochastically extrapolated bioclimate time series. The dashed horizontal lines (A-C) mark the approximate location of the three
main stagnationareas (Fig. 3.1b). See electronic supplementarymaterial Appendix3.D for illustrationsof all experimentsperformed
for Q2.

migration through the pass was successful for most, but not for all stochastic realisations, and also not for the
simulation driven by cyclically repeated bioclimate (Fig. 3.6b).

For most species parameter sets and thresholds applied, O. carpinifolia tended to migrate slower in simu-
lations driven by steady application of the mean bioclimate values (mean values extrapolation) than in simu-
lations driven by stochastic realisations (Fig. 3.6a, c, Fig. 3.D.1 and Fig. 3.D.3, but see Fig. 3.6b) and led to fewer
inhabited cells (Fig. 3.D.2 and Fig. 3.D.4). Furthermore, the trajectory of simulated spread under steady ap-
plication of mean values differed greatly from simulations with interannual variability (Fig. 3.7, Fig. 3.D.2 and
Fig. 3.D.4).

3.3.3 Q3 – Uncertainty associated with interannual climate variability

Uncertainty in the simulated spreadofOstryacarpinifolia associatedwith the interannual climate variabilitywas
determined for simulationswith themost sensitive combination examined. Simulationswere conductedwith a
minimumdensity threshold of one occurrence per km2 and themoderate parameters forO. carpinifolia, except
for the temperature sensitivity, which was set to the optimistic value (Topt×Omod). 230 repetitions were
simulated and the temporal development of the uncertainty ranges was calculated (Fig. 3.7). Trajectories of
the spread ofO. carpinifolia started to divergewhen the species entered the area of the pass around simulation
year 2400 (Fig. 3.6b, Fig. 3.7). Uncertainty accumulatedover time and thenumber of cells newly inhabitednorth
of transect km 65 was more than 1.5-fold higher for the run with the largest than for the run with the smallest
extent in the last simulation year. The total range of possible outcomes of spread covered approximately 600
cells (600km2) and the likely (>66%) range approximately 350 cells (350km2).

3.4 Discussion

The aimof the present studywas to examinewhether different realisations of future climate influenceswith the
same temporalmean and the same interannual variability can lead to fundamental differences in the outcomes
of simulated tree species’ migration. To discuss the influence of interannual climate variability, we developed
an illustrative realistic simulation setup, which was anticipated to be sensitive to the exact sequence of simu-
lated annual climate influences. Because species’ abundances at the external range boundaries are particularly
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(Fig. 3.1b).

important formigration, we first exploredwhether simulatedmigration is affected byminimumdensity thresh-
olds preventing infinitesimal small densities in the model state variables.

3.4.1 Impact of minimum density thresholds

Introducing a minimum density threshold had a considerable effect on simulated migration in our study.
Recognising the discrete nature of seeds (cf. Higgins et al., 2003; Nathan et al., 2011), at least in a probabilistic
sense, prevented the initial unrealistic spread ofminuscule fractions of seeds (see e.g. Fig. 3.4). Furthermore, for
most of the simulated species parameter setsOstrya carpinifolia no longer succeeded inmigrating through the
area of the pass, where spatial fragmentation, competition and severe climate influences interact, not even for
the smallest threshold applied. This complete inhibition of migration through the pass suggests that, in sim-
ulations with no threshold, some of the bottlenecks of the pass must have been crossed in form of minuscule
populations. And indeed, in simulations without a threshold and, for example, with the moderate parameter
set (Tmod×Omod), several bottleneck cells of the first stagnation area (Fig. 3.1b – area A) showed population
densities with biomass values smaller than 1 · 10−5 [t/ha] throughout the simulation time (Fig. 3.4a). Hence,
without a threshold, the inhospitable conditions prevailing in these bottleneck cells, i.e. the small DDsum>5.5 ◦C
and the small number of seed producing source cells within reach of the dispersal kernel, only affected species’
abundance, but not migration success. This unrealistic behaviour was prevented in simulations with a thresh-
old.

Minimum density thresholds in the magnitude applied (minimum of one occurrence per km2) had neg-
ligible effects on biomass snapshot comparisons among simulations of the no-restriction scenario (see Sec-
tion 3.2.3.3). This suggests that the introduction of a threshold did not strongly disturb simulated dynamics
other thanmigration. Maximum abundances ofO. carpinifolia per cell generally depended strongly on the val-
ues applied for the set of species parameters other than temperature sensitivity (rows in Table 3.1) and varied
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greatly (see Fig. 3.C.1 electronic supplementarymaterial). Only for parameter sets resulting in the lowest abun-
dances – i.e. sets with the pessimistic values (Opess) – thresholds had a visible influence on occurrences below
transect km 65, where in both scenarios (migration and no-restriction scenario) only local dynamics operated
(Fig. 3.C.1a).

3.4.2 Inϐluence of interannual variability

In some of the simulation experiments, trajectories of the northernmost occurrence and of the spread of Os-
trya carpinifolia diverged for different bioclimate time series stochastically generated from a base period, the
cyclic repetition of the base period and the steady application of mean values. This confirms that interannual
climate variability has a critical influence in our illustrative example, which is consistent with previous model
studies showing that tree species’ distributions and range limits can be influenced by the magnitude of cli-
mate variation (Bugmann and Pfister, 2000; Miller et al., 2008; Notaro, 2008; Giesecke et al., 2010) as well as by
changes in the generation process of climate time series (Morin and Chuine, 2005; Stratton et al., 2011). Here
we demonstrated that even realisations with the same statistical properties can lead to substantially different
results.

In simulations driven by steadily appliedmean valuesO. carpinifolia tended to be slower and systematically
fewer cells were inhabited than in simulations driven by bioclimate time series with the same temporal mean
but including interannual variability. And, even more important, simulations driven by different realisations of
bioclimate time series with the same temporal mean and the same interannual variability resulted in notable
differences for some simulation experiments. The relevance of the actual sequence of annual bioclimate influ-
ences on migration is reasonable. Migration is based on several entangled processes, where dispersal is only
the first step (Pitelka et al., 1997). Each of the processes involved, such as germination and maturation, faces
certain climatic requirements and sequences of favourable years or single extremely unfavourable years can
strongly determine establishment and local persistence (Brubaker, 1986; Camarero and Gutiérrez, 2004; Miller
et al., 2008; Jackson et al., 2009).

Observed variations in the simulated migration distance emphasised the relevance of the actual sequence
of annual climate influences and showed the need to simulate multiple repetitions driven by different reali-
sations of the stochastically extrapolated annual bioclimate time series. Furthermore, the results highlighted
the importance of interactions between spatial fragmentation, climate influences and species’ sensitivities to
climate.

3.4.2.1 Impact of spatial fragmentation at the pass

In our illustrative example study, simulated migration of O. carpinifolia was mainly affected in the area of the
pass, which highlights the impact of spatial fragmentation onmigration. Spatial fragmentation was also found
to be an important factor in other simulation studies (e.g. Malanson and Cairns, 1997; Collingham and Huntley,
2000). The importance of spatial fragmentation for simulated migration is reasonable, because spatial frag-
mentation not only increases distances between uninhabited areas and propagule sources, but also generally
reduces the number of propagule sources (Malanson and Cairns, 1997; Pitelka et al., 1997). Effects on migra-
tion comparable to the ones observed are conceivable for situations other than the simulatedpass, in particular
with current landscapes being highly fragmented due to human land use (Pitelka et al., 1997; Hof et al., 2011).

3.4.2.2 Interactions of species’ sensitivities and climate inϐluences

By simulating several species parameter sets covering the plausible range for O. carpinifolia, we accounted for
species parameter uncertainty and laid the foundation for a more general interpretation. At the same time, we
enabled assessments of interactions between the temperature sensitivity parameter and climate influences.
Our results underline the strong interaction of species’ climate sensitivities and climate influences at the range
boundaries. Test simulations with an additional bioclimate base year set with different temporal mean and
interannual variability generally had comparable trajectories (see electronic supplementary material C and D).
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For some thresholds and species parameter sets, however, they showed different sensitivities to the interan-
nual variability in the bioclimate driver, i.e. divergences amongst multiple runs. Comparable changes in the
sensitivity are to be expected if drivers are extrapolated based on projections of other climate scenarios or of
the same scenario calculated with another climate model.

Interannual climate variability is suggested to influence the migration of many tree species, in particular,
because of the combined effect between changes in the climate suitability (Svenning and Skov, 2004; Rosen-
zweig et al., 2007) and species’ sensitivities at the external range boundaries (Camarero and Gutiérrez, 2004;
Zimmermann et al., 2009) in the current, highly fragmented landscapes (Pitelka et al., 1997; Hof et al., 2011). In
the studied case of the thermophile tree species O. carpinifolia and the simulated migration in the Alps, tem-
perature was the main limiting climate factor and comparably warm years promoted the establishment and
growth of O. carpinifolia in the simulations. However, depending on species’ sensitivities and the prevailing
abiotic and biotic conditions, interannual variation of other climate influences, such as precipitation, as well as
interactions between different climate influences can be important. Single or episodes of years deviating from
themean can, furthermore, have promoting as well as inhibiting effects (Jackson et al., 2009). When, for exam-
ple, drought is the limiting factor preventing establishment of a species, yearswith above average precipitation
can enable recruitment (Mendoza et al., 2009; Matías and Jump, 2012). Extreme dry years, on the other hand,
can cause extensivemortality. Finally, climate variability often also has indirect (positive or negative) effects by
facilitating or inhibiting competitors or antagonists (Breshears et al., 2005; Gray et al., 2006; Matías and Jump,
2012).

In our study, results differedmore amongst simulationswith different species parameter sets than amongst
simulationswith the same species parameter set but drivenbydifferent realisations of the stochastically extrap-
olated annual bioclimate time series. This, however, does not necessarily imply that the uncertainty associated
with the interannual climate variability is less important. Uncertainty in species parameters and uncertainty as-
sociatedwith the applied stochastic extrapolation of future climate influences are different kinds of uncertainty
(cf. Refsgaard et al., 2007). The latter is a non-reducible stochastic uncertainty (Refsgaard et al., 2007) and, as
longas nobetter informedapproaches togenerate climate input for longer time spans are applied, has tobe ac-
counted for by simulating multiple repetitions for each simulation setup. Hence, for example, each simulated
species parameter set and each set of bioclimate base years requires multiple repetitions. Species parame-
ters uncertainty, in contrast, could theoretically be partially reduced through further investigations of species’
traits, particularly given that the assumed plausibility parameter ranges are rough assessments (Nabel et al.,
2012) and that the parameter sets applied in this study are the most extreme ones. Specifically, the simulated
combinations were not selected based on realistic or plausible combinations, but instead were combinations
of the most favourable, the original, and the most unfavourable values for the single parameters, respectively.

Nevertheless, also competing species might have uncertain parameters, which was not considered in our
studyandcould lead toa substantial increase inuncertainty associatedwith speciesparameterisation. A further
point which is assumed to aggravate the uncertainty associated with the interannual variability is the stochas-
tic approach currently applied in TreeMig. As described in Section 3.2.3.2, the bioclimate is sampled indepen-
dently for each year from distributions separately derived for each cell and each bioclimate variable. This leads
to an unrealistic disruption of the spatial autocorrelation found for each bioclimate variable and of the cor-
relation amongst them. We suspect that accounting for spatial autocorrelation, in particular, could amplify
the differences among simulations driven by stochastically generated annual bioclimate time series. Further
investigations, however, exceed the scope of this paper.

3.4.2.3 Other stochastic inϐluences

The simplification of not using the other two stochastic influences available in TreeMig – stochastic dispersal
and non-climatic stochastic disturbances – was motivated by the reduced number of experiments required to
examine the sensitivity to interannual climate variability. Preliminary test experiments with additional stochas-
tic disturbances resulted in a higher output variability (simulations not shown), indicating that evenmore rep-
etitions could be required.
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3.4.3 Further challenges when simulating future tree species’ migration

This study has revealed several pitfalls which have to be consideredwhen simulating species’ migration, in par-
ticular in fragmented terrain under unfavourable environmental conditions. It highlighted that computational
complexity andmodel complexity aremajor challenges for sensitivity analyses and a constraint tomanageable
investigations and need to be further addressed in order to enable extensive studies. Generally, processes and
influences represented in amodel result from trade-offs between accuracy on one side, and computational ef-
ficiency aswell as parameterisation requirements and simplicity on the other side (Huntley et al., 2010), leading
to certain advantages and drawbacks. TreeMig, for example, offers the rare advantage to allow for explicit sim-
ulation of tree species’ migration and of competition, driven by climate influences. Othermulti-speciesmodels
often assume general seed availability (e.g. Hickler et al., 2012) or only include predefinedmigration rates esti-
mated from paleoecological studies (e.g. Morin and Thuiller, 2009). Models explicitly simulating migration on
the other hand often simplify competition by simulating single species and only representing competition in-
directly by, for example, constant (e.g. Collingham and Huntley, 2000; Iverson et al., 2004) or stepwise adapted
carrying capacities (e.g. Fitzpatrick et al., 2011) or random effects on establishment (e.g. Malanson and Cairns,
1997).

A drawback common to many models, including TreeMig, is that changes in geographical distribution are
the only possible mechanism for species to respond to climatic changes in the simulations. While it is often ex-
pected that adaptations of geographical range limits are the predominant response to rapid climatic changes
(e.g. Huntley et al., 2010; Zhu et al., 2011), recent studies have discussed the potentially pivotal role that species’
plasticity might play in how plants respond to climate changes (Hof et al., 2011) and have argued that mod-
els should contain a mechanistic representation of phenology (Chuine, 2010). Mechanistically representing
phenology, however, is not possible when simulating with an annual time step, which is often the case in
intermediate-complexity models such as TreeMig.

Further problems common to intermediate-complexity models are involved with the representation of en-
vironmental influences. Typically, a couple of bioclimate variables, such as DDsum>5.5 ◦C, are used as proxies
for direct influences, such as temperature and radiation. These relationships are empirically derived under cur-
rent conditions and are not necessarily valid for future conditions (Williams and Jackson, 2007; Jackson et al.,
2009). Another problem involved is whether the important aspects of the environment are covered for the
simulated species. For example, bedrock types are assumed to play an important role for the distribution of
Ostrya carpinifolia (Gobet et al., 2000), but as in many models, bedrock type differences are not represented in
TreeMig other than by their water holding capacity. Such restrictions need to be discussedwhenmodel results
are used for purposes other than methodological studies.

Models with a certain degree of complexity, finally, share the challenge of validation (e.g. Oreskes et al.,
1994; Fitzpatrick et al., 2011). Migration rates resulting in the presented simulations for our example species
(e.g. 25-85 meter per year in simulations with the most restrictive minimum density threshold) are consistent
with recent estimates of tree species’ migration rates (Svenning and Skov, 2007). However, a thorough valida-
tion of the model is a central challenge outside of the scope of this paper. Moreover the findings of this study
further emphasised the prominence of one of the main hurdles: for a thorough validation, long-term time se-
ries on climate influences are required and need to contain the actual sequences of annual climate conditions.
Our knowledge about past climate, however, is incomplete and, in particular the prevailing interannual climate
variability is difficult to reconstruct (Giesecke et al., 2010).

3.5 Conclusions

Testing for side effects of continuous representations of species’ cell populations revealed unrealistic migra-
tion behaviour, which was corrected by introducingminimum population density thresholds. We suggest that
modelswhich explicitly simulatemigration applying continuousdensities for seeds andother life stages should
generally be tested for similar issues.
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When studying trends in simulated species’ migration, climate time series are commonly extrapolated to
generate long-term inputs and this approach will be difficult to replace as long as no long-term climate pro-
jections are available. However, important pitfalls involved with this approach have to be accounted for. We
demonstrated that interannual climate variability canmarkedly influencemigration success, speedand species’
spread. Simulation studies therefore have to explore the effects of different realisations of driving climate time
series, i.e. they have to simulate multiple realisations with the same temporal mean and variability. The un-
certainty in species’ spread found amongst simulations driven by different climate realisations in our study
furthermore demonstrated that average results can be misleading. For example, when a successful migration
through the Alps results for some realisations, butmigration is impeded for other realisations, then the average
result cannot appropriately reflect both outcomes.

Our study examined the specific example of the simulatedmigration of one submediterranean tree species
through one pass in the Swiss Alps. The conditions under which the species migrated, however, might be rep-
resentative for several tree species migrating in the highly fragmented today’s landscape under rapid changes
of climate conditions.
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Appendix

Appendix 3.A Simulation setup

The assumption underlying the definition of the simulation setupwas that the impact of interannual variability
on explicitly simulated migration becomes most obvious in critical situations arising from the interaction of
species’ sensitivities to climate, competition and spatial fragmentation. Therefore, an illustrative and realistic
anticipated migration situation including these critical conditions was aimed for.

3.A.1 Simulation area

A transect through the fragmented Swiss Alpswas selected to achieve a successful trade-offbetween computa-
tional costs (area size) and required properties (competition with other tree species, spatial fragmentation and
climatic limitations – here through cold temperatures). The transect was additionally chosen in a way to cover
different climatic conditions and different climate transitions under the selected climate change scenario (see
Section 3.B.1.1), which allowed to assess themodel behaviour under different climatic situations. The southern
part of the transect (Lago Maggiore up to the western parts of the Ticino) currently has a warm climate with
moderate drought stress, and high temperatures with extreme drought stress projected for the future. The
northern part of the transect (Swiss Plateau) currently has moderate temperatures without drought stress, and
warm temperatures with little drought stress projected for the future. The Swiss Alps, in themiddle of the tran-
sect, are characterised by a very cold climate without drought stress at present, and by still comparably cold
temperatures under the climate change scenario.

Simulations were conducted with absorbing boundaries, i.e. seeds falling outside of the transect were lost
and no seeds were dispersed into the transect from outside of the boundaries.

3.A.2 Focal species for the migration simulations

Only three of the 55 species listed as specieswith ”statistically significant statements” in the third Swiss National
Forest Inventory (NFI) (Brändli, 2010 – Table 065 page 84-85) are restricted to the southern side of the Swiss
Alps (Swiss National Forest Inventory, 2004/06), namely Quercus cerris, Ostrya carpinifolia and Fraxinus ornus.
Among these three species,O. carpinifolia is themost abundant (Swiss National Forest Inventory, 2004/06) and
was therefore selected as focal species for the migration simulations. This decision was supported by results
from a study with statistical models on tree species’ range shifts conducted for the Italian peninsula (Attorre
et al., 2011), whereO. carpinifoliabelonged to the few species projected to profit fromclimate changebymeans
of a broader distribution, in particular towards higher altitudes. The importance of Q. cerris was projected to
markedly decrease in the study of Attorre et al. (2011), and F. ornus, which is often socialised withO. carpinifolia
(Gobet et al., 2000), was also projected to be negatively influenced by climate change. Additionally, Quercus
cerris appeared to be least suitable for migration experiments in TreeMig, because of the slowmigration found
for Quercus species in general in a previous study with TreeMig (Meier et al., 2011).

3.A.2.1 Current and projected future distribution of O. carpinifolia

Ostrya carpinifolia Scop. (European Hop Hornbeam) is an important pioneer species (Puncer and Zupančič,
1982; Piškur et al., 2011), with the potential to grow under conditions which are too dry for Fagus sylvatica
(Noack, 1979; Ellenberg, 1996; Brändli, 1998). The habitat suitability maps of the European Commission Joint
Research Centre (Fig. 3.A.1), which are based on a large number of predictor variables, agree with the current
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Figure 3.A.1 : Habitat suitability projected for O. carpinifolia in an ensemble run of the European Forest Data Center under the
scenario SRESA2 (Casalegno et al., 2009) - the individual maps were downloaded from: http://efdac.jrc.ec.europa.eu/index.php/
climate (European Forest Data Center, 2012).

distribution of O. carpinifolia and project that climate change leads to an expansion of its habitat suitability
to the northern side of the Swiss Alps (European Forest Data Center, 2012). Regional simulation studies also
predict substantial increase of abundance and growing stocks for O. carpinifolia (e.g. in Slovenia: Kobler and
Kutnar, 2010 and in Italy: Attorre et al., 2011).

3.A.2.2 Representation of O. carpinifolia in TreeMig

Theparameters used in TreeMig forO. carpinifoliaweremostly derived from theMediterraneanmountain forest
gap model GREFOS (Fyllas and Troumbis, 2009) and are listed in (Nabel et al., 2012). The functions for the
maximum possible growth of O. carpinifolia resulting for the three values used for the parameter minimum
required 5.5 ◦C degree-day sum in the simulations are depicted in Fig. 3.A.2.
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Figure 3.A.2 : Fraction of maximum growth as a function of DDsum>5.5 ◦C (sum of daily mean temperatures above 5.5 ◦C) – one of
the three bioclimate drivers in TreeMig (see Section 3.B.1). The shape of the function depends on the parameterminimum required
DDsum>5.5 ◦C. Coloured lines depict the functions resulting from the three different values applied for O. carpinifolia.

The probability kernel (see Lischke et al., 2006 for more details) used for the simulated seed dispersal of O.
carpinifolia was taken from Carpinus betulus, which was already parameterised in TreeMig and – like O. carpini-
folia – belongs to the Coryloideae subfamily. The selected kernel allowed for slightly further dispersal than
a kernel estimated from dispersal distances calculated for O. carpinifolia with the mechanistic wind dispersal
model PAPPUS (Tackenberg, 2003) for the average falling velocity of 1.15 m/s and an average release height of
15 m (Fig. 3.A.3). The applied PAPPUS dispersal kernel, however, was calculated for lowland conditions (Tack-
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3.B. Bioclimate time series

enberg, personal communication), which generally tend to have shorter dispersal distances (Tackenberg and
Stöcklin, 2008).
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Figure 3.A.3 : Dispersal kernel applied forO. carpinifolia in the simulations – depicted as open circles – and a kernel calculatedwith
PAPPUS (Tackenberg, 2003) – depicted as crosses. TreeMig’s dispersal kernels are calculated with a centre to centre dispersal on
a subgrid of 32m x 32m (for more details see Lischke et al., 2006). The continuous PAPPUS kernel was binned taking bin centres
corresponding to this subgrid.

3.A.3 Additional species

The simulations were conducted with 21 additional species already parameterised for previous TreeMig ap-
plications (parameters from Lischke et al., 2006 altered according to the findings in Rickebusch et al., 2007),
namely Abies alba, Larix decidua, Picea abies, Pinus cembra, P. sylvestris, Taxus baccata, Acer platanoides, A. pseu-
doplatanus, Alnus incana, Betula pendula, Carpinus betulus, Castanea sativa, Fagus sylvatica, Fraxinus excelsior,
Populus tremula,Quercus petraea,Q. pubescens, Sorbus aucuparia, Tilia cordata, T. platyphyllos andUlmus scabra.
These species were selected as a trade-off between computational costs (number of species) and inclusion of
a variety of competing species. 20 of these species (and O. carpinifolia) are in the list of the 30 species identi-
fied as most important for the region of Switzerland in the first Swiss National Forest Inventory (NFI1) (Brändli,
1998). Quercus pubescences was added to the simulated species because of its importance under conditions
with increased drought stress. The nine NFI1 species excluded for our simulations (Pinus mugo, Quercus robur,
Sorbus aria, Salix alba, Alnus glutinosa, Acer campestre, Fraxinus ornus, Prunus avium and Robinia pseudoacacia)
either had a close related species already contained or were only sparsely present in the simulated area.

Appendix 3.B Bioclimate time series

3.B.1 Derivation of bioclimate variables and of the zero-one stockability mask

TreeMig simulations require threebioclimate input variables onanannual time-step for each cell: DDsum>5.5 ◦C
(the sum of daily mean temperatures above 5.5 ◦C), minimum winter temperature (the average temperature
of the coldest winter month) and an index describing the severity of drought events. The bioclimate variables
and the zero-one stockability mapwere calculated with a program based on ForClim-E (Bugmann and Cramer,
1998; Lischke et al., 2006), which, in turn, requires monthly average temperatures, monthly precipitation sums,
as well as static information on slope and aspect of the terrain and water storage capacity for each cell.

3.B.1.1 Average temperatures and precipitation sums

Monthly average temperatures and precipitation sums for the past climate (1901-2000) were derived from the
CRU data (Mitchell et al., 2003), and for the future climate (2001-2100) from SRESA1B (Nakicenovic et al., 2000)
projections calculated with the regional climate model CLM (Lautenschlager et al., 2009). Both data sets were
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downscaled to 30” using WorldClim data (Hijmans et al., 2005) and subsequently projected to an Albers equal
area projection²with 1km2 resolution using FIMEX-0.28 (Klein, 2012) with a nearest neighbour interpolation.

3.B.1.2 Slope and aspect of the terrain and water storage capacity

To calculate the yearly drought index of a cell, the soil water balance model used in ForClim-E (Bugmann and
Cramer, 1998) requires information on slope and aspect of the terrain and onwater storage capacity usable for
plants, the so-called bucketsize. Themaps for slope and aspect were derived with the ESRI®Spatial Analyst tool
in ArcMap™9.3.1 from the digital elevation model of the Shuttle Radar Topography Mission (Jarvis et al., 2008).

Information on water storage capacity was available for the transect part located in Switzerland. It has
been measured for several soil types in Switzerland (Richard et al., 1978-1987) and, within their study, Löffler
and Lischke (2001) used these measured capacities to calculate the bucketsize on a 1km2 grid for the whole of
Switzerland by means of a linear regression on the variables water retention potential and soil wetness found
in the Swiss soil suitability map (Frei et al., 1980). Our study required additional, coherent values for the part
of the transect area which lies outside of Switzerland (see main text Fig. 3.1, panel B). Therefore, the available
water capacities (AWC) for top- and subsoil from the 1km2 raster library of the European soil database (Panagos
et al., 2012) and the bucketsize derived in (Löffler and Lischke, 2001)were compared for the area of Switzerland.
AWC-types occurring in Switzerland were assigned by majority rule, AWC-types not occurring in Switzerland
were extrapolated from the bucketsize values for the occurring types.

Similar to the climate data, slope and aspect of the terrain, as well as water storage capacity maps were
projected to an Albers equal area projectionwith 1km2 resolution and a nearest neighbour interpolation using
FIMEX-0.28 (Klein, 2012).

3.B.1.3 Zero–one stockability mask

The stockability of the simulation area was derived directly from the bucketsize, which was based on the Swiss
soil suitability map (see Section 3.B.1.2). Since this map does not provide values for solid rock surfaces and
water bodies, corresponding cells were interpreted as not stockable. Land use was not considered and did not
lead to additional non-stockable cells. Non-stockable cells are implemented as absorbing, i.e. seeds falling into
non-stockable cells are lost.

3.B.2 Base period, derivation of the base year sets and derivation of distributions for the
stochastic extrapolation

3.B.2.1 Base period

The extrapolation approaches applied in this studywere all based on the last 30 years for future climate and the
first 30 years for past climate, respectively. The number of base years is somewhat arbitrary. Previous studies
often used 30 years (e.g. Epstein et al., 2007) or 50 years (e.g. Hickler et al., 2012) as base period. The number of
years can influence the variability in a cell. Single extreme situations, for example, can have a higher influence
on the variability of shorter time spans. Tests with a 50 year base period, however, did not lead to notable
different simulation results in our study.

3.B.2.2 Derivation of the base year sets

As described in Section 3.B.1, the bioclimate was derived from monthly temperature and precipitation data.
We tested if the time period used as base years for extrapolations (see main text Section 3.2.3.2) of future cli-
mate, i.e. 2071-2100, would contain any long-term trends. Whilst the monthly precipitation time series did not
contain a noticeable long-term trend, the temperature time series for most months and cells did (Fig. 3.B.1a).

²See http://spatialreference.org/ref/esri/102013/ (last access date: 10.06.12).
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3.B. Bioclimate time series

Two separate sets of bioclimate base years were therefore derived from differently preprocessedmonthly tem-
perature time series. The first set (bioclimate with trend – Fig. 3.B.1, first column) was derived from the climate
data as is (see Section 3.B.1). For the second set (detrended bioclimate – Fig. 3.B.1, second column), the average
monthly temperature time series were detrended and – to achieve a continuation of the extrapolated time se-
ries – offset with the end of the trend in case of future climate (and the beginning of the trend in case of past
climate, respectively). Detrending and offsetting a time series can influence its mean and standard deviation
(e.g. increase in the mean DDsum>5.5 ◦C and decrease in the standard deviation in Fig. 3.B.1e compared to
Fig. 3.B.1b). Fig. 3.B.1c and f show examples for extrapolations with each of the three approaches: (1) mean val-
ues extrapolation, (2) cyclic extrapolation and (3) stochastic extrapolation (seemain text Section 3.2.3.2) based
on the bioclimate with trend and the detrended bioclimate, respectively.

The simulation experiments described in the main text were conducted with the detrended bioclimate
base years. Additionally, we conducted simulations with the bioclimate base years with trend to test if changes
in the construction of the base year set leading to changes in its mean and standard deviation would lead to
different results (see Appendix 3.C and Appendix 3.D).
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Figure 3.B.1 : Generation and extrapolation of bioclimate time series on the example of the DDsum>5.5 ◦C (sum of daily mean
temperatures above 5.5 ◦C). Monthly average temperature values predicted under the climate change scenario SRESA1B for 2071
to 2100 (panel a – for a better readability three months are highlighted) were used to derive the DDsum>5.5 ◦C base years (panel
b) required for the extrapolation of future time spans (panel c). Because most of the monthly temperature time series were found
to contain a trend, an alternative set of DDsum>5.5 ◦C base years (panel e) was derived from the detrended and offset (= shifted to
the end of the trend) temperature time series (panel d). Panel a, b, d and e depict the average conditions in the Alpine region in
the centre of the transect (average of 105 to 125 transect km north and 30 to 50 transect km east – see main text Fig. 3.1b). Both
sets of DDsum>5.5 ◦C base years (panel b, e) were used for the extrapolation of future bioclimate inϐluences. Panel c and f show
entire simulation time series for the different extrapolation approaches for an illustrative example cell (119 transect km north and
42 transect km east), which is representative for the average temperature conditions of the Alpine region. (1) steady application
of the mean of the base period (mean values extrapolation), (2) cyclic repetition of the base period (cyclic extrapolation) and (3)
stochastic sampling of the annual DDsum>5.5 ◦C from the distribution obtained from the base period (stochastic extrapolation).

3.B.2.3 Derivation of distributions for the stochastic extrapolation

The stochastic extrapolation approach used in the study (see main text Section 3.2.3.2) extrapolates the bio-
climate by sampling annual bioclimate influences from probability distributions. These distributions were cal-
culated independently for each cell and each bioclimate variable. The variables DDsum>5.5 ◦C and minimum
winter temperature were assumed to be Gaussian distributed, because these variables are linear transforma-
tions of average monthly temperatures, which are approximately Gaussian distributed (Schär et al., 2004). The
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index describing the severity of drought events, in contrast, is a skewed distribution with frequent zero values
(Lischke, 2005). Therefore, drought stress is not only representedby aGaussian distribution for non-zero values,
but in addition by a probability for the occurrence of drought events in each cell (Lischke, 2005).

Appendix 3.C Q1 – Effects of minimum density thresholds

Ten repetitions with stochastic extrapolation (see main text Section 3.2.3.2) of both bioclimate base year sets
(detrended and with trend – see Section 3.B.2.2) with no threshold and with different thresholds were con-
ducted for all nine Ostrya carpinifolia parameter sets to investigate how species’ migration is affected by intro-
ducingminimumdensity thresholds, i.e. thresholds belowwhich a specieswas regarded to be absent. Fig. 3.C.1
shows snapshots of the biomass [t/ha] ofO. carpinifolia in the year 3000 driven by one realisation of a stochasti-
cally extrapolated bioclimate time series based on the detrendedbioclimate base years and simulated for three
species parameter sets and without as well as with a minimum density threshold of one occurrence per km2.
Fig. 3.C.2 and Fig. 3.C.3 show the northernmost occurrences resulting for O. carpinifolia (Fig. 3.C.2 – detrended
bioclimate and Fig. 3.C.3 – bioclimate with trend).

3.C.1 Detrended bioclimate

Moderate
parameter values

(Tmod x Omod)
without threshold with threshold

bPessimistic
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Figure 3.C.1 : Year 3000 snapshots of the biomass [t/ha] of Ostrya carpinifolia for simulations with no threshold and with a min-
imum density threshold of one occurrence per km2, simulated with three of the nine species parameter sets used for O. carpini-
folia (see main text Table 3.1): all pessimistic (Tpess×Opess, panel a), all moderate (Tmod×Omod, panel b) and all optimistic
(Topt×Oopt, panel c). Simulations were driven by the same bioclimate time series extrapolated stochastically from detrended
bioclimate base years (see Section 3.B.2.2). Resulting abundances differed for the different species parameter sets applied. The
selected colour gradient highlights abundances close to zero (pink cells), illustrating the spread of inϐinitesimal seed fractions in
simulationswithout a threshold. The insertion shows the colours used for values smaller than 1·10−5 (= 1·10−(100/20)). White cells
are not inhabited and black cells not stockable (see main text Fig. 3.1b). The biomass was plotted with ParaView 3.10.0 (Ahrens
et al., 2005). Note that scales other than the insertion differ among the snapshots of the different parameter sets.
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3.C. Q1 – Effects of minimum density thresholds
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Figure 3.C.2 : Northernmost occurrence (in transect km - north, smoothed over ten years) of Ostrya carpinifolia resulting for sim-
ulations with bioclimate time series stochastically extrapolated based on the detrended bioclimate base years (see Section 3.B.2.2
– detrended bioclimate). Results from simulations for all nine species parameter sets without a density threshold and with four
different thresholds are depicted. Lineswith the same colour represent results for ten stochastic repetitionswith the corresponding
density threshold and parameter set. The dashed horizontal lines (A-C)mark the approximate location of the threemain stagnation
areas (see main text Fig. 3.1b).
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3.C.2 Bioclimate with trend
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Figure 3.C.3 : Northernmost occurrence (in transect km - north, smoothed over ten years) of Ostrya carpinifolia resulting for sim-
ulations with bioclimate time series stochastically extrapolated based on the bioclimate base years with trend (see Section 3.B.2.2
– bioclimate with trend). Results from simulations for all nine species parameter sets without a density threshold and with four
different thresholds are depicted. Lineswith the same colour represent results for ten stochastic repetitionswith the corresponding
density threshold and parameter set. The dashed horizontal lines (A-C)mark the approximate location of the threemain stagnation
areas (see main text Fig. 3.1b).

Appendix 3.D Q2 – Comparison of different bioclimate time series

To investigate the influence of the interannual climate variability, simulations were conducted driven by dif-
ferently generated (bioclimate with trend and detrended bioclimate – see Section 3.B.2.2) and extrapolated
bioclimate time series (stochastic extrapolation, mean values extrapolation and cyclic extrapolation – seemain
text Section 3.2.3.2); without a threshold andwith two different thresholds (1, and 1/9 individuals per km2) and
for all nine parameter sets applied forOstrya carpinifolia (seemain text Table 3.1). Illustrations for the simulated
northernmost occurrences (Fig. 3.D.1 – detrended bioclimate and Fig. 3.D.3 – bioclimate with trend), as well as
for the spread of O. carpinifolia (Fig. 3.D.2 – detrended bioclimate and Fig. 3.D.4 – bioclimate with trend) are
displayed in this appendix.
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3.D. Q2 – Comparison of different bioclimate time series
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Figure 3.D.1 : Northernmost occurrence (in transect km - north, smoothed over ten years) of Ostrya carpinifolia resulting for sim-
ulations driven by bioclimate time series extrapolated from the detrended bioclimate base years (see Section 3.B.2.2 – detrended
bioclimate). Results from simulations for all nine species parameter setswithout a density threshold andwith twodifferent thresh-
olds are depicted for each of the three approaches to extrapolate bioclimate time series (see main text Section 3.2.3.2). Each colour
represents one combination of a density threshold and an extrapolation approach. Bioclimate time series generatedwith cyclic and
mean values extrapolation are deterministic and are therefore represented by one line in each panel. The stochastic extrapolation
was repeated 30 times for simulations with species parameter sets with the optimistic parameter value for temperature sensitivity
(Topt – see main text Table 3.1), else ten times. Repetitions are depicted by lines with the same colour. The dashed horizontal lines
(A-C) mark the approximate location of the three main stagnation areas (see main text Fig. 3.1, panel b).
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3.D.1.2 Spread – newly inhabited cells north of transect km 65
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Figure 3.D.2 : Spread of Ostrya carpinifolia (smoothed over ten years) represented as the number of cells (km2) newly inhabited
north of transect km 65 – to where O. carpinifoliawas restricted up to the simulation year 1800 in the migration scenario (see main
text Fig. 3.1, panel b). Simulationswere driven by bioclimate time series extrapolated from the detrended bioclimate base years (see
Section 3.B.2.2 – detrended bioclimate). Results from simulations for all nine species parameter sets without a density threshold
and with two different thresholds are depicted for each of the three approaches to extrapolate bioclimate time series (see main
text Section 3.2.3.2). Each colour represents one combination of a density threshold and an extrapolation approach. Bioclimate
time series generated with cyclic and mean values extrapolation are deterministic and are therefore represented by one line in
each panel. The stochastic extrapolation was repeated 30 times for simulations with species parameter sets with the optimistic
parameter value for temperature sensitivity (Topt – see main text Table 3.1), else ten times. Repetitions are depicted by lines with
the same colour.
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3.D. Q2 – Comparison of different bioclimate time series

3.D.2 Bioclimate with trend
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Figure 3.D.3 : Northernmost occurrence (in transect km - north, smoothed over ten years) of Ostrya carpinifolia resulting for sim-
ulations driven by bioclimate time series extrapolated from the bioclimate base years with trend (see Section 3.B.2.2 – bioclimate
with trend). Results from simulations for all nine species parameter setswithout a density threshold andwith two different thresh-
olds are depicted for each of the three approaches to extrapolate bioclimate time series (see main text Section 3.2.3.2). Each colour
represents one combination of a density threshold and an extrapolation approach. Bioclimate time series generated with cyclic
and mean values extrapolation are deterministic and are therefore represented by one line in each panel. The stochastic extrapo-
lation was repeated ten times for each combination and these repetitions are depicted by lines with the same colour. The dashed
horizontal lines (A-C) mark the approximate location of the three main stagnation areas (see main text Fig. 3.1, panel b).
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3.D.2.2 Spread – newly inhabited cells north of transect km 65
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Figure 3.D.4 : Spread of Ostrya carpinifolia (smoothed over ten years) represented as the number of cells (km2) newly inhabited
north of transect km 65 – to where O. carpinifoliawas restricted up to the simulation year 1800 in the migration scenario (see main
text Fig. 3.1, panel b). Simulationswere driven by bioclimate time series extrapolated from the bioclimate base yearswith trend (see
Section 3.B.2.2 – bioclimate with trend). Results from simulations for all nine species parameter sets without a density threshold
and with two different thresholds are depicted for each of the three approaches to extrapolate bioclimate time series (see main
text Section 3.2.3.2). Each colour represents one combination of a density threshold and an extrapolation approach. Bioclimate
time series generatedwith cyclic andmean values extrapolation are deterministic and are therefore represented by one line in each
panel. The stochastic extrapolation was repeated ten times for each combination and these repetitions are depicted by lines with
the same colour.
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Abstract

Simulations of tree population dynamics under past and future climatic changes with time- and space-discrete
models often suffer from a lack of detailed long-term climate time series that are required to drive these mod-
els. Inter- and extrapolationmethodswhich are applied to generate long-term series differ in terms of whether
they do or do not account for spatial correlation of climatic fluctuations. In this studywe compared tree species
abundance andmigration outcomes from simulations using extrapolationmethods generating spatially corre-
lated (SC) and spatially independent (SI) climatic fluctuations. We used the spatially explicit and linked forest-
landscape model TreeMig and a simple cellular automaton to demonstrate that spatial correlation of climatic
fluctuations affects simulation outcomes. We conclude that methods to generate long-term climate time se-
ries should account for the spatial correlation of climatic fluctuations found in available climate records when
simulating tree species abundance and migration.

4.1 Introduction

Climate is regarded as the main determinant of species ranges on broad geographical scales (Pearson and
Dawson, 2003; Rosenzweig et al., 2007; Normand et al., 2011). Many processes in the life cycle of plants, such
as growth, survival and reproduction, are affected by climatic conditions, whereby long-term trends as well as
climatic fluctuations are influential (Brubaker, 1986; Laakso et al., 2001; Jackson et al., 2009). Climatic changes
induce changes of ecosystems, including shifts of species ranges and changes in species compositions (Lyford
et al., 2003; Rosenzweig et al., 2007; Midgley et al., 2007). These changes, however, seldom occur abruptly but
rather slowly, and especially long-lived ecosystems such as forests show lag effects in their reactions to climatic
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changes because of the slow nature of tree population dynamics (Pitelka et al., 1997; Fischlin et al., 2007; Sato
and Ise, 2012). Therefore, simulations of such ecosystems need to be conducted for long time spans.

Tree population dynamics under past and future climatic changes are often studied with time- and space-
discrete models. Studies range from simulations of single sites (e.g. Bugmann, 2001; Giesecke et al., 2010) to
spatially explicit simulationswith andwithout spatial linkage of the simulated grid cells (e.g. Lischke et al., 2012;
Hickler et al., 2012). One of the main problems of simulation studies for long time spans is the availability of
climate data. For simulations of the past often only proxy data for sparse points in time is available, for exam-
ple from lake sediments or tree rings. From such proxy data climate anomalies can be derived, ranging from
1000-year time periods (e.g. Miller et al., 2008; Giesecke et al., 2010) or approximately 250-year time periods
(e.g. Lischke, 2005) to, at the best, around 10 to 20-year time periods (e.g. Lischke et al., 2012). Thus, they miss
crucial short-term fluctuations. For simulations of the future, detailed climate projections often only reach un-
til 2100, which is not sufficient to study slow tree population dynamics (Bugmann, 2001; Hickler et al., 2012),
especially not trends in tree species migration (Nabel et al., 2013; see Chapter 3).

Generally, to obtain long-term climate drivers with daily, monthly or yearly resolution, past and future cli-
mate time series often need to be interpolated or extrapolated. Due to the influence of climate variability on
tree population dynamics, the most simplistic approaches, such as linear interpolation, or extrapolation by
steadily applying mean values, are not appropriate (Giesecke et al., 2010 and Nabel et al., 2013; see Chapter 3).
More sophisticated inter- and extrapolation methods use selected base periods of available climate time se-
ries to generate climatic fluctuations. Such methods can directly use the ’empirical distribution’ given by the
climatic fluctuations that are actually observed in the base years or can sample from probability distributions
derived from the statistical properties of the base years. Concordantly, Bugmann (2001) listed three meth-
ods applied in forest gap models to extrapolate climatic conditions, namely (1) cyclically repeating available
records, (2) randomly selecting from available records and (3) generating random series based on probability
distributions derived from available records. Bugmann (2001) recommended the third approach for the ap-
plication with forest gap models. This approach also has been used in various simulations with the spatially
explicit and linked forest-landscape model TreeMig (see e.g. Lischke, 2005; Epstein et al., 2007; Lischke et al.,
2012 and Nabel et al., 2013; see Chapter 3). In these TreeMig simulations climatic fluctuations were sampled
independently for each single cell of the simulated area.

Whilst sampling from probability distributions might be recommended for forest gap models, which
simulate single stands, we question whether it is suitable for models, such as TreeMig, that simulate a land-
scape of spatially explicit and linked cells. When sampling climatic fluctuations independently for each cell
of a landscape, the spatial correlation in the climatic fluctuations among cells is lost and we hypothesise that
this eventually could influence spatial correlations of simulated population dynamics. However, biological
processes do not necessarily respond linearly to climate drivers (Laakso et al., 2001) and spatial correlation
in climatic fluctuations therefore does not automatically have to translate into spatially correlated biotic
responses, particularly not in spatially heterogeneous environments (Grenfell et al., 2000; Greenman and
Benton, 2001; Currie, 2007). Nevertheless, many studies found that synchronous climatic fluctuations can
lead to synchronisations in population dynamics of various (animal and plant) taxa (Koenig, 2002; Liebhold
et al., 2004). Examples for observed synchronised events in tree population dynamics attributed to spatial
correlations in fluctuations of climatic drivers are synchronised masting behaviour (Koenig and Knops, 2013),
pulses of range expansion in favourable years (Lyford et al., 2003; Jackson et al., 2009) and synchronised
mortality events in unfavourable years (Breshears et al., 2005). Sampling random fluctuations independently
for each cell of a simulation area in order to inter- or extrapolate a climate driver removes such potential
synchronisations and we hypothesise that this will affect simulated tree species abundance and migration.
Studies on invasive species already demonstrated the importance of climatic fluctuations and of static
spatial heterogeneity for migrating species (e.g. With, 2002; Hui et al., 2011). However, the combination,
i.e. spatiotemporal heterogeneity (sensu Melbourne et al., 2007), has so far not been well studied (With, 2002;
Melbourne et al., 2007; Hui et al., 2011). Furthermore, results of previous studies on the influence of static
spatial heterogeneity are not simply transferable to the case studied here, because neglecting the spatial
correlation in the fluctuations of a climate driver does not disturb the underlying spatial heterogeneity given
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by the mean of the climate driver.

In summary, the overall research questions are whether neglecting spatial correlation in climatic fluctu-
ations (1) leads to a loss in the synchronisation of species abundances and (2) affects simulated tree species
migration.

In this study, we used the intermediate-complexity forest-landscape model TreeMig to test for effects of
spatial correlation in climatic fluctuationson tree species abundanceandmigrationoutcomes. These testswere
conducted with an illustrative example setup, simulating the northwards migration of a sub-Mediterranean
tree species on a transect through the Swiss Alps (Fig. 4.1). This example was selected because it proved to
be sensitive to different realisations of TreeMigs bioclimate drivers in previous studies (Nabel et al., 2012, 2013;
see Chapters 2 and 3). The large number of interacting processes and species parameters in TreeMig (see Lis-
chke et al., 2006) hampers a detailed analysis of the influence of spatial correlation in bioclimatic fluctuations
on tree species migration. Therefore, we additionally developed a simple individual-based cellular automaton
focussing on the first steps required for tree species migration, namely availability of seeds (linked to the pres-
ence of adults), germination and survival to maturity. Germination and survival to maturity are critical steps,
since juveniles are often more susceptible to climatic influences than adults (Lyford et al., 2003; Jackson et al.,
2009). Furthermore, these first stepswere theprimary bottleneck formigration in previous TreeMig simulations
of the illustrative example setup (Nabel et al., 2013; see Chapter 3).

Figure 4.1 : Transect through the climatically heterogeneous and fragmented landscape of the Swiss Alps (210km x 70km; grid-
cell size 1km2). Background: digital elevation model from Jarvis et al. (2008). Colour-gradient: mean value of one of TreeMigs
bioclimate variables – the DDsum>5.5 ◦C (sum of daily mean temperatures above 5.5 ◦C) for the simulation years 2071-2100 (see
Section 4.2.1.3). In this study, the shown transect was used as simulation area in applications of the model TreeMig. Black cells
represent cells where trees cannot grow (non-stockable in TreeMig), here: solid rock surfaces and large water bodies. The area
between the dashed lines (100th to 120th transect kmnorth) approximately corresponds to themain bottleneck area of the transect.

4.2 Methods

4.2.1 TreeMig

TreeMig is amulti-species, spatially linked anddynamic intermediate-complexitymodel simulating forest land-
scapes (Lischke et al., 2006). TreeMig’s state variables are height-structured population densities per species.
Local stand dynamics are represented by seed-bank dynamics, germination, growth, death and seed produc-
tion (Lischke et al., 2006; Lischke and Löffler, 2006). The spatial linkage among cells is realised via seed dispersal
applying a deterministic dispersal kernel composed of two negative exponentials that are parameterised ac-
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cording to dispersal properties of the simulated species (Lischke and Löffler, 2006). TreeMig accounts for inter-
and intra-specific competition for light by modulating the local stand dynamics according to light availability
(Lischke et al., 2006). Due to the represented processes, TreeMig has the rare advantage of simultaneously al-
lowing for explicit simulation of tree species migration and of inter-specific competition (Lischke et al., 2006
and Nabel et al., 2013; see Chapter 3).

Table 4.1 : Inϐluence of the three bioclimate variables used in TreeMig on TreeMig’s processes. All listed processes are additionally
inϐluenced by inter-speciϐic competition. For a detailed documentation of TreeMig’s processes see (Lischke et al., 2006).

DDsum>5.5 ◦Cƅ Min. WiTempƆ Drought severity

Germination threshold, absolute threshold, absolute –
Mortality threshold, multiplicative thinning

effect
– threshold, multiplicative thinning

effect
Growth asymptotic – linear decay with threshold
ƅ Sum of daily mean temperatures above 5.5 ◦C. Ɔ Minimumwinter-temperature.

4.2.1.1 Inϐluence of bioclimate variables in TreeMig

TreeMig simulations aredrivenby three annual bioclimate variables: the sumofdailymean temperatures above
5.5 ◦C (DDsum>5.5 ◦C), the minimum winter temperature (Min. WiTemp) and an index representing the severity
of drought events (Drought severity). These bioclimate variables were derived from observed (1901-2000) and
projected (2001-2100) monthly climate data. DDsum>5.5 ◦C and Min.WiTemp were derived from monthly aver-
age temperatures andDrought severity frommonthly average temperatures,monthly precipitation sums, water
storage capacity as well as slope and aspect of each simulation cell. A detailed description and data sources
are given in the electronic supplementary material (ESM). The three bioclimate variables influence different
TreeMig processes (see Table 4.1). For successful germination Min. WiTemp and DDsum>5.5 ◦C need to exceed
a species-specific threshold. The maximum possible annual growth of a species is asymptotically influenced
by DDsum>5.5 ◦C (Rickebusch et al., 2007) and decays as a function of Drought severity (Lischke et al., 2006).
Mortality is directly influenced when DDsum>5.5 ◦C or Drought severity exceed a species-specific threshold and
indirectly influenced when growth is depleted (Lischke et al., 2006).

4.2.1.2 Methods to extrapolate TreeMig’s bioclimate drivers

In previous TreeMig versions, bioclimate time series were inter- or extrapolated by sampling the bioclimate
for each year and each cell independently from probability distributions (Lischke et al., 2006). These probabil-
ity distributions were derived from a selected base period (see e.g. Lischke, 2005; Epstein et al., 2007; Lischke
et al., 2012). Thereby the DDsum>5.5 ◦C, for example, was approximated with an independent normal distribu-
tion for each cell of the simulation area (Lischke et al., 2006; Nabel et al., 2013; see Chapter 3). For this study
TreeMig (TreeMig-Netcdf 2.0) was equippedwith two additionalmethods, which both sample uniformly from
the empirical distribution found in the base period, i.e. from the bioclimatic values that actually occur in the
base years.

Spatially independent drawing (SI) With this method, the bioclimate of a year is sampled indepen-
dently from the empirical distribution found in the base years for each cell, i.e. for each cell one base year is
drawn (Fig. 4.2a). This base year is used for all bioclimate variables in the cell.

Spatially correlated drawing (SC) When selecting this method, a complete bioclimate map is drawn
each year from the base-year set and its values are used for all cells of the simulation area (Fig. 4.2d) and all
bioclimate variables.
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SI drawing is a simplification of drawing from probability distributions because sampling from probability
distributions also allows values outside of the range of the empirical distribution, i.e. outside of the range of
the values that actually occur in the base years (Bugmann, 2001). We introduced this simplification to exclude
effects solely caused by extreme values, whichwere not contained in the empirical distribution but were possi-
ble when drawing fromderived probability distributions. Such effects could else have interferedwith effects of
spatial correlation in the bioclimate variableswhen comparing the simulation results for different extrapolation
methods.
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Figure 4.2 : Comparison of the applied extrapolation methods on the example of the bioclimate variable DDsum>5.5 ◦C. With the
ϐirst method – spatially independent (SI) drawing – the bioclimate in a year is sampled independently for each cell of the simulation
area. With the second method – spatially correlated (SC) drawing – a complete bioclimate map is drawn each year from the base
years, i.e. the spatial arrangements and therefore the spatial correlation of the bioclimate found in the drawn base year is directly
carried over. The two methods result in dramatic differences in the spatial arrangements of the deviation from the mean of the
base years, as illustrated with the ϐive generated DDsum>5.5 ◦C maps (panel a: SI, panel d: SC) for the transect through the Swiss
Alps (see Fig. 4.1). DDsum>5.5 ◦C time series for single cells have comparable distributions, however, their correlation is disrupted
for SI drawing (see time series in panel b compared to e and scatter plot with half-transparent markers and histograms in panel c
compared to f). The average residuals over all transect cells resulting from simulations with SI drawing are always close to zero
(panel b) because the random ϐluctuations drawn for the single cells tend to cancel each other out. For SC drawing, on the other
hand, the average residuals over all transect cells reϐlect the interannual variability found in the base years.

4.2.1.3 TreeMig simulation setup

The effects of spatially correlated fluctuations in TreeMig’s bioclimate drivers on simulated species abundance
and migration were studied with an illustrative example. We simulated the northwards migration of the sub-
Mediterranean tree species Ostrya carpinifolia Scop. (European Hop Hornbeam) in a warming climate on a
210km x 70km simulation transect (grid-cell size of 1km2) through the Swiss Alps (Fig. 4.1). This example was
chosen because it proved to be sensitive to different realisations of the bioclimate time series in previous sim-
ulation studies (Nabel et al., 2012, 2013; see Chapters 2 and 3).

For this study, outcomes of simulations applying the two bioclimate extrapolationmethods SC and SI were
compared. Simulations with SI and SC extrapolation started in the simulation year 2100 from the same model
state, i.e. with the same values in the state variables, and used the same set of bioclimate base years (2071-
2100). The generation of the bioclimate base-year set and the model state in 2100 follow the simulation setup
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as describedbyNabel et al. (2013) (seeChapter 3 and summarised in ESMAppendix 4.A). The climate time series
used to derive the bioclimate driver showed no consistent signal of autocorrelation (see ESM Section 4.A.1.3).
Therefore, temporal autocorrelation was not examined in this study, although its influence on population dy-
namics has been widely discussed (e.g. Schreiber and Ryan, 2011; van de Pol et al., 2011).

Simulations were run up to the year 3000 and 100 repetitions were conducted for each of the two extrapo-
lationmethods and for two different species parameter sets for the focal species. These two species parameter
sets represent themoderate to optimistic range of plausible species parameters forO. carpinifolia (see ESMSec-
tion 4.A.2) and were selected because they resulted in a successful migration through the simulation transect
in a previous study (Nabel et al., 2013; see Chapter 3).

In each simulation we tracked the biomass of O. carpinifolia and the sum of the biomass of all simulated
species (see ESM Section 4.A.2). For each cell of the simulation area these output variables were recorded per
century, and their annual development was only tracked for selected single cells and as a sum over the entire
transect. As an indicator for the spread of O. carpinifolia we recorded the annual development of its northern-
most occurrence (NO in transect km – counted from the southernmost point of the transect), i.e. itsmomentary
spread distance. In this paper, figureswithmaps of the transectwere createdwith Paraview (Ahrens et al., 2005)
and graphs with Matlab 11.

4.2.2 Cellular automaton

4.2.2.1 Structure of the cellular automaton

For this study we developed a single-species cellular automaton (CA). Each cell of the CA can be regarded as
an abstract representation of one individual or one small stand of same-aged individuals of the focal species.
A cell can be in one of three states: empty, juvenile ormature (Fig. 4.3).

Neighbourhood

1. 2. 3.

Empty
(agei = NAN)

a b

seedsourcesi ≥ sthresh
 & envi ≥ gthresh

agei = agemat

envi ≤ mthresh
(envi ~ N(0, σ))

Mature
(agei ≥ agemat )

Juvenile
(agei < agemat )

Figure 4.3 : Schematic of the cellular automaton (CA). Each cell of the CA can be in one of three different states: empty, juve-
nile and mature (panel a). A transition from empty to juvenile has two prerequisites: (1) the number of seed providing sources
seedsourcesi, i.e. the number of mature cells in the selected neighbourhood (panel b), needs to exceed the threshold sthresh and
(2) the environmental conditions envi, which are drawn from a normal distribution with mean 0 and standard deviation σ, need to
exceed the germination threshold gthresh. If the environmental conditions envi fall below the mortality thresholdmthresh while a
cell is in the state juvenile its state changes back to empty. A transition from juvenile to mature happens when the age agei of the
cell exceeds agemat. A mature cell staysmature for the rest of the simulation time. Simulations were conductedwith three different
neighbourhoods (panel b).

In TreeMig, germination presupposes that bioclimate influences exceed certain species-specific thresholds
(Table 4.1). Therefore, in the CA, a cell i changes from empty to juvenile only when the environmental con-
ditions (envi drawn from a normal distribution with mean 0 and standard deviation σ) exceed a specified
germination threshold (gthresh). Additionally, the number of seed providing sources for cell i (seedsourcesi),
i.e. the number of mature cells in the simulated neighbourhood (neighbourhood – Fig. 4.3b), needs to exceed
a threshold (sthresh). Thus, the parameter sthresh controls the incidence and the strength of positive density
dependency. Moreover, because cells in the CA do not differ in terms of size, age or fitness, they also do not
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differ in the number of seeds they produce. Thus, the number of seed providing sources alone is used as a
proxy for propagule pressure.

Table 4.2 : Parameters used for simulationswith the cellular automaton and their function. The ϐirst ϐive parameters are the species
parameters of the focal species. The sixth parameter – σ – determines the variability of the environmental ϐluctuations.

Parameter values Function
agemat {1, 3, 5, 10} Iterations after which a cell in the state juvenile changes to the state mature
gthresh {0, 1, 2, 3, 4} Germination threshold (≥: positive inϐluence of environmental variability;

small values (close to 0) imply frequent germination, large values infrequent
germination)

mthresh {-4, -3, -2, -1, 0} Mortality threshold (≤: negative inϐluence of environmental variability;
small values (close to -4) imply infrequent deaths, large values frequent
deaths)

sthresh {1, 3, 5, 10} Determines the number of required seed sources to achieve a successful ger-
mination and therefore the incidence and the strength of positive density de-
pendency

neighbourhood {1, 2, 3} Determines the neighbourhood that a mature cell provides seeds for (see
Fig. 4.3b)

σ {1, 2} Standard deviation of the normal distribution used to represent environ-
mental ϐluctuations (see Fig. 4.B.5 in the ESM for example histograms)

PROGRAM CA
SET age (agei) for each cell to NAN
FOR each time step
 IF spatially correlated (SC) drawing
  CALL draw environment (envi) for all cells
 END IF
 FOR each cell
  IF spatially independent (SI) drawing
   CALL draw environment (envi) for this cell
  END IF
  IF agei < agemat AND envi ≤ mthresh
   SET agei to NAN
  ELSEIF agei == NAN AND envi ≥ gthresh
   SET seedsourcesi to zero
   FOR each other cell j in neighbourhood
    IF agej ≥ agemat
     INCREMENT seedsourcesi
    END IF
   END FOR
   IF seedsourcesi ≥ sthresh
    SET agei to zero
   END IF
  ELSEIF agei ≠ NAN
   INCREMENT agei
  END IF
 END FOR
END FOR

Figure 4.4 : Pseudocode of the cellular automaton. State variables are printed in bold, parameters in italic type.

Transition from juvenile to mature happens when the age (agei) of the cell exceeds agemat, i.e. when the
individual survived in the state juvenile for this number of iterations. If the environmental conditions (envi) fall
below the mortality threshold (mthresh) while the cell is in the state juvenile its state changes back to empty.
After reaching the mature state, a cell stays in this state for the rest of the simulation time and can provide
seeds to cells in the simulated neighbourhood (Fig. 4.3b). Mortality was implemented not to affect mature in-
dividuals, because mortality for adults would have required an independent environmental threshold, since
juveniles and adults often have different sensitivities to climatic influences (Lyford et al., 2003; Jackson et al.,
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Figure 4.5 : Abundance of Ostrya carpinifolia (Oc) resulting from TreeMig simulations for different runs with the two extrapolation
methods: spatially independent (SI) and spatially correlated (SC) drawing and the optimistic parameter set for O. carpinifolia. De-
picted are maps for the simulation years 2800, 2900 and 3000 of simulated biomass residuals (t/ha) after subtracting the biomass
resulting for the year 2100, fromwhen on the bioclimate time serieswere extrapolated. For both, SI (panel a) and SC drawing (panel
c), maps show the run with the maximum and the run with the minimum spread distance of O. carpinifolia in the simulation year
3000, i.e. the runs in which O. carpinifolia expandedmost and least, respectively. Themaps from simulations with SC drawing show
a synchronisation of species abundances (accumulation of negative (blue) or positive (red) residuals), as opposed to maps from
simulations with SI drawing in which no synchronisation is visible. Discrepancy of SC-runs and SI-runs get particularly clear when
comparing the transect sums of the simulated biomass for O. carpinifolia for 1900-3000. The transect sum resulting from SI-runs
(panel b) is nearly invariant over time and among realisations. For SC-runs (panel d), by contrast, the transect sum shows much
larger and more realistic variability over time and among realisations. Black lines show the run with the maximum and minimum
spread distance, respectively. Grey lines in the background are results from all 100 runs and the dashed red line represents the
running mean over these 100 runs.

2009). Furthermore, for migration, the development on the range limits is anyway more important than pop-
ulation fluctuations (i.e. mortality of adults) in parts of the simulation area far from the front (Melbourne et al.,
2007).

In summary, theCA incorporates stochasticity for transitions betweenempty and juvenile (germination and
mortality). The fluctuating environmental influence is implemented as a normal distribution with mean 0 and
standard deviation σ. The two different approaches to draw environmental influenceswere implemented such
that in case of spatially correlated (SC) drawing only one pseudo-random number is drawn for the entire area,
whilst in case of spatially independent (SI) drawing an independent pseudo-random number is drawn for each
cell. A pseudocode of the CA is given in Fig. 4.4. A vectorised version of the CA was implemented in Matlab 11
(see ESM Appendix 4.C).

4.2.2.2 CA simulation setup

In accordance with the TreeMig simulations, a northwards migration was simulated with the CA. Simulations
were conducted on a grid with 50 cells in west-east and 200 cells in north-south direction with cyclic and ab-
sorbing boundary conditions, respectively. The lowest two rows; i.e. the first 100 cells, were initialised with
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the state juvenile: agei = 1 (i = 1,...,100). The mean environmental influence of all cells of the simulation area
was assumed to be zero. In case of SC drawing the simulation area was thus spatially homogeneous and only
fluctuated among iterations.

Simulations were conducted for different combinations of parameter values (Table 4.2). For both meth-
ods to draw environmental influences each combination was simulated with 100 repetitions (in total 480000
runs). In each of 100 iteration steps the northernmost occurrence was tracked (in number of rows from the
southernmost row including the lowest two rows).

4.3 Results

4.3.1 TreeMig simulations of tree species abundance

Despite the strong synchronisation of bioclimatic fluctuations (Fig. 4.2d-f ), simulations with SC extrapolation
only showed partial synchronisation of the simulated biomass, i.e. residuals of the same colour in Fig. 4.5c.
However, where fluctuations of the biomass ofO. carpinifoliawere synchronised in simulations with SC extrap-
olation this synchronisation was disrupted in simulations with SI extrapolation (Fig. 4.5a). In addition to the
maps shown in Fig. 4.5 we provide further analyses of biomass correlations over time for selected single cells
in the ESM (Figs. 4.B.1 and 4.B.2).

Thebiomass sumofO. carpinifolia (Fig. 4.5b,d) over thewhole transect showed similar effects to the transect
mean of the bioclimate driver (Fig. 4.2b,e): For simulations with SI extrapolation the sums were nearly invari-
ant over time and among realisations (Fig. 4.5b) – apart from the biomass increase of O. carpinifolia due to its
northwards migration. For simulations with SC extrapolation, on the other hand, the biomass of O. carpinifolia
varied greatly (20-55 kt – Fig. 4.5d). The same effects were observed for the sum of the biomass of all simulated
species (see ESM Fig. 4.B.3).

4.3.2 Simulations of tree species migration

4.3.2.1 Simulations with TreeMig
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Figure 4.6 : Comparison of spread distances resulting from TreeMig simulations with spatially correlated (SC) and spatially inde-
pendent (SI) drawing of bioclimate inϐluences. Depicted are northernmost occurrences (NO in transect km north, smoothed over
ten years) in the simulation years 2100-3000 resulting from 100 repetitions with the two drawing methods and for two different
species parameter sets for Ostrya carpinifolia. (Panel a) Optimistic parameter values. (Panel b) Moderate parameter values (* with
the optimistic parameter for the required DDsum>5.5 ◦C, see ESM Section 4.A.2). The box plots on the right side of each panel depict
the NO-distribution in the simulation year 3000 resulting from the 100 repetitions for each drawing method. For both parameter
sets the NO in the simulation year 3000 show faster migration for and less variability among runs with SI drawing than with SC
drawing. Box edges represent the interquartile range, whiskers extreme data points and crosses outliers. The black dashed lines
mark the main bottleneck area of the transect (see Fig. 4.1).

Northernmost occurrences among simulations with SI and SC extrapolation and among their repetitions
(Fig. 4.6) diverged when O. carpinifolia entered the main bottleneck area (approximately at the 100th transect
km north, Fig. 4.1). For both extrapolationmethods, simulations with themoderate, less favourable parameter
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set for O. carpinifolia (Fig. 4.6b) resulted in slower migration rates and a higher variability in the northernmost
occurrences among the 100 repetitions than simulations with the optimistic parameter set (Fig. 4.6a). In simu-
lations with the optimistic parameter set, trajectories of the northernmost occurrence were almost parallel for
all runs, i.e. they have the same migration speed, aside from two bottleneck situations (Fig. 4.6a).

The distributions of the northernmost occurrence in the simulation year 3000 resulting from repetitions
with SC extrapolation and SI extrapolation are significantly different: for both species parameter sets, the year-
3000 distribution mean for SI repetitions does not fall into the interquartile range of the distribution of SC
repetitions (Fig. 4.6). SC repetitions showed a variability approximately 1.2-fold and 1.5-fold the variability of SI
repetitions for the moderate parameter set and the optimistic parameter set, respectively.

Differences in the time points when O. carpinifolia passed the bottleneck situation of the simulation area
led to large differences in the spatial spread ofO. carpinifolia. Differences between the runs with themaximum
and the minimum spread distances in the simulation year 3000, for example, are much smaller in simulations
with SI than with SC drawing (e.g. compare differences between SI maps in panel a and SC maps in panel c in
Fig. 4.5).

4.3.2.2 Simulations with the CA
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Figure 4.7 : Comparison of spread distances resulting from simulations with the cellular automaton (CA), with spatially correlated
(SC) and spatially independent (SI) drawing of environmental inϐluences. Depicted are northernmost occurrences (NO in number
of rows, smoothed over ten iterations) resulting from 100 repetitions for each of the two drawing methods and four different pa-
rameter sets. The four parameter sets differ in the applied values for the age of maturity (agemat), the required number of seed
sources (sthresh) and the mortality threshold (mthresh). All parameter sets were simulated with germination threshold gthresh =
0, neighbourhood 2 (Fig. 4.3) and standard deviation σ = 1. The ϐirst two parameter sets (panel a, b) were selected because their
migration outcomes visually resemble the TreeMig outcomes for simulations of the migration of O. carpinifolia (Fig. 4.6). The two
other parameter sets (panel c, d) show examples for the range of possible results within the simulated parameters (Table 4.2). The
box plots on the right side of each panel depict the distributions of northernmost occurrences resulting from the 100 repetitions in
the 100th iteration for each of the two extrapolation methods. Box edges represent the interquartile range, whiskers extreme data
points and crosses outliers.

Whether the migration speed was higher in runs with SC or SI drawn environmental influences in the CA
simulations depended on the species parameter values (see e.g. Fig. 4.7). For most of the simulated parameter
sets the simulated migration was on average faster in runs with SI than in runs with SC drawn environmental
influences (for summary statistics of all simulated parameter combinations see Table 4.B.1 in the ESM). Only
for some of the parameter sets with a positive density dependence (sthresh > 1) and small to intermediate
neighbourhood (neighbourhood 1 or 2) migration was on average slower for SI-runs (see e.g. Fig. 4.7c). In
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situations with minor environmental constraints (mthresh close to -4 and gthresh close to 0) migration speed
for good dispersers (neighbourhood 2 or 3) was on average equal in SC- and SI-runs (see e.g. Fig. 4.8). Overall,
variations in theenvironmental thresholds led to comparable effects among simulationswith SI andSCdrawing
(Fig. 4.8 and ESM Section 4.B.2.3).

Whilst the number of required seed sources (sthresh) had a strong effect on simulations with SI drawn en-
vironmental influences, this parameter had weaker effects on SC-runs (e.g. compare Fig. 4.7a with Fig. 4.7c).
This is intuitive, because in SC-runs the environment in each iteration is the same for all cells and, therefore,
same-aged cells are perfectly synchronised. Thus, if a row contains onemature cell, then all cells in this row are
mature (see the ESM for a visualisation example).

For many parameter sets the variability in spread distances among SI-runs was very low and, in particular,
for most simulated parameter sets lower than among SC-runs (see Fig. 4.7, Fig. 4.8 and ESM Section 4.B.2.3).
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Figure 4.8 : Mean and interquartile range (IQR) of the northernmost occurrences (NO in number of rows) in applications of the cel-
lular automaton as a function of all values simulated for the mortality threshold (mthresh) and the germination threshold (gthresh).
Depicted are the mean (panel a and b) and the IQR (panel c and d) of the NO in the 100th iteration, calculated from 100 repetitions
with neighbourhood 2 (Fig. 4.3), maturity age agemat = 5, required number of seed sources sthresh = 1 and standard deviation σ =
1 for the spatially independent (SI, panel a and c) and the spatially correlated (SC, panel b and d) drawing. The red crosses in the
surface plots depict the parameter combination shown in Fig. 4.7d.

4.4 Discussion

The results of the presented TreeMig simulations confirmed that tree species abundance and migration out-
comes are influenced by the spatial correlation of climatic fluctuations. Simulations with the simple cellular
automaton, furthermore, affirmed that the different methods to generate fluctuations in the model driver can
lead to largedifferences inmigration speed and variability among runswith the same set of species parameters.

4.4.1 Simulated tree species abundance

The ubiquitous synchronism of the fluctuations in the bioclimate driver in TreeMig simulations with SC ex-
trapolation (Fig. 4.2) did not lead to an equally ubiquitous synchronism in simulated tree species abundances
(Fig. 4.5). Thiswas expected, because the synchronised fluctuations are only superimposedon the spatially het-
erogeneous mean bioclimate influences (Fig. 4.1). As already stated in the introduction, this underlying spatial
heterogeneity is very important, because population dynamics – inmodels like TreeMig and in natural systems
– can be non-linear (Laakso et al., 2001). Thus, the synchronised fluctuations in the driver do not have to result
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in synchronised biotic responses (Greenman and Benton, 2001; Currie, 2007). In fact, species abundance at a
certain point in time depends on many factors: the actual climatic influence (mean and superimposed fluctu-
ations), species sensitivities to climatic influences and previous abundance of the species itself and of other
species.

Besides synchronised temporal fluctuations of model drivers, dispersal has been discussed as another im-
portant factor synchronising species abundances (e.g. Ripa, 2000; Liebhold et al., 2004; Bahn et al., 2008). The
low degree of correlations in simulated species biomass among neighbouring single cells in simulations with
SI extrapolation (Fig. 4.5a) and the strong similarities of biomass distributions among simulations with SC and
SI drawn fluctuations in single cells over time (see ESM Fig. 4.B.2) indicate that dispersal did not lead to a strong
synchronising effect in the presented TreeMig simulations. On one hand, this might be due to the weak spatial
linkage in TreeMig caused by a strong seed density regulation (see Lischke and Löffler, 2006) which diminishes
the possible impact of large amounts of dispersed seeds. On the other hand, dispersal might be less important
in synchronising plant abundances than in synchronising abundances of highly mobile taxa with low numbers
of offspring, such as large animals (Bahn et al., 2008). Tree species, in particular, usually disperse by seeds, which
subsequently are entirely subject to the local dynamics in the new environment.

Even though simulations with SC extrapolation did not show ubiquitous synchronism in species abun-
dances, they showed partially synchronised species abundances. Comparisons between simulations with SC
and SI extrapolation revealed greater synchronism in species abundances in simulations with SC extrapolation
than in simulations with SI extrapolation (Fig. 4.5). In simulations with SI extrapolation nearly all climatically
possible situations are experienced in one year, due to the large number (210 x 70) of transect cells with in-
dependently drawn bioclimatic fluctuations. Thus, applying the SI extrapolation method induced a blurring
effect, i.e. biomass maps simulated for all years and all repetitions with SI extrapolation look almost identical
in the coarse view (Fig. 4.5). This blurring effect was particularly visible when summing the biomass over the
entire transect. Simulationswith SI extrapolation resulted in biomass sums that were nearly invariant over time
and among repetitions for O. carpinifolia (Fig. 4.5). Large-scale fluctuations in the biomass that were observed
in simulations with SC extrapolation – and are common in natural systems – were missing. This effect was also
observed for the sum of the biomass of all simulated species (see ESM Section 4.B.1.2). The observed lack of
variability can be explained via the central limit theorem (CLT), which states that sums of independent random
variables will converge as long as they are not dominated by a small number of values (Spanos, 1999). The
applicability of the CLT is supported by the fact that the moments of the biomass distribution over time are
bounded and that the biomass in each cell is only a small fraction of the total. However, even in the SI sim-
ulations, biomass values in individual cells are not strictly independent variables, because of the underlying
mean bioclimate (Fig. 4.1) and filter effects (Table 4.1), and because of the spatial linkage due to seed dispersal.
Furthermore, the simulated biomass in each cell will be temporally correlated. Nevertheless, this lack of strict
independence did not prevent convergence in the distributions of the transect sums in the SI simulations.

Overall, the results demonstrated that the SI method, which neglects spatial correlations in the bioclimatic
fluctuations, led to a loss in the synchronisation of simulated tree species abundances.

4.4.2 Simulated tree species migration

Because of the large number of species parameters and interacting processes in TreeMig, no experiments were
conducted in addition to the example setup. In order to enable a more detailed analysis, instead, a simple
cellular automaton (CA) was developed. This CA abstracts from several processes and drivers represented in
TreeMig. Each cell of the CA represents one individual (or cohort) which can be in one of three states. Thus, in
contrast to TreeMig the CA has a discrete state space and the individuals do not have any attributes, such as
fitness or height. Accordingly, there is no feedback between the environmental influences experienced by an
individual and its contribution to future colonisations in the CA, which in TreeMig is realised via seed numbers
proportional to tree heights (see Lischke et al., 2006). Due to this lack of the feedback in the CA, the number
of required seed sources (sthresh) is used as a proxy for propagule pressure, covering effects of species-specific
differences in seed production.
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4.4. Discussion

Another important difference between the CA and TreeMig is that TreeMig simulations are driven by three
bioclimate variables. These variables have different influences on the simulated processes and thus represent
different filters (sensu Laakso et al., 2001) that can interfere with each other. The CA, in contrast, was only
equipped with one environmental driver. The discrete nature of the CA, moreover, only allows for thresholds
and not for other filter types. Whilst germination is implemented as a threshold in TreeMig, mortality only has a
threshold effect if the population falls below aminimumdensity (see ESMAppendix 4.A.3) and otherwise has a
multiplicative thinning effect. The influence of the parametermthresh in CA simulations thereforemight be too
strong compared tomortality in TreeMig simulations. Finally, the simulation area used for TreeMig simulations
has a high background heterogeneity in the bioclimate variables. As discussed in Section 4.4.1 this background
heterogeneity can strongly influence species abundance, which in turn influencesmigration. In the CA simula-
tions such background heterogeneity effects were neglected. In particular, we assumed that all cells in the CA
were potentially inhabitable, and thus neglected potentially important effects caused by fragmentation (see
e.g. Hof et al., 2011; Nabel et al., 2013; see Chapter 3).

Nevertheless, comparisons between simulations with the CA andwith TreeMig demonstrate that observed
trends in the northernmost occurrences simulated with TreeMig can be approximated by simulations with the
CA (Fig. 4.6a,b compared to Fig. 4.7a,b). TreeMig simulations of the optimistic parameter set for O. carpinifolia
showed nearly parallel trajectories outside of critical conditions. In CA simulations such behaviour would cor-
respond to situations in which neither the threshold for required seed sources nor one of the environmental
thresholds would be limiting (i.e. small values for the germination and the mortality threshold). In such cases,
no big differences between SC and SI drawn environmental influences were observed (see e.g. the farthest left
corner in the surface plots Fig. 4.8). To represent the migration outcomes of the moderate, less favourable pa-
rameter set for O. carpinifolia, more severe environmental thresholds were required in the CA simulations. This
reflects the limitation by means of the bioclimate in the main bottleneck area in TreeMig simulations and the
importance of interannual variability in the bioclimate in this area (see Nabel et al., 2013; see Chapter 3). The
CA surface plots (e.g. Fig. 4.8) demonstrated this intuitive response to the applied environmental thresholds,
which is consistent for the two extrapolation methods and throughout all applied parameter sets (for further
surface plots see ESM Section 4.B.2).

Due to the small number of processes and in particular the small number of species parameters, the CA
enabled a more detailed analysis of the influence of spatial correlation in the environmental fluctuations on
migration. Simulations with the CA showed a broad range of possible migration outcomes for the different
parameter sets (Fig. 4.7). Results of the CA demonstrate that simulations with the same parameter set can
show different behaviour for SC and for SI drawn environmental influences. The tendency that SI-runs lead to
faster migrations than SC-runs – as long as there is no strong positive density dependence – is intuitive. The
environment in SC-runs only fluctuates among iterations but not among cells, i.e. the simulation area has a
homogeneous environment in each iteration. Therefore, if the drawn environment falls below the mortality
threshold in a SC-run, all cells in the juvenile state switch to the empty state, whilst mortality in SI-runs only
affects single cells. Additionally, SC-runs only enable colonisation events in favourable iterations (exceeding
the germination threshold). SI-runs, in contrast, potentially provide a colonisation option in each iteration as
long as the number of seed sources is sufficiently high (exceeding the threshold for required seed sources),
i.e. if propagule availability coincides with good conditions (cf. findings reviewed by Melbourne et al. (2007)).
Whenever there is a strong positive density dependence, colonisation of a cell is dependent on the number
of mature cells in the specified neighbourhood. In such cases, correlation in the environment is favourable,
i.e. migration is faster in SC-runs, which is in agreement with the simulation results by McInerny et al. (2007).
Overall, simulation results of theCAdemonstrated that spatial correlations in theenvironmental driver canhave
promoting as well as inhibiting influences on the migration speed, depending on the simulated species traits.
The two extrapolation methods can thus not simply be used interchangeably when simulating migration.
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4.4.3 Methods to inter- and extrapolate bioclimate time series

In TreeMig simulations, spatially correlated (SC) fluctuations in the bioclimate driver were generated sampling
uniformly from a base-year set and used for all cells of the simulation area. This method resembles the often
applied method to cyclically repeat a set of base years (e.g. Hickler et al., 2012; Sato and Ise, 2012), however,
without the deterministically fixed temporal pattern. A fixed temporal pattern can lead to an incomplete or
biased representation (Nabel et al., 2013; see Chapter 3), particularly in cases without a consistent signal of
temporal autocorrelation, as in the current study (see ESM Section 4.A.1.3).

The SC method was compared to a method generating spatially independent (SI) bioclimatic fluctuations,
drawing each year and each cell uniformly from the empirical distributions found for single cells. Drawing
directly from the empirical distributions is a simplification of drawing from derived probability distributions,
which is the method originally suggested to be revisited in this study. This simplification was made in order
to prevent effects of extreme values interfering with the effects of spatial correlation in the bioclimate driver.
However, observed effects on the spatial arrangements of simulated species abundances will equally occur
when drawing from derived probability distributions. In the CA simulations the environmental influence was
again simplified and fluctuations were solely drawn from prescribed normal distributions with zero being the
expected value. Using a normal distribution was motivated by the fact that (detrended) annual temperatures
and derived bioclimate influences are often represented by normal distributions (Schär et al., 2004; Lischke
et al., 2006). To obtain a spatial correlation in thedriver of theCA simulations, only onepseudo-randomnumber
was drawn for the whole simulation area.

The results of this study demonstrated that drawing climatic fluctuations independently for single cells,
and thus neglecting the spatial correlation of the fluctuations, led to severe differences in the spatial configu-
ration of simulated tree species abundances. Furthermore, it also had an influence on tree species migration.
It is thus not recommended to neglect the spatial correlation in the driver. However, the applied method to
draw spatially correlated fluctuations also has drawbacks compared to the originally applied sampling from
probability distributions. The main disadvantage is that only climatic patterns which are represented in the
base-year set can actually occur in the generated time series (Bugmann, 2001). Thus, the length of the selected
base period and the single selected base years could be influential. On one hand, when a series is too short
or selected such that years with extreme values are not contained in the base period, no extreme events will
occur in the generated time series. On the other hand, when yearswith extreme conditions are contained, then
these will frequently be drawn (with a probability of 1/base period length). For the inter- and extrapolation of
climate time series for simulations with spatially explicit and in particular spatially linked models it would thus
be desirable to use more sophisticated methods. Ideally, a method should not neglect spatial correlation and
the influence of the base period length and the selected base years should be small. One possibility could be
to use statistically derived relationships of climatic fluctuations and static spatial properties to generate spa-
tially correlated noise. One could, for example, use lapse-rates with elevation (as e.g. done by Schumacher
et al. (2004) for temperature and precipitation). This approach is suitable for small areas, however, these rela-
tionships are not invariant on larger extents but vary, for example, with latitude and longitude (Jackson et al.,
2009) andwith distance to largewater bodies (Hutchinson, 1995). Therefore, such amethod can be rather data
hungry and difficult to parametrise. For a detailed description of such methods see, for example, Hutchinson
(1995).

4.5 Conclusions

Overall, the results demonstrated that neglecting the spatial correlations in climatic fluctuations for simulations
with spatially explicit models can be a considerable interference because it can have a strong influence on the
spatial arrangement of simulated species abundances and on migration outcomes.

The simulations with the illustrative example in TreeMig showed that neglecting the spatial correlation in
climatic fluctuations might only be justifiable when one is solely interested in the mean abundance over an
area and when abundance fluctuations do not matter. The observed invariance of the biomass sum over the
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4.5. Conclusions

transect areawhen neglecting the spatial correlation in bioclimatic fluctuationswill also hold for other strongly
climatically driven models because it is a consequence of the central limit theorem. For most applications
drawing climatic fluctuations independently for single cells is therefore not recommended.

Simulations with the simple CA enabled a more detailed analysis of effects on simulated species migra-
tion and showed that the influence of spatial correlation in fluctuations of the environmental driver depends
on species traits. Mostly, simulations with spatial correlation in environmental fluctuations resulted in slower
migration rates than simulations without spatial correlation, however, it was opposite for species with strong
positive density dependence. Simulations drivenby environmental time series generatedwith amethodwhich
neglects spatial correlations should thus not even be used to estimate upper or lower limits of migration out-
comes. They also should not be used to make comparisons among different species, at least not with models
containing species parameters representing positive density dependence.
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Appendix

Appendix 4.A Summary of the setup used for the TreeMig simulations

For this study, simulations with the intermediate-complexity forest-landscape model TreeMig (Lischke et al.,
2006) were compared for two different methods to extrapolate the fluctuations in its bioclimate drivers from
empirical distributions. Compared simulations used the same set of bioclimate base years (Section 4.A.1.2) and
started in the simulation year 2100 from the samemodel state (Section 4.A.2), i.e. with the same set of values in
TreeMig’s state variables. The simulation setup of this study was based on the setup used in the study of Nabel
et al. (2013)(see Chapter 3) and is summarised below.

4.A.1 Bioclimate time series

4.A.1.1 Derivation of bioclimate variables

TreeMig simulations are driven by annual time series of three bioclimate variables: the sum of daily mean tem-
peratures above 5.5 ◦C (DDsum>5.5 ◦C), the minimum winter-temperature (Min. WiTemp) and an index repre-
senting drought severity (Drought severity). These bioclimate variables were calculated with a program based
on ForClim-E (Bugmann and Cramer, 1998; Lischke et al., 2006). DDsum>5.5 ◦C and Min. WiTemp were derived
from time series of monthly averaged temperatures; Drought severity from monthly averaged temperatures,
monthly precipitation sums and static information on water storage capacity, slope and aspect of each cell of
the simulation area.

Slope and aspect were derived from the digital elevation model of the Shuttle Radar Topography Mission
(Jarvis et al., 2008). Water storage capacity was taken from a study by Löffler and Lischke (2001) based on the
Swiss soil suitability map (Frei et al., 1980) for the Swiss part of the transect and supplemented with data of
the European soil database (Panagos et al., 2012) for transect parts outside of Switzerland (for details see sup-
plementary material to Nabel et al., 2013; see Appendix 3.A). For solid rock surfaces and big water bodies no
information on water storage capacity was available and transect cells belonging to these types were consid-
ered non-stockable, i.e. as cells in which trees are not able to grow.

Bioclimate time series were derived from monthly climate data for the years 1901-2100. Historical data
(1901-2000) was taken from CRU (Mitchell et al., 2003) and for future data (2001-2100) a CLM (Lautenschlager
et al., 2009) calculation of the SRESA1B scenario (Nakicenovic et al., 2000) was used. Monthly temperature aver-
ages and precipitation sums were downscaled to 30” with WorldClim data (Hijmans et al., 2005) and projected
to 1km2 with FIMEX-0.28 (Klein, 2012) with a nearest neighbour interpolation (see supplementary material to
Nabel et al., 2013; see Appendix 3.B).

4.A.1.2 The bioclimate base-year set

Both extrapolation methods applied in this study (see main text Section 4.2.1.2) used the same set of base
years, which were derived from the last 30 years (2071-2100) of the downscaled and interpolated version of
the CLM SRESA1B scenario calculations (Section 4.A.1.1). Because monthly temperature averages of this time
series contained a long-term trend, monthly temperature time series were detrended and subsequently offset
with the end of the trend before deriving the bioclimate variables (for details see supplementary material to
Nabel et al., 2013; see Appendix 3.B).

The length of the base period was selected to be 30 because previous studies often used a base period of
approximately 30 years to inter- or extrapolate bioclimate time series (e.g. Lischke, 2005; Epstein et al., 2007;
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Hickler et al., 2012; Lischke et al., 2012). Other studies, however, used different base period lengths (e.g. Sato
and Ise (2012) used 10 years and Miller et al. (2008) used 50 years) and the length of the base period could
potentially influence migration outcomes (see discussion in the main text Section 4.4.3).

4.A.1.3 Temporal autocorrelation

Time series of single cells and of the transect sum ofmonthly temperature averages (detrended) and precipita-
tion sums used to calculate the set of base years (see Section 4.A.1.2) were tested for temporal autocorrelation
with Pearson correlation tests for lags of 1 to 15 years. For these time series no significant correlations were
observed for any of the lags. Subsequently, the same tests were conducted for time series with all 100 years of
monthly temperature averages (detrended) and precipitation sums of the downscaled and interpolated ver-
sion of the CLM SRESA1B scenario calculations and still no significant correlations were observed for the tested
time lags. Only for the full available time series of 200 years – CRU data followed by the CLM SRESA1B sce-
nario calculations (see Section 4.A.1.1) – an autoregressive signal was observed for both, the monthly average
temperatures and the precipitation sums.

4.A.2 Generation of the model state in the simulation year 2100

Comparisons between the two extrapolation methods were conducted for simulations with two different
species parameter sets for the focal species Ostrya carpinifolia Scop. (European Hop Hornbeam). The applied
parameters sets represent the moderate to optimistic range of plausible species parameters for O. carpinifolia
(Nabel et al., 2012; see Chapter 2), whereby in the moderate parameter set, the required DDsum>5.5 ◦C param-
eter was replaced with the optimistic parameter value. These two parameter sets were selected because they
resulted in a successful migration through the simulation transect in a previous study (Nabel et al., 2013; see
Chapter 3).

In this study, all simulations with the same species parameter set started in the simulation year 2100 from
the same model state, i.e. with the same set of values in TreeMig’s state variables. Thus, for each of the two
species parameter sets an own initial model state was generated.

Simulations to generate the model state in the simulation year 2100 started in 1400. In addition to O.
carpinifolia (with its two different parametrisations, respectively) 21 other species occurring in the simulation
area were included in the simulations (see supplementary material to Nabel et al., 2013; see Appendix 3.A). In
the initialisation phase (1400-1800) of the TreeMig simulations saplings of all species, except of O. carpinifolia,
were available throughout the whole simulation area. O. carpinifolia was restricted to the southern part of the
transect up to the 65th transect km north, which corresponds approximately to its current northern range limit
(cf. Brändli, 1998). In the simulation year 1800 this restrictionwas removed andO. carpinifolia started tomigrate
northwards.

For the initialisation phase (1400-1800) and for 100 subsequent years the bioclimate was extrapolated fol-
lowing the original TreeMig method drawing from distributions derived from a base period – here the first 30
years (1901-1930) of the downscaled and interpolated CRU data (Section 4.A.1.1). For 1901-2100 the available
deterministic annual time series of interpolated and downscaled climate data from CRU and the CLM calcu-
lated SRESA1B scenario was used. In 2100 all state variables were recorded (including hidden state variables
such as the current x-axis position of themast seeding sine-curve – see formula in the supplementary material
to Lischke et al., 2006). The recorded values were then loaded as state variables for each simulation with the
according species parameter set for O. carpinifolia.

4.A.3 Further speciϐication of the simulation setup

For this application no disturbances (other than climatically caused) were applied and seed dispersal was sim-
ulated deterministically. Borders of the simulation area were absorbing, i.e. no seeds came from outside the
simulation area and all seeds dispersed over the borders were lost. To avoid the spread of infinitesimal popula-
tion densities aminimumpopulation density threshold of one individual per km2 was applied (see Nabel et al.,
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2013; see Chapter 3). This minimum population density threshold thus also provides a threshold for mortality
in such cases in which mortality leads to less then one individual per km2.

Appendix 4.B Additional simulation results

4.B.1 Additional results from simulations with TreeMig

4.B.1.1 Abundance of Ostrya carpinifolia

In order to compare effects of the two applied extrapolation methods – spatially correlated (SC) and spatially
independent (SI) drawing – on the abundance of O. carpinifolia, the temporal development of the biomass
of O. carpinifolia was tracked for selected single cells. Selected were two neighbouring cells from the main
bottleneck area (see Fig. 4.1, main text) on the 42th transect km south and 119th km north (cell 1) as well as
118th kmnorth (cell 2), whichwere already used to showbioclimate influences resulting from the two different
drawing methods (see Fig. 4.2, main text). Additionally, three neighbouring cells on the southern side of the
transect were selected on the 21th transect km south: 42th transect km north (cell 3), 43th km north (cell 4)
and 44th km north (cell 5). The temporal development of the biomass of O. carpinifolia in these cells is shown
in Fig. 4.B.1 for the run with the maximum and the run with the minimum spread distance of O. carpinifolia in
the simulation year 3000, i.e. the runs in which O. carpinifolia expanded most and least, respectively. For these
runs, additionally, the correlation in the simulated biomass over time among cell 3, cell 4 and cell 5 is depicted
in Fig. 4.B.2 to stress the reduction in biomass correlations among cells in SI-runs compared to SC-runs.

4.B.1.2 Sum of the biomass of all simulated species (Total biomass)

Additional to the biomass of O. carpinifolia, the sum of the biomass of all simulated species (see Section 4.A.2)
in each cell of the simulation area was tracked for each century and as a sum over the simulation area on an
annual basis (Fig. 4.B.3). Similar to the sum of the biomass of O. carpinifolia (Fig. 4.5b,d in the main text), the
sum of the biomass of all species over the transect was invariant over time and repetitions for simulations with
SI extrapolation, while it varied (between 1 and 2Mt/ha) for simulations with SC extrapolation (Fig. 4.B.3b,d). In
panel a and c in Fig. 4.B.3, and in the samepanels in Fig. 4.5 in themain text, thebiomass residuals after subtract-
ing the biomass resulting for the year 2100 are shown. The results for the biomass of all species resemble the
results for the biomass of O. carpinifolia: different years and different runs simulated with SI extrapolation are
not visually discernible, whilst different years and different runs simulated with SC extrapolation perceivably
differ.

Among all runs and all years, several cells in the area of the Alps showed a loss in simulated species biomass
compared to the simulation year 2100 (blue coloured cells in Fig. 4.B.3a,c). This biomass loss compared to
the simulation year 2100 can be attributed to an overshooting in the biomass in TreeMig simulations after
early succession from bare ground (Lischke et al., 1998; Zurbriggen, 2013). Before the pronounced warming
under the SRESA1B scenario, the cells in the area of the Alps were too cold for any tree species to establish. A
warmer climate driver allowed several tree species to germinate and quickly grow in these cells due to little
light-competition – and a lack of other important processes restricting Alpine forests in the applied TreeMig
version (Zurbriggen, 2013). The sum of the simulated biomass of all species peaked around 2100 in the area of
the Alps followed by a subsequent decrease and stabilisation around 2300.

109



4. EĝęėĆĕĔđĆęĎĔē ĒĊęčĔĉĘ ċĔė ĈđĎĒĆęĊ ęĎĒĊ ĘĊėĎĊĘ ėĊěĎĘĎęĊĉ – ĘĕĆęĎĆđ ĈĔėėĊđĆęĎĔēĘ Ďē ĈđĎĒĆęĎĈ
ċđĚĈęĚĆęĎĔēĘ ĎēċđĚĊēĈĊ ĘĎĒĚđĆęĊĉ ęėĊĊ ĘĕĊĈĎĊĘ ĆćĚēĉĆēĈĊ Ćēĉ ĒĎČėĆęĎĔē

S
pa

tia
lly

 c
or

re
la

te
d

(S
C

) d
ra

w
in

g
S

pa
tia

lly
 in

de
pe

nd
en

t
(S

I) 
dr

aw
in

g

Run with maximum spread distance of Oc Run with minimum spread distance of Oc

all 100 runs mean of all 100 runs

c d{ {
1900 2100 3000

CRU, SRES A1B Extrapolated climate time series

2000 2200 2400 2600 2800 3000

0
30
60

0
5

0
0.5

0
15

0
15

2000 2200 2400 2600 2800 3000
0

15

0
30
60

0
5

0
0.5

0
15

0
15

15

Simulation year Simulation year

{ {
1900 2100 3000

CRU, SRES A1B Extrapolated climate time series

a b{ {
1900 2100 3000

CRU, SRES A1B Extrapolated climate time series

2000 2200 2400 2600 2800 3000

0
30
60

0
5

0
0.5

0
15

0
15

2000 2200 2400 2600 2800 3000
0

15

0
30
60

0
5

0
0.5

0
15

0
15

15

Simulation year Simulation year

{ {
1900 2100 3000

CRU, SRES A1B Extrapolated climate time series

transect
sum

(kt/ha)

cell 1
(t/ha)

cell 2
(t/ha)

cell 3
(t/ha)

cell 4
(t/ha)

cell 5
(t/ha)

transect
sum

(kt/ha)

cell 1
(t/ha)

cell 2
(t/ha)

cell 3
(t/ha)

cell 4
(t/ha)

cell 5
(t/ha)

Figure 4.B.1 : Comparison of the development of the abundance of Ostrya carpinifolia (Oc) over time for simulations with spatially
independent (SI – panel a and b) and spatially correlated (SC) drawing (panel c and d). Shown are time series for the runs with
the maximum and the minimum spread distance of O. carpinifolia in the simulation year 3000, i.e. the runs in which O. carpinifolia
expandedmost and least, respectively. All simulationswere conductedwith the optimistic parameter set forO. carpinifolia. Depicted
is the biomass of O. carpinifolia for the years 1900-3000 in ϐive different cells (in t/ha) and as transect sum (kt/ha). Selected were
two cells from the main bottleneck area (see Fig. 1, main text) on the 42th transect km south and 119th km north (cell 1) as well as
118th km north (cell 2), which were already used to show bioclimate inϐluences resulting from the two different drawing methods
(see Fig. 4.1,main text). Additionally, three neighbouring cells on the southern side of the transectwere selected on the 21th transect
km south: 42th transect km north (cell 3), 43th km north (cell 4) and 44th km north (cell 5). Whilst resulting biomasses appear to
be generally unsynchronised between cell 1 and 2 for all depicted runs, cell 3, 4 and 5 show correlations of the resulting biomass
over time for SC simulations (see also Fig. 4.B.2). Grey lines in the background are results from all 100 runs and the dashed red line
represents the running mean over these 100 runs. It should be noted that the y-axis of the different cells and the transect sum are
varied.
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Figure 4.B.2 : Comparison of the histograms and correlations of the biomass ofOstrya carpinifolia (Oc) among single cells for simu-
lationswith spatially independent (SI – panel a and b) and spatially correlated (SC) drawing (panel c and d). Shown are results from
runs with the maximum and the minimum spread distance of O. carpinifolia in the simulation year 3000, i.e. the runs in which O.
carpinifolia expanded most and least, respectively. All simulations were conducted with the optimistic parameter set for O. carpini-
folia. The histograms and correlations were calculated for the biomass of O. carpinifolia (t/ha) for the years 2100-3000 and three
neighbouring cells on the 21th transect km south: 42th transect km north (cell 3), 43th km north (cell 4) and 44th km north (cell
5). Scatter plots showing biomass values for cells resulting from simulations conducted with SC extrapolated bioclimate indicate
correlations. These correlations are not visible in the plots resulting from simulations with SI extrapolated bioclimate. Markers in
the scatter plot are printed half-transparent.
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Figure 4.B.3 : Sum of the biomass of all simulated species (total biomass) for different runs with the two extrapolation methods:
spatially independent (SI) and spatially correlated (SC) drawing. Depicted are maps for 2800, 2900 and 3000 of simulated total
biomass residuals (t/ha) after subtracting the total biomass resulting for the simulation year 2100, from when on the bioclimate
time series were extrapolated (panel a: SI drawing and panel c: SC drawing). In compliance with Fig. 4.5 in the main text, the run
with themaximum and theminimum spread distance of Ostrya carpinifolia (Oc) in the simulation year 3000 are shown, i.e. the runs
in which O. carpinifolia expanded most and least, respectively. In all runs the optimistic parameter set for O. carpinifolia was used.
Maps from simulations with SC drawing differ visibly over time and between the depicted runs, whilst in maps from simulations
with SI drawing hardly any differences are discernible. Discrepancy of SC and SI runs get particularly clear when comparing the
transect sums of the simulated biomass for 1900-3000. The transect sum resulting from runs with SI drawing is nearly invariant
over time and among realisations (panel b). For the SC drawn simulations, by contrast, the transect sum shows much larger and
more realistic variability over time and among realisations (panel d). Grey lines in the background are results from all 100 runs and
the dashed red line represents the running mean over these 100 runs. Several cells in the area of the Alps show a loss in simulated
species biomass compared to the year 2100 for all runs, which is due to a known overshooting problem in TreeMig (see text).
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4.B.2 Additional results from simulations with the cellular automaton

4.B.2.1 Summary statistics of conducted simulations

In total 2400 parameter combinations (see Table 4.2, main text) were simulated with the cellular automaton
(CA). Of these 2400 parameter combinations 1482 were successful, whereby we called a combination success-
ful if the northernmost occurrence in the furthest run for the parameter set exceeded the 5th row in the last
iteration. Of the 918 unsuccessful combinations 802 were unsuccessful for simulations with both methods to
generate environmental influences, 83 were only unsuccessful for simulations with spatially independent (SI)
and 33 for simulations with spatially correlated (SC) drawing. For all successful runs Table 4.B.1 shows whether
simulations with SC or SI drawing lead to on average faster migration, i.e. further northernmost occurrences.

Table 4.B.1 : Summary statistics of simulations conducted with the cellular automaton. 2400 different combinations of parameter
values were simulated with 100 repetitions each (see Table 4.2, main text). 1482 of these combinations were successful (here, a
combination is called successful if the northernmost occurrence in the repetition with the furthest spread distance exceeds the 5th

row in the last iteration). For all successful combinations this table summarises whether the mean (µ) and the standard deviation
(σ) of the distribution over the northernmost occurrence found in the 100 repetitions for the 100th iteration are larger for the runs
with spatially correlated (SC) or spatially independent (SI) drawing. For cases were the mean northernmost occurrences differed,
it was additionally tested (1) if the larger mean was greater than the 75th percentile of the distribution with the smaller mean
and (2) if the lowest (min) northernmost occurrence for the distribution with the larger mean was greater than the furthest (max)
occurrence of the distribution with the smaller mean. The mean, standard deviation and 75th percentile, as well as min and max
occurrences were rounded to integers (i.e. to row numbers).

µ of 100 repetitions σ of 100 repetitions
SI> SC SC> SI SC= SI SI> SC SC> SI SC= SI

total µSI > Q75SC* minSI >maxSC total µSC > Q75SI* minSC >maxSI total total total total
1113 865ƅ, Ɔ 357ƈ 285 267 42Ƈ 84 103Ɔ 1173ƅ, Ƈ, ƈ 206
(75%) (58%) (24%) (19%) (18%) (3%) (6%) (7%) (79%) (14%)
ƅ Fig. 4.7a Ɔ Fig. 4.7b Ƈ Fig. 4.7c ƈ Fig. 4.7d, main text
* Q75: 75th percentile

4.B.2.2 Spatial representation of the state of the cellular automaton

In simulations with the CA and SC drawn environmental influences the driver in each iteration is the same for
all cells, therefore, all same-aged cells are perfectly synchronised Fig. 4.B.4c,d.

4.B.2.3 Sensitivity to the environmental thresholds

As expected, mean spread distances of the 100 repetitions were higher for small thresholds for germination
(gthresh) and mortality (mthresh) for both drawing methods, independently of the other parameter values (see
Fig. 4.8 in the main text and Figs. 4.B.6 and 4.B.7). Variability among repetitions tended to be higher for inter-
mediate thresholds than for large or small thresholds (Figs. 4.8, 4.B.6 and 4.B.7). This is also expected, because
for mortality, large thresholds nearly always and small thresholds seldom lead to transitions from juvenile to
empty, and for germination, small thresholds nearly always allow and large thresholds nearly always prevent
transition from empty to juvenile.

Two different normal distributionswere used to generate the environmental driver for simulationswith the
CA (Fig. 4.B.5). Both distributions had the expectation value zero, one with standard deviation one (σ = 1), the
other with standard deviation two (σ = 2). In simulations with σ = 1 mean northernmost occurrences differed
stronger among different values for gthresh andmthresh than in simulations with σ = 2 (Fig. 4.B.6). This is logical
because the normal distribution with the higher standard deviation is flatter and accordingly the probability
for more extreme environmental influences is higher (Fig. 4.B.5).
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Figure 4.B.4 : Spatial representation of the driver and the state of the cellular automaton for different runs with the two methods
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the simulations with the cellular automaton. Panel a: N(0, 1), panel b: N(0, 2).
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Figure 4.B.6 : Mean and interquartile range (IQR) of the northernmost occurrences (NO in number of rows) in applications of
the cellular automaton as a function of all values simulated for the mortality threshold (mthresh) and the germination threshold
(gthresh), for the two different normal distributions used to generate the environmental driver. Depicted are the mean (panel a-d)
and the IQR (panel e-h) of thenorthernmost occurrences in the100th iteration, calculated from100 repetitionswithneighbourhood
2 (see Fig. 4.3, main text), maturity age agemat = 5 and number of required seed sources sthresh = 3, for spatially independent (SI)
and spatially correlated (SC) drawing and the two different values for σ, respectively. The red crosses in the surface plots for σ = 1
(panel a,b,e and f) depict the parameter combination shown in Fig. 4.7a, main text.
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Figure 4.B.7 : Mean and interquartile range (IQR) of the northernmost occurrences (NO in number of rows) in applications of
the cellular automaton as a function of all values simulated for the mortality threshold (mthresh) and the germination threshold
(gthresh). Depicted are the mean (panel a-d) and the IQR (panel e-h) of the northernmost occurrences in the 100th iteration, cal-
culated from 100 repetitions for spatially independent (SI) and spatially correlated (SC) drawing and two different parameter sets,
respectively. Panel a,b,e and f depict results from simulations with neighbourhood 2 (see Fig. 4.3 main text), maturity age agemat =
10 and number of required seed sources sthresh = 3. Panel c,d,g and h depict results from simulations with neighbourhood 2, ma-
turity age agemat = 3 and number of required seed sources sthresh = 10. The red crosses in the surface plots depict the parameter
combination shown in Fig. 4.7b (panel a,b,e and f) and Fig. 4.7c (panel c,d,g and h) in the main text, respectively.
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Abstract

Models applied to simulate the impact of climate change on vegetation dynamics generally face the trade-
off between computational expenses (computation time and memory) and modelled detail. Models used for
simulations of large areas (e.g. continental) often abstract processes entailing spatial linkages, e.g. species mi-
gration, and have too coarse resolutions to depict microsite heterogeneity. Regional to local models, on the
other hand, are more detailed, but their computational expenses prevent applications on larger scales. For
manageable and accurate simulations of vegetation dynamics on large scales, small-scale dynamics need to
be integrated with large-scale applications in a balanced way. Several methods have been proposed and ap-
plied to expedite the integration of scales. However, each method has different advantages and drawbacks
and the applicability of a method also strongly depends on the initial model and on the research question.

Here we present a conceptual framework for a further step integrating the scales in simulations with spa-
tially explicit, time- and space-discrete models simulating vegetation dynamics under climate change. In such
models, grid cells with similar environmental drivers and species compositions often entail repetitive calcu-
lations. Our method strives to reduce this redundancy and aims to disentangle repetitive calculations from
processes specific to single cells. The proposed method is based on a dynamic two-layer classification (D2C)
concept, in which the majority of processes is simulated in representative cells constituting the coarse layer,
and only processes which might lead to changes specific to a single cell are simulated on the original grid,
i.e. the fine layer. This new concept is a further step to enable the simulation of more detailed small-scale dy-
namics on a larger scale. We provide an example applying the D2C concept with the forest-landscape model
TreeMig and shortly discuss its advantages and limitations.

5.1 Introduction

Spatiotemporal vegetation dynamics play a central role in earth system processes, and large-scale changes in
vegetation structure and distribution can influence the entire system (Fischlin et al., 2007). Changes in the veg-
etation structure, in turn, are driven by processes on various scales, ranging from photosynthesis on very small
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scales and competition for light and disturbances on intermediate scales up to large-scale disturbances and
species’ migration (Neilson et al., 2005; Fischlin et al., 2007). Models applied to study vegetation dynamics suf-
fer from limitations when trying to simulate interacting small and large-scale forest dynamics on a large extent.
Generally, processes and influences represented in a model result from trade-offs between accuracy on one
side, and computational feasibility and efficiency as well as parametrisation requirements on the other side
(Huntley et al., 2010). Available dynamic vegetationmodels can broadly be classified into large and small-scale
models. Large-scale models – essentially dynamic global vegetation models (DGVMs) – avoid spatially linking
processes and use coarse spatial (e.g. 50-200 km2) or taxonomic resolutions (plant functional types instead of
single species). Furthermore, they disregard or strongly simplify processes requiring small-scale information,
such as local competition for light (Fisher et al., 2010). Small-scalemodels, on the other hand, often incorporate
important small-scale processes and drivers, but are computationally too expensive (time and required mem-
ory) to be used for large area simulations. Particularly, the naïve approach to enable simulations of larger areas
by coarsening the grid cell resolution has been shown to introduce large discretisation errors (e.g. Bocedi et al.,
2012). Furthermore, high computational expenses often not only result from the fine resolution, but from the
simulation of processes which are usually neglected in large-scale models, for example, spatial linkages be-
tween grid cells (Nabel et al., 2013; see Chapter 3). Typical cell side lengths of small-scale models are 25m to
1km and simulated extents seldom exceed the size of a small country or federal state.

Several methods have been proposed and applied to reach a stronger integration of the scales, either in a
top-downmanner refining large-scalemodels (Fisher et al., 2010) or as bottom-up approaches to upscale small-
scale models (Urban et al., 1999; Lischke et al., 2007; Auger et al., 2012). The majority of upscaling methods
assume that fine-scale components of a modelled system can be represented on a coarse scale through skilful
selections and aggregations (Lischke et al., 2007). Such aggregations can be temporal, spatial or functional,
i.e. regarding processes or state variables. There is amanifold ofmethods, ranging fromanalytical aggregations
(Auger et al., 2012) to adaptive gridmethods, inwhich discretisations in time and space are dynamically refined
or coarsened according to local gradients (Zumbusch, 2003). Other methods use parts of the original model
to obtain information for coarser scales. This is for example the case with so-called equation free approaches,
which calculate andevaluate selected small-scale experiments to attain the state on the coarse scale at a certain
point in time (Kevrekidis and Samaey, 2009). A common way to completely change the computation scale is
the so-called meta-modelling, involving the development of a new coarse-scale model, parameterised with
results of representative small-scale model simulations (Urban et al., 1999).

Most of the listedmethods are constrainedby certain assumptions, some are not suitable formore complex
models and others replace the complex fine-scale model by a simpler coarse-scale model, which then is only
valid under specific conditions. In the end, the applicability of a method strongly depends on the initial model
and on the investigated research question. Models simulating vegetation dynamics are often implemented
as discrete grid-based systems with or without spatial linkage of the single cells. For this kind of models we
developed a method which aims to provide a further step in the integration of detailed small-scale dynam-
ics with larger-scale applications. In the following we describe the concept of the method and present a first
implementation and test.

5.2 The dynamic two-layer classiϐication concept

The proposed dynamic two-layer classification (D2C) concept relies on the fact that inmany grid-basedmodels
simulating sessile organisms, grid cells with similar abiotic drivers are covered by comparable species compo-
sitions. Provided the abiotic drivers influencing the cells follow the same temporal pathways, cells with similar
species compositions will continue to follow the same successional paths until cell-specific influences, such
as immigration or disturbances, cause deviations of the species compositions among single cells. Cells with
comparable abiotic drivers can hence lead to repetitive calculations. The D2C concept aims to reduce this
redundancy by disentangling repetitive calculations from processes specific to single cells in a dynamic and
adaptive way.
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5.2. The dynamic two-layer classiϐication concept

When upscaling a model with the D2C concept, processes which might lead to changes specific to a single
cell, such as dispersal, recruitment and disturbances, are simulated on the original fine grid constituting the
first layer. All other processes (e.g. light competition, growth and seed production) are simulated on the sec-
ond layer solely consisting of representatives to which the cells of the first layer are assigned. Each element of
the second layer represents all first-layer cells with similar environmental influences and similar species com-
positions, i.e. one type of first-layer cells. In order to classify the first-layer cells into types, thresholds have to be
specified determining similarity of environmental drivers and of the model state variables describing species
quantities and properties (e.g. size or age) in a cell. The number of these representatives, i.e. the number of
types, can be dynamic, since processes simulated on the first layer can cause splits, and therefore new types.
A split would, for example, be necessary when formerly absent species establish in only some of the cells as-
signed to one type. On the other hand, representatives which are similar enough according to the specified
thresholds can bemerged. This can, for example, happen when two representatives both reach a similar state,
after being simulated separately because a species immigrated at different points in time (e.g. Fig. 3.1).

a

time

b c  

Figure 5.1 : Simple example for the dynamic two-layer classiϐication concept. (Panel a) Cells with similar species compositions are
depicted in the same shade of green. (Panel b) Similarity thresholds the species compositions and on model drivers determine the
classiϐication of ϐirst-layer cells (grey underlying grid) in different types (numbers) each constituting a second layer representative.
The assignment of ϐirst-layer cells to their representatives (frames formed by the black lines) can change over time: processes sim-
ulated on the ϐirst layer can cause splits, for example seed dispersal, leading to new representatives (e.g. 7 – panel c). Second-layer
processes change properties of the representatives (panel c – asterisks). Dynamics simulated on both layers can lead to changed
associations due to merges and splits (e.g. changed frames panel b, c).

5.2.1 How to apply the D2C concept

In order to apply the D2C concept for a certain model, the following steps have to be conducted:

1. Modelled processes have to be assigned to the two different layers, i.e. the layer representing the fine
scale, where processes are calculated for each cell, and the coarse-scale layer, where only representatives
are evaluated. Processes which might lead to changes specific to a single cell, such as dispersal, recruit-
ment and cell-specific disturbances need to be simulated on the first layer. All other processes (e.g. light
competition, growth and seed production) can be simulated on the second layer.

2. Similarity thresholds have to be specified for the environmental drivers and for model state variables de-
scribing species quantities and properties in a cell. These thresholds determine the number of resulting
representatives and therefore control largeparts of the trade-offbetween computational expenses (com-
putation time and memory) and accuracy¹. There are multiple ways to specify the similarity thresholds.
The simplestwaywould be to predefine amaximumnumber and to equidistantly stratify the range of en-
vironmental influences and expected species abundances. Alternatively, heuristics could be developed
to determine the thresholds and to control similarity comparisons. One example are heuristics linked to

¹Here accuracy is deϐined as the similarity of simulation results with two layers compared to results when simulating all pro-
cesses on the original ϐine layer.
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ingrowth: small changes in the ingrowth of established species might not lead to changes in the species
composition, as opposed to changes for non- or underrepresented species. Thresholds in this example
hence depend on the momentary situation of a considered site.

3. Whilst splits are required as soon as any of the thresholds would be violated, merges on the second layer
do not necessarily have to be conducted in each iteration. Testing for similarity among all different rep-
resentatives in each iteration would involve high computational expenses. An efficient application of
the D2C concept therefore should also implement heuristics to reduce the overhead involvedwith these
membership decisions. Merging could, for example, only be considered after certain time intervals or for
representativeswith a specific age. Another applicable heuristicwould be to restrict comparisons among
representative cells to groups with similar environmental conditions.

The assignment of the first-layer cells to representatives on the second layer at the beginning of a simulation
depends on how the state variables of a model run are initialised. Manymodels simulating vegetation dynam-
ics are initialised by a so-called spin-up from bare ground, i.e. without pre-assigned species’ distributions. In
this case, a simulation will start with a small number of representatives classified according to the similarity
thresholds for the environmental drivers and will increase with simulation time. If the simulation area, on the
other hand, is initialised based on species occurrence or abundance data, this data also needs to be classified,
which is done according to the similarity thresholds for species compositions.

5.2.2 When to apply the D2C concept

We expect the D2C concept to be suitable for spatially explicit and linked, time- and space-discrete models in
which repetitive calculations for cells with similar environmental drivers and species compositions constitute
a big share of the computational expenses. In such cases, the separation into two different layers reduces the
memory usage, since not all state variables have tobe stored for the fine layer anymore and reduces the compu-
tation time for processes nowexecuted on the coarse layer. Hence, the concept is expected to be suitablewhen
the main share of the local processes are realised as deterministic processes (as done in the forest-landscape
model TreeMig – see below and Lischke et al., 2006) or if stochastic processes are only realised as patch repli-
cations within each cell (as in the second generation DGVM LPJ-Guess – Hickler et al., 2012). The D2C concept
will not be suitable when processes linking first-layer cells predominate the computational expenses or in case
of a high variability in species compositions among first-layer cells with similar environmental influences. A
high variability in species compositions can especially be expected when the species composition in a cell
strongly depends on stochastic processes which are not realised as within cell patch replications (as in the
forest-landscape model Landclim – Schumacher et al., 2004).

5.3 Applying the D2C concept to the forest-landscape model TreeMig

The forest-landscape model TreeMig is a dynamic time- and space-discrete intermediate-complexity model
simulating the dynamics and spatial interactions of multiple competing tree species (Lischke et al., 2006). De-
pending on the simulation setup, the TreeMig Fortran implementation used in the following (TreeMig-Netcdf
2.0 – Nabel et al., submitted) has a computation time of approximately 0.2-0.7 millisecond for each cell and
year on a 2.8GHz AMDOpteron CPU and amemory usage of approximately 5kB per cell (see Table 5.1 for some
examples). The computational expenses hence constrain large-scale applications.

TreeMig simulations are driven by annual time series of three bioclimate variables per simulation cell (listed
in Fig. 5.2b). Thesebioclimate variables are derived frommonthly average temperatures andprecipitation sums
in combination with static information on slope and aspect of the terrain and water storage capacity for each
cell (Lischke et al., 2006). Hence, the number of fluctuating environmental drivers is small and they are, more-
over, correlated among each other and in space (Nabel et al., submitted; see Chapter 4). These properties imply
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that TreeMig potentially requires a smaller number of representatives than a model with more or uncorrelated
fluctuating environmental drivers.

TreeMig itself is already the result of a previous upscaling. The state variables are real-valued densities of
seeds per tree species in the seed bank and of population densities of tree species in a constant number of
distinct height classes per grid cell. These state variables represent mean densities determining Poisson distri-
butions of the population density on a given unit area (the ’patch’ area) and can be regarded as a deterministic
representation of the local spatial forest heterogeneity (Lischke et al., 1998, 2006). This deterministic represen-
tation of the species composition on a constant number of height classes makes TreeMig particularly suitable
for the application of the D2C concept because it implies less variability among different cells with similar envi-
ronmental drivers. The discretisation to a constant number of height classes, furthermore, reduces the number
of similarity thresholds required to test if representatives can be merged.

The first step to apply the D2C concept to a model requires the assignment of simulated processes to the
two layers. In simulations with TreeMig the main share of the local processes are realised as deterministic pro-
cesses which can be assigned to the coarse layer. Stochastic influences on the local processes can stem from
purely random cell-specific disturbances (Lischke et al., 2006) or from random but spatially autocorrelated bio-
climatic influences (Nabel et al., submitted; see Chapter 4). Therefore, single-cell disturbances and bioclimatic
influences have to be simulated on the fine layer. Additionally, TreeMig simulations can be conducted with or
without spatial linkage via seed dispersal. In simulations without spatial linkage all seeds stay in the producing
cell which is what is typically done in models applied on larger scales. In simulations with spatial linkage seeds
produced in a cell are distributed to its neighbourhood following deterministic or stochastic species-specific
dispersal kernels. Since seeds are distributed to the neighbours of a cell, dispersal has to be simulated on the
fine layer, together with associated seedbank dynamics (see Lischke et al., 2006).

5.3.1 Preclustering the bioclimate inϐluences to assign representatives

In a first attempt to apply the D2C concept to TreeMig and to assess possible gains of its implementation,
we established static assignments to representatives following a clustering of the bioclimate space. This ap-
proach was selected because TreeMig simulations are strongly influenced by its three bioclimate drivers (listed
in Fig. 5.2b), whose interannual fluctuations are highly spatially correlated (Nabel et al., submitted; see Chap-
ter 4). For these first tests we selected a nested set of three simulation areas: a small transect embedded in
a larger transect, which itself is embedded in Switzerland (Fig. 5.2a). All of these simulation areas are gridded
with a cell side length of 200m. We clustered the bioclimate influences with three sets of bioclimate classes
(E1, E2, E3 – Fig. 5.2b) equidistantly distributed over the bioclimate space derived for Switzerland from an SRES
A1B scenario simulation with RCA3 (Kjellström et al., 2005) downscaled to 200m cell side length based on an
interpolated grid of MeteoSwiss weather stations.

To derive the representatives for each of the three simulation areas and to assign the single cells to these
representatives we clustered the bioclimate time series of the SRES A1B scenario (1961-2100) following four
steps: (1) We defined the average of the first and the last 30 years, as well as the average over the whole time
span as sampling points. (2) For all cells we calculated the sampling points for each bioclimate variable and
assigned them to the closest bioclimate class of the applied sets (Fig. 5.2b). (3) Cells with the same class for
all three bioclimate variables and all sampling points were assigned to the same representative. (4) Finally, we
derived bioclimate time series for the representatives by averaging the values of the associated cells for each
year and variable.

Results from TreeMig simulations with two layers based on the assignment to the obtained representatives
were compared to results from simulations on the single layer². Comparisons of the overall resulting biomass
and the biomass resulting for single species were conducted with a similarity coefficient (Equation 5.1) previ-

²All simulations were conducted for 1100 years starting in 1400with a spin-up from bare ground. Bioclimate for years exceed-
ing the scenario (i.e. 1400-1960 and 2101-2500) was extrapolated by sampling single years for the entire simulation area from a
base set derived from the ϐirst (1961-1990) and the last 30 years (2071-2100), respectively (see Nabel et al., submitted; Chapter 4).
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Figure 5.2 : (Panel a) Nested simulation areas used for simulations with a D2C TreeMig implementation. The map shows the
values of the bioclimate variablesDDsum > 5.5°C (sum of daily mean temperatures above 5.5°C) derived from the applied climate
scenario for the year 2100. (Panel b) Applied sets of bioclimate classes.

ously used in various inter- and intramodel comparisons (e.g. Lischke et al., 1998; Nabel et al., 2013; see Chap-
ter 3).

SCy = 1−
∑#cells

i=1 |Dsumi,y |∑#cells
i=1 Ssumi,y

(5.1)

The similarity coefficient (SC) for a year (y) of a run with two layers compared to the run on the single
layer is calculated as the ratio of the sum of the absolute biomass differences (|Dsum|) of cells with the same
coordinates (i) in this year and their sum (Ssum). When comparing the biomass per species, differences for each
species are calculated separately. The SC can range from zero to one, with one resulting for a perfect match
and zero for no similarity.

5.3.1.1 Simulating without spatial linkage

We calculated the similarity coefficient (SC) to compare simulations with two layers and the single layer over
time, for simulations without spatial linkage, i.e. without seed dispersal to neighbouring cells andwith an addi-
tional steady supply of seeds of all species in all cells (Fig. 5.3). The SCs resulting from the comparisons indicate
that the simulation results are fairly similar. The nearly identical results in the spin-up diverge in the transient
phase of climatewarming after 2000 and subsequently stabilise ondifferent levels dependingon the resolution
of the applied set of representatives (E1-E3). Since these simulations were conducted without spatial linkage
and with no other stochastic influences than the bioclimate extrapolation, these comparisons show the error
due to the clustering of the bioclimate and could further be reduced using a finer classification or additional
sampling points. Simulations with different sets of representatives involve large differences in computational
expenses compared to the simulation on one layer (see Table 5.1).

5.3.1.2 Simulating with spatial linkage

Simulations with the same setup as described above but with spatial linkage via seed dispersal and without
additionally supplied seeds were conducted. These simulations, in which ingrowth to a representative was
simply averaged from the associated fine layer cells, led to a reduction in the similarities (Fig. 5.4). Thememory
usagewas about the sameas for the simulationswithout spatial linkage, however, computation times increased
strongly for both, simulations on one and simulations on two layers (Table 5.1). This increase in computation
time was expected and is due to the higher common expenses due to the simulation of dispersal between
fine layer cells. One consequence of this increase in ’base load’ is that the gain in computation time between
simulations on one and on two layers is also decreased.
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Figure 5.3 : Similarity coefϐicients (SCs) comparing results from simulationswithout spatial linkage conductedwith one or two lay-
ers. The graphs showSCs for the biomass resulting for all and for the single species over time. Each colour represents SCs comparing
results of the simulations with one layer to simulations with one of the applied sets of bioclimate classes (E1-E3 – Fig. 5.2b); lines
of the same colour are repetitions with different pseudo-random number streams (PRNS) used to extrapolate bioclimate inϐluences
(ϐive for the two transects, two for Switzerland). Comparisons were conducted between runs with the same PRNS.

Table 5.1 : Statistics for simulations with the three applied clustering schemes (E1-E3 – Fig. 5.2b) compared to simulation on one
layer. Simulations were conducted without (F) and with spatial linkage (T) via seed dispersal.

Small transect Large transect Switzerland
ORG E1 E2 E3 ORG E1 E2 E3 ORG E1 E2 E3

Reps.ƅ #100 125 12 3 1 1250 35 8 2 #1000 1920 56 11 2
(%) (9.6) (2.4) (0.8) (2.8) (0.6) (0.2) (2.9) (0.6) (0.1)

F CPU min. 63.2 6.3 1.8 0.5 618.1 23.2 5.6 1.7 hours 68.1 32.4 8.1 1.5
timeƆ (%) (10.0) (2.8) (0.8) (3.8 ) (0.9) (0.3) (%) (47.6) (11.9) (2.2)

T CPU min. 79.2 30.5 26.4 24.7 859.3 336.5 323.8 322.0 hours 95.6 40.6 37.1 36.7
timeƆ (%) (38.5) (33.3) (31.2) (39.2) (37.7) (37.5) (%) (42.5) (38.8) (38.4)
Heap MB 83.7 29.1 25.0 23.8 679.0 92.4 79.4 76.5 GB 10.2 1.2 1.0 0.9
mem.Ƈ (%) (34.8) (30.0) (28.4) (13.6) (11.7) (11.3) (%) (11.4) (9.8) (8.8)

ƅ Reps.: Rounded number of representatives (E1-E3) or cells (ORG) divided by 100 (small and large transect) and 1000 (Switzer-
land).

Ɔ CPU-time: computation time on a 2.8GHz AMD Opteron CPU measured with the intrinsic Fortran procedure CPU_TIME and
averaged over ϐive (small and large transect) or two (Switzerland) repetitions for each simulation setup.

Ƈ Peak heapmemory: measuredwith the heap proϐilerMassif, a tool included in the Valgrind framework (Nethercote and Seward,
2003).

5.3.2 Discussion and Outlook

The example application of the D2C concept with TreeMig showed a reasonable gain in computational ex-
penses which, for example, could be used to increase the simulated extent or to refine the resolution of the
simulation area. At the same time, the application demonstrated limitations of the concept, in particular the
loss of accuracy in simulations with spatial linkage caused by the averaging of the ingrowth from the fine layer.
The introduced error will in particular cause problems in simulations where many species migrate in the sim-
ulation area, or where the migration of single species should be tracked. The next step to address such situa-
tions needs to be the implementation of dynamic partitioning and merging of representatives. However, the
overhead introduced with these dynamic decisions will inevitably further reduce the gain in computational
expenses, in addition to the reduction already involved with the spatial linkage. For simulations with spatial
linkage, the D2C concept will hence only lead to reductions in computational expenses if efficient heuristics
for the partitioning and the merging can be identified (see Section 5.2.1 for examples). Despite these pitfalls,
the D2C concept has several advantages compared to other methods. It particularly allows retaining the fine
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Figure 5.4 : Similarity coefϐicients (SCs) resulting for simulations with spatial linkage (Please see caption of Fig. 5.3).

resolution for important small-scale processes and for the simulation results, as opposed to other methods,
such as equation free approaches or meta-modelling, which work with model results on a coarser scale. A fur-
ther important advantage is that the representatives are not constrained to predefined spatial arrangements
in contrast to, for example, adaptive meshing methods, which can only aggregate cells to compact regular
shapes.
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concept: a dynamic upscaling method to
reduce computational expenses in spatial
simulations of vegetation dynamics

Manuscript

Julia E. M. S. Nabela,b

aDepartment of Environmental Systems Science,
Swiss Federal Institute of Technology ETH, 8092 Zurich, Switzerland

bLandscape Dynamics, Swiss Federal Institute for Forest,
Snow and Landscape ResearchWSL, Zürcherstrasse 111, 8903 Birmensdorf, Switzerland

Abstract

1. Models used to conduct spatio-temporal impact studies of climatic changes on vegetation dynamics need
to balance required accuracy with computational feasibility. To enhance the computational efficiency of these
models, upscaling methods are required that maintain important fine-scale processes influencing vegetation
dynamics.
2. In this paper, an adjustable method – the dynamic two-layer classification (D2C) concept – for the upscaling
of time- and space-discrete models is presented which aims to disentangle potentially repetitive calculations
from processes specific to single cells. The idea of the method is to extract processes that do not require in-
formation on the spatial position of a cell in the simulation area to a reduced-size non-spatial layer, which is
introduced in addition to the original two-dimensional layer. Cells on the two-dimensional layer are dynami-
cally associated with elements on the non-spatial layer, on which the extracted processes are simulated.
3. I present how the method can be implemented in an intermediate-complexity forest-landscape model and
provide different application examples. Based on these examples, the trade-off between computational ex-
penses and accuracy, as well as the applicability of the D2C concept to upscale time- and space-discrete mod-
els, are discussed.
4. The application examples demonstrate that the D2C concept has the potential to strongly reduce compu-
tational expenses required for processes calculated on the non-spatial layer, and that the D2C concept is a
valuable upscaling method for models and applications in which spatial processes constitute the minor share
of the overall computational expenses.

6.1 Introduction

Spatio-temporal impact studies of climatic changesonvegetationdynamics areoften conductedwith so-called
dynamic vegetation models (DVMs, sensu Snell et al., accepted; see Appendix A). DVMs are usually imple-
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mented as time- and space-discretemodels, simulating important ecological processes, such as establishment,
growth andmortality, under consideration of biotic and abiotic influences. As all models do, DVMs need to bal-
ance accuracy with computational feasibility and parametrisation requirements (Huntley et al., 2010; He et al.,
2011). Modelled processes and their level of detail vary among DVMs, with a close link to the apparent trade-
off between spatial resolution and spatial extent of the simulation area: DVMs which simulate small-scale pro-
cesses with a fine spatial resolution (< 1km2) often have high computational expenses and can only operate
on much smaller spatial extents than those with coarser resolution neglecting small-scale heterogeneity (see
examples listed in Snell et al., accepted; see Appendix A). There is a steady increase in the spatial extents that
small-scalemodels canbe applied on, due to increasing computational capacities and the availability of cost re-
ductions via pure computationalmethods (mainly code optimisations anddifferent parallelisation techniques).
Nevertheless, there is still a gap in what can be studied with small- and large-scale models. One of the main
reasons for this gap is the fact that the spatial resolution onwhich a process is simulated canmarkedly influence
simulation results, such that decreasing the spatial resolution to increase the spatial extent risks introducing
strong biases, such as replacing rare with dominant forest types (He et al., 2011), or overestimating dispersal
distances and population sizes (Bocedi et al., 2012). Thus, there is a need to develop upscaling methods that
maintain required fine resolution for important small-scale processes (Bocedi et al., 2012).

Many upscaling methods have been proposed and applied in the context of ecological modelling (see
e.g. Urban et al., 1999; Lischke et al., 2007; Auger et al., 2012). Most of these methods seek to aggregate small-
scale information to a coarser scale; these aggregations can be temporal, spatial or thematical, i.e. regarding
simulated processes or state variables. When the fine spatio-temporal resolution should bemaintained (as rec-
ommended by Bocedi et al., 2012) remaining possibilities for cost reductions are thus thematical. One example
finding broad application in DVMs is the aggregation of individuals with similar properties into cohorts, such
that solely one representative calculation, instead of multiple replicate calculations, needs to be conducted
(for this and further examples see Snell et al., accepted; see Appendix A). In this paper I present an adjustable
upscalingmethodwhich also is based on such a similarity approach: the dynamic two-layer classification (D2C)
concept.

Themotivation for theD2C concept is the observation that simulationswith time- and space-discreteDVMs
entail redundant replicate calculations when different simulation cells share similar state variables and drivers
for long periods of time. The D2C concept aims to avoid such redundant calculations by dynamically com-
bining cells to groups with similar properties, for which subsequently only one representative calculation is
conducted. The property of time- and space-discrete DVMs to lead to redundant replicate calculations has al-
ready been used to decrease computational expenses in finite state individual basedmodels with a simple age
based succession (Yang et al., 2011) and for spatially-explicitmodelswithout spatial linkage (Nabel and Lischke,
2013; see Chapter 5). These two cases can be regarded as restricted application cases and will be picked up in
the discussion.

In the following I will outline the basic principles of the D2C concept. Subsequently I will present an im-
plementation of the D2C concept using the example of an intermediate-complexity DVM, the forest-landscape
model TreeMig (Lischke et al., 2006), and I will examine its applicability with two different applications scenar-
ios.

6.2 The dynamic two-layer classiϐication (D2C) concept

The D2C concept aims to increase the computational efficiency of time- and space-discrete DVMs through
identification and elimination of redundant calculations. Such redundancies can occur in simulations with a
DVM because cells with comparable species’ composition and abundances, i.e. comparable values in the cells’
state variables, tend to follow the same successional paths provided that their abiotic drivers follow the same
temporal pathways andprovided that noneof the cells is subject to any cell-specific deviations, such as entailed
by disturbances or immigration. The target models for the D2C concept considered here are complex, two-
dimensional (i.e. spatially linked) DVMs, as opposed to spatially one-dimensional DVMs (sensu Fisher et al.,

136



6.2. The dynamic two-layer classiϐication (D2C) concept

2010) or such with a decreased complexity (e.g. only considering species’ presence and absence). Such DVMs
can be considered restricted application cases and are picked up in the discussion.

The idea behind the D2C concept is to only simulate such processes on the original two-dimensional layer,
i.e. for all simulated cells, which use information on the spatial position of a cell relative to other cells in the sim-
ulation area. One example for such processes is seed dispersal using source and sink positions. Processes using
information on the spatial position of a cell can entail cell-specific deviations, for example inflow of seeds of a
new species not contained in otherwise similar cells. All other processes, such as light competition, growth or
seed production are simulated on a new associated non-spatial layer (Fig. 6.1). Each element of the non-spatial
layer represents a certain type of cells on the two-dimensional layer, characterised by prevailing abiotic condi-
tions and momentary species’ composition and abundances. Each cell of the two-dimensional layer, in turn,
is associated with one element of the non-spatial layer (visualised in Fig. 6.1 with numbers). However, neither
this association, nor the number of elements on the non-spatial layer need to be static. Processes simulated on
the two-dimensional layer can require addition of new elements to the non-spatial layer, for example, when a
species newly establishes after being dispersed to some but not all cells represented by one element. It is on
the other hand possible that elements on the non-spatial layer can be merged when they are similar enough
in all state variables and in their abiotic drivers.

a

time

b c
1 1 41 4
1 1 41 4

3 3 32 2
3 3 33 3

1 1 41 4
2 2 21 2
2 2 21 3
2 2 22 2
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3 3 33 3
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Figure 6.1 : Visualisation of the dynamic two-layer classiϐication concept. (Panel a) Pre-deϐined similarity criteria (e.g. on climate
and species’ compositions) are used to classify similar cells to distinct types. Cells of the same type are coloured with the same
shade of green. (Panel b) For each type of cells one element is required on the non-spatial layer (coloured row, bottom). Cells on the
two-dimensional layer (2D-grid, top) are associated to these elements (numbers represent associations). Species’ compositions can
change over time due to processes simulated on both layers (changes from panel b to c in the coloured row, bottom). Furthermore,
associations between the layers can change (changes of numbers from panel b to c), for example, when processes simulated on the
spatial-layer (e.g. seed dispersal) lead to differences among cells associatedwith the same element of the non-spatial layer violating
any speciϐied similarity criteria.

To apply the D2C concept, the processes of a model and its state variables need to be disentangled and
assigned to the two layers, the two-dimensional layer and the non-spatial layer. Additionally, one must define
the exchange of status information between cells on the two-dimensional layer and their associated elements
on thenon-spatial layer. The assignment of processes and thedefinitionof the interfacebetween the two layers
are critical steps because the information directed from the cell to the elements on the non-spatial layer is used
to test if associations are still valid, or if an element needs to be split up. To control splits, but also to test if two
elements on the non-spatial layer are similar enough to bemerged, similarity criteria need to be defined for the
abiotic driver and for the model state variables. The potential for reductions of computational expenses with
the D2C concept will be influenced by (1) the base load due to processes simulated on the two-dimensional
layer, i.e. processes requiring information on the spatial position of a cell; (2) the number of elements on the
non-spatial layer, which in turn is controlled by the specified similarity criteria; and (3) the overhead introduced
formanagingelementson thenon-spatial layer, associationsbetween the two layers and theexchangeof status
information between the layers.
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6.3 Methods

6.3.1 Implementation of TreeMig-2L

I demonstrate the implementation of the D2C concept using the example of the forest-landscape model
TreeMig (Lischke et al., 2006). TreeMig is an intermediate-complexity DVM simulatingmultiple competing tree
species and allowing for explicit simulation of tree species’migration, with the rare advantageof including seed
dispersal and subsequent regeneration processes (Thuiller et al., 2008). Descriptions in the following refer to
the TreeMig two-layer implementation TreeMig-2L, implemented in Fortran and based on TreeMig-Netcdf 2.0
(Nabel et al., submitted; see Chapter 4) . Additional details on the implementation are given in Appendix 6.A.

6.3.1.1 TreeMig’s drivers and state variables

TreeMig simulations require time series of three different annual bioclimatic drivers: theminimumwinter tem-
perature, the sum of daily mean temperatures above 5.5 ◦C, and an index denoting the severity of droughts
(Lischke et al., 2006; Nabel et al., submitted; for the latter see Chapter 4). TreeMig’s state variables are popula-
tiondensities of tree species in a constant number of height classes per grid cell (Lischke et al., 2006). In addition
to these population densities describing established individuals, TreeMig also stores densities of seeds per tree
species, representing the seed bank of a cell.

6.3.1.2 Assigning processes to the different layers

Most of the processes simulated with TreeMig do not require information on the position of the cell relative
to other cells in the grid: competition for light, growth, mortality and production of seeds in a cell only use
information that is independent of other cells. Therefore, these processes can be simulated on the new non-
spatial layer (Fig. 6.2). In TreeMig-Netcdf 2.0, the only process which requires information on the position of a
cell is seed dispersal, which thus has to be simulated on the two-dimensional layer. For TreeMig-2L simulations
to be efficient, associations between cells on the two-dimensional layer and elements on the non-spatial layer
need to be as long-lived as possible, i.e. re-merging of elements with a very recent split needs to be prevented,
and splits should only be conducted if they entail actual changes in species’ compositions. The availability of
seeds of a species, however, does not necessarily have to lead to changes in the species’ composition, because a
speciesmight not be able to regenerate in a cell. Therefore, the entire regeneration processwas assigned to the
two-dimensional layer (Fig. 6.2), although seed dispersal is the only process in the current version actually re-
quiring information on the position relative to other cells. Further processes requiring such information could,
for example, be spatially connected disturbances (e.g. Zurbriggen, 2013), these are however not included in
TreeMig-2L.

6.3.1.3 Architecture of TreeMig-2L

When designing TreeMig-2L the two main requirements were a fast exchange of status information between
the two layers and an efficient organisation of the elements on the non-spatial layer. The architecture of
TreeMig-2L had to accomondate the circumstance that the number of elements on the non-spatial layer is
not known in advance but is an emergent property of the temporal development during a simulation. The ar-
ray data structure used in previous TreeMig implementations was therefore only kept for the two-dimensional
layer. The elements on the non-spatial layer in contrast are stored in linked lists. A linked list is a dynamic data
structure that can grow and shrink dynamically in size, and that allows for a fast traversal (for more information
see Section 6.A.1). Elements stored in the same list share similarities to reduce the organisational overhead
during runtime for comparison of elements. Instead of comparing all elements to all other elements, which
would be very inefficient, only elements in the same list are compared. To pre-define which element is stored
in which list , the fact is used that for cells to be similar not only species’ compositions need to satisfy the given
similarity criteria but also bioclimatic influences need to be comparable. As opposed to species’ compositions,
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which develop during runtime, bioclimatic drivers are an input to TreeMig-2L. Information about the biocli-
mate drivers can thus be used in advance to pre-structure a simulation area. In this pre-structuring, cells with
a comparable bioclimate driver are assigned to what I refer to as bioclimate types in the following. For each of
these bioclimate types an own list is used to store elements on the non-spatial layer (Figs. 6.2 and 6.A.1). Each
bioclimate type has a pointer – a data type allowing direct access – to the first element in its list. In addition,
each cell of the two-dimensional layer has a pointer to the element with which it is currently associated, to
allow for a direct and therefore fast exchange of the status information.

- Seed bank: seed 
  density per species
- Pointer to 
  associated element

- Seed dispersal
- Seed bank dynamics
- Germination

- Population densities 
  per height and species
- Number of currently
  associated cells
- Pointer to previous 
  and next element
- Avg. germination
- Adult dynamics
 (calculation of light, growth,
 mortality, seed production)

- Current bioclimate
- Pointer to first element
  of the associated list
- Preprocessing of
  bioclimate drivers

- bioclimatic 
  conditions

- # seeds
  per species
- bioclimatic 
  and light 
  conditions

- # germinated
  seeds 
  per species

Two-dimensional
layer

Cell

Element

Bioclimate type

Non-spatial layer

Figure 6.2 : Outline of the architecture of TreeMig-2L. The two-dimensional layer consists of single cells whose state variables are
seed densities per species in the seed bank. Additionally, each cell has a pointer – a data type allowing direct access – to the element
of the non-spatial layer with which the cell is currently associated. The non-spatial layer consists of bioclimate types and linked
lists of associated elements (for more information see Section 6.A.1). State variables are printed in bold, processes in italic type.
Items listed on the arrows represent information exchanged between the layers and between bioclimate types and elements of their
associated list.

Pre-structuring of a simulation area The organisation of the non-spatial layer in TreeMig-2L is based on a
pre-structuring of the bioclimate drivers (for an example see Fig. 6.A.2). For this pre-structuring a set of bins for
each of the three bioclimate influences needs to be defined (see e.g. Table 6.2) and a set of periods (’supporting
periods’) has to be selected over which the bioclimate influences are averaged. These averages are compared
among all cells of a simulated area. Cells whose averages fall into the same bioclimate bins for all supporting
periods are clustered into the same bioclimate type. These bioclimate types constitute the static basic struc-
ture of the non-spatial layer. The bioclimate influence for a bioclimate type is then calculated as the average
of all associated cells for each point in time. In two-layer simulations with TreeMig-2L the bioclimate informa-
tion is thus not processed on the cell level, but on the non-spatial layer in the bioclimate types. Although it is
common to (stochastically) extrapolate required bioclimate drivers from available data (Nabel et al., 2013; see
Chapter 3), spatial autocorrelations in bioclimate influences should always bemaintained (Nabel et al., submit-
ted; see Chapter 4). Thus, as long as the extrapolation method does not violate the spatial autocorrelation of
the bioclimatic influences, a pre-structuring based on the available data will also be valid for possible extrapo-
lations.

Information exchange between the two layers Because the number of elements and their associations
with cells on the two-dimensional layer change over time, only cells have pointers to the element with which
they are currently associated (Fig. 6.2) and elements only have information about howmanybut notwhich cells
are associated with them. The communication between the layers is thus asymmetric, and each cell accesses
the densities of produced seeds per species from the associated element. In addition, current bioclimatic and
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light conditions are accessed and used to calculate the densities of newly germinated seeds per species. Newly
germinated seeds are used to determine if splits are necessary (see Section 6.3.1.4). After dynamic changes
in associations between the layers, cells push their number of germinated seeds to the currently associated
element and each element of the non-spatial layer calculates the average of the germinated seeds. In the
special case that germination is close to zero for a species, i.e. if the density of germinated seeds falls below the
threshold which defines presence, germinated seeds of this species are not averaged but set to zero for this
element.

6.3.1.4 Dynamic associations

In order to account for spatial processes resulting from seed dispersal, associations between the two-
dimensional and the non-spatial layer need to be dynamic. In a TreeMig-2L simulation, elements on the non-
spatial layer can be split up or merged (see Section 6.A.3 for details on the execution sequence of a TreeMig-2L
simulation).

Splitting elements Splitting, and thus introduction of new elements on the non-spatial layer is required as
soon as the density of germinated seeds among any two cells associated with the same element is considered
not similar enough. In TreeMig-2L, similarity in thedensity of germinated seeds is definedby a set of thresholds.
The simplest possible set consists of a single thresholdwhich defines presence, i.e. specieswith a density below
this threshold are assumed to be absent. However, other thresholds are also possible, for example dividing
sparse occurrences from more frequent ones. If the density of germinated seeds of any two cells associated
with the same element fall on different sides of any of these thresholds for a single species, a split is required.
Onedeterminant for the efficiency of a TreeMig-2L simulation is assumed tobe thenumber of considered splits.
Whenk−1 thresholds are specified andn species are simulated, kn different combinations couldpossibly entail
splits. In TreeMig-2L this trade-off between accuracy and possible splits is approached by only considering
splitting for species previously specified as species to be tracked. Deviations in the germinated seed densities
of species which are not tracked are thus not controlled in a simulation.

Merging elements The state variables stored in the elements on the non-spatial layer are population den-
sities per species for a fixed set of height classes (Section 6.3.1.1). In TreeMig-2L, two elements belonging to
the same bioclimatic type (Section 6.3.1.3) are merged when deviations between each pair of their population
densities do not exceed a similarity threshold pre-specified for each of the height classes. To avoid immedi-
ately re-merging of elements that were recently split up, newly germinated seed densities also need to satisfy
a similarity test. As opposed to splitting, merging of elements on the non-spatial layer potentially decreases ac-
curacy and there is a trade-offbetween costs involvedwithmerging and the reductionof repetitive calculations
caused by similar elements. In TreeMig-2L merging is therefore only performed after a pre-defined number of
iterations.

6.3.2 Simulations with TreeMig-2L

6.3.2.1 Inϐluences on the expected beneϐit

Previous TreeMig simulationswere conductedwith different spatial resolution (cell side lengths of 25m to 1km)
and extents (up to 77000 km2) for different numbers of interacting tree species (up to 31) and for simulation
areas with different spatio-temporal complexity (see e.g. Epstein et al., 2007; Nabel et al., 2013; Nabel and Lis-
chke, 2013; Zurbriggen, 2013; see Chapters 3 and 5 and Section 1.2.4.4). Differences in such simulation settings
are expected to strongly influence the potential benefit of the D2C implementation, because they control two
of the properties assumed to be most important (see Section 6.2): (1) the base load due to computation time
spent with processes simulated on the two-dimensional layer, and (2) the ratio between the number of cells on
the two-dimensional layer and the number of bioclimate types. A simulation area with a high spatio-temporal
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complexity, i.e. with a high heterogeneity in its bioclimate drivers, for example, is expected to end up with a
large number of bioclimate types. Increasing the spatial extent of a simulation area will, up to a certain point,
also potentially increase the number of bioclimate types, however, there might be a certain threshold beyond
which the number of already contained types exceeds the number of newly added types. A similar effect is ex-
pected for increases in spatial resolution: bioclimate influences in a cell are always averages andwith increased
resolution fewer bioclimate extremes might be smoothed out, increasing the number of required bioclimate
types. However, especially in areas with a homogeneous bioclimate, an increase in resolution might lead to
a larger number of similar cells, increasing the potential benefit of a D2C application. An increase in spatial
resolution, on the other hand, will lead to a larger amount of sink cells considered for each source cell for seed
dispersal. In TreeMig, seed dispersal is simulated from the perspective of the source cell, providing seeds to
sink cells according to a pre-calculated truncated probabilistic density function (see supplementarymaterial of
Lischke et al., 2006). As a direct consequence, the number of sink cells depends on the resolution of the original
grid. A finer resolution implies a larger number of sink cells for each source cell, which necessarily will increase
the computational costs involvedwith the seed dispersal calculations, i.e. the base load due to processes simu-
lated on the two-dimensional layer, and therefore will decrease the benefit of the D2C implementation. Finally,
thebenefit is expected tobe influencedby thenumber of tracked species, the splitting andmerging thresholds,
and the number of iterations after which merging is considered.

Table 6.1 : Main characteristics of the two application scenarios. For an in-depth description see Appendix 6.B. Scenario A1 was
previously used for a preliminary study with a pre-version of TreeMig-2L without dynamic associations between the layers (Nabel
and Lischke, 2013; see Chapter 5). Scenario A2 was used to investigate the inϐluence of interannual bioclimate variability on the
simulated northwards migration of Ostrya carpinifolia (Nabel et al., 2012, 2013; see Chapters 2 and 3).

Spatial Spatial Spatial Number of cells Competing Time span Tracked Number of
complexity resolutionƅ extent (stockable cellsƆ) species simulated species repetitions

A1 Rather homogeneous 200m 5000 km2 125000 (110789) 31 1400-2500 Most drought resistant 5
A2 Very heterogeneous 1km 14700 km2 14700 (12230) 22 1400-3000 Ostrya carpinifolia 100
ƅ Cell side length
Ɔ Stockable cells denote cells in which trees can grow in a TreeMig simulation (trees cannot grow in cells with large water bodies
or solid rock surfaces).

6.3.2.2 Application scenarios

TreeMig-2L simulations were conducted for two different application scenarios (A1 and A2). These application
scenarioswere selectedbecause they strongly differ in the simulation settingsmentioned above. Fig. 6.3 shows
the location of the simulation areas in Switzerland. A1 stems from a preliminary study with a pre-version of
TreeMig-2L without dynamic associations between the layers (Nabel and Lischke, 2013; see Chapter 5), and
A2 was used to investigate the influence of interannual bioclimate variability in a scenario of the northwards
migrationofOstrya carpinifolia Scop. (EuropeanHopHornbeam) (Nabel et al., 2012, 2013; seeChapters 2 and3).
Table 6.1 lists the main characteristics of the application scenarios; an in-depth description can be found in
Appendix 6.B.

Application scenario A1 has a spatially rather homogeneous simulation area and a finer spatial resolution,
such that abetter ratiobetween thenumberof cells on the two-dimensional layer and thenumberofbioclimate
types is expected for scenario A1 than for scenario A2. On the other hand, due to the finer spatial resolution
higher base load costs are expected for scenario A1. Whilst the tracked species in the scenario of a northwards
migration in A2 is naturally themigrating species (Ostrya carpinifolia), four species with high drought tolerance
indices in TreeMig (Quercus pubescens, O. carpinifolia, Larix decidua, Pinus silvestris) were selected as tracked
species for scenario A1, because with increasing drought severity (and increasing temperatures), these species
are expected to extend their spatial distributions. For both scenarios, mergingwas considered every 100 simu-
lation years and the same splitting and merging thresholds were used (for these settings and some sensitivity
tests see Appendix 6.C).
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Figure 6.3 : Location of the two simulation areas in Switzerland, superimposed on the digital elevationmodel by Jarvis et al. (2008),
illustrating the differences in elevational heterogeneity between the simulation areas of application scenario A1 and application
scenario A2.

Both application scenarios were driven by bioclimate time series derived from SRESA1B (Nakicenovic et al.,
2000) scenario projections, although from different models and downscaled with different observational data
(see Appendix 6.B). To cover the entire simulation time spans of the examples, a stochastic extrapolation
method accounting for the spatial correlation of the fluctuations found in the available bioclimate time series
was used (see Appendix 6.B and Nabel et al., submitted; see Chapter 4).

6.3.2.3 Pre-structuring of the simulation areas

Bioclimate types for both application scenarios were derived with the same set of bioclimate bins (Table 6.2).
For both scenarios three sampling periods were averaged: the first 30 (Scenario A1: 1961-1991; A2: 1901-1931)
and the last 30 years (both: 2071-2100), as well as the whole time span (A1: 1961-2100; A2: 1901-2100).

Table 6.2 : Sets of bioclimate bins applied for the pre-structuring of the simulation areas. Minimum and maximum ranges of the
bioclimate variables cover the bioclimate ranges of both application scenarios. For each of the three sets, the three bioclimate
variables are discretised with different resolution (E1: ϐine, E2: moderate, E3: coarse).

Range Resolution (#bins)
Bioclimate variable min max E1 E2 E3
DDsum>5.5 ◦Cƅ 0 4200 50 (85) 100 (43) 200 (22)
Min. witemp.Ɔ -14 10 0.5 (49) 1.0 (25) 2.0 (13)
Drought index 0.0 0.7 0.025 (29) 0.05 (15) 0.1 (8)

ƅ DDsum>5.5 ◦C: Sum of daily mean temperatures above 5.5 ◦C
Ɔ Min. witemp.: Minimumwinter temperature [◦C]

6.3.2.4 Conducted simulations

Simulations were conducted with bioclimate types from pre-structurings of the simulation areas with each of
the three sets of bioclimate bins (E1, E2 and E3 – Table 6.2) and with multiple repetitions to account for the
stochasticity involved with the extrapolation of the bioclimate drivers. For application scenario A1 five repeti-
tions were calculated. For scenario A2, which requires one-tenth of the computation time of scenario A1, 100
repetitions were calculated¹. To disentangle the effects of the pre-structuring and of dynamic associations,
three different kinds of simulations were conducted with E1-E3 derived bioclimate types: (1) simulations with
two layers andwith dynamic associations (2L); (2) simulationswith two layers butwithout dynamic associations

¹The average CPU-time with the original one-layer approach (1L-ORG) was 50353s (average of ϐive runs with σ = 784s) for A1
runs and 5195s (average from 100 runs with σ = 38).
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(2L-NDA), i.e. with only one element for each bioclimate type; and (3) simulations with the pre-structured bio-
climate driver but with all processes simulated on one layer (1L-PB). Finally, in order to obtain reference values,
a further kind of simulations were conducted, namely simulations with the original bioclimate driver and the
original one-layer approach (1L-ORG).

6.3.2.5 Applied performance measures

The ratioof computation costs spentondifferentprocesseswasprofiledwith callgrind (Weidendorfer, 2008). As
described above, simulation costs spent with processes simulated on the two-dimensional layer are expected
to determine themain share of the base load not reduciblewith theD2C concept. To assess the performance of
the D2C concept two measures were calculated: an accuracy measure and the required CPU time². As a mea-
sure of accuracy, different output variables were compared with a similarity coefficient (Equation 6.1) already
used in previous studies for intra-model comparisons (e.g. Lischke et al., 1998; Nabel et al., 2013; for the latter
see Chapter 3), ranging from zero (no similarity) to one (identical output).

SCy = 1−
∑cell

i |Dsumi |∑cell
i Ssumi

(6.1)

The similarity coefficient SCy for a year y is calculated as the ratio of the sum of an output variable of two
runs Ssumi and their differences |Dsumi | summed over all cells of the simulation area. The SC was used to
compare 1L-ORG simulations to simulations with E1-E3 derived bioclimate types (see Section 6.3.2.4), whereas
each comparisonwas conductedwith runs with the same pseudo-randomnumber stream used to extrapolate
the driving bioclimate time series. For both application scenarios, the SC for the sum of the biomass of all
species (SCsum) and the SC of the biomass per species (SCspec) were calculated, for A1 every century and
for A2 every 50 years. For A2 simulations, furthermore, the SC of the biomass of O. carpinifolia (SCOC ) was
calculated for each year. In addition to SC comparisons, the northernmost occurrences over time, as well as the
spatial spread of O. carpinifolia in the last simulation year, were compared for E1-E3 and 1L-ORG simulations of
the application scenario A2.

6.4 Results and discussion

6.4.1 Pre-structuring of the simulation areas

The pre-structuring resulted in a considerably smaller number of bioclimate types compared to cells of the
simulation area for both application scenarios but was very different for the two scenarios in absolute as well
as relative terms (Table 6.3). The simulation area of application scenario A1 always contained fewer bioclimate
types than A2 (E1: ∼factor 2; E2 and E3: ∼factor 4) and especially the resulting ratio of bioclimate types to
the number of cells of the simulation area was much smaller (E1: ∼factor 20; E2 and E3: ∼factor 40). As sug-
gested in Section6.3.2.1, this is due to the increased spatial homogeneity, the coarser resolution and the smaller
bioclimatic range covered in the simulation area of scenario A1 compared to the simulation area of A2. A2’s
simulation area is divided in a larger number of bioclimate types, with two-thirds as many bioclimate types as
cells for the finest set of bioclimate bins (E1). For this set, thus, more than half of the cells end upwith their own
bioclimate type (Fig. 6.C.1 shows the distribution of numbers of cells to bioclimate types).

The averagingof thebioclimatedriver of single cells to obtain thedriver for thebioclimate types led to small
but visible deviations in the bioclimate (e.g. Figs. 6.4, 6.C.5 and 6.C.6). These deviations in the bioclimate driver
entail deviations in the simulation results from the simulations on one layer, i.e. simulations with the original
cell-based bioclimate (see column 1L-PB in Table 6.4 and Section 6.4.2). The larger the deviations in the biocli-
mate, i.e. the coarser the division into bioclimate bins, the larger are the entailed deviations in the simulation
results (Table 6.4). In the current implementation of TreeMig-2L these deviations can only be reduced using a

²Measured with the intrinsic Fortran procedure CPU_TIME; computations were conducted on 2.8GHz AMD Opteron CPUs.

143



6. TčĊ ĉĞēĆĒĎĈ ęĜĔ-đĆĞĊė ĈđĆĘĘĎċĎĈĆęĎĔē ĈĔēĈĊĕę: Ć ĉĞēĆĒĎĈ ĚĕĘĈĆđĎēČ ĒĊęčĔĉ ęĔ ėĊĉĚĈĊ
ĈĔĒĕĚęĆęĎĔēĆđ ĊĝĕĊēĘĊĘ Ďē ĘĕĆęĎĆđ ĘĎĒĚđĆęĎĔēĘ Ĕċ ěĊČĊęĆęĎĔē ĉĞēĆĒĎĈĘ

Table 6.3 : Number of bioclimate types resulting from the three different sets of bioclimate bins (E1-E3 – Table 6.2). For both
application scenarios (A1 and A2), absolute numbers of bioclimate types and percentages relative to the number of stockable cells
of the simulation area (see Table 6.1) are listed.

Application scenario A1 Application scenario A2
#Bioclimate types [% #Cells] #Bioclimate types [% #Cells]

E1 3460 3.1% 7941 64.9%
E2 798 0.7% 3424 28.0%
E3 213 0.2% 884 7.2%

finer division into bioclimate bins ormore supporting periods. The dynamic association of cells to elements on
thenon-spatial layer does not reduce this error, because thebioclimatedriver is not processedon the single ele-
ments but on the bioclimate types. The pre-structuring of the simulation area is fundamental for the efficiency
of TreeMig-2L, because the thereby obtained static structure is used for the organisation and maintenance
of the elements on the non-spatial layer. However, averaging of the bioclimate in the pre-structuring step
could potentially be replaced by a dynamic approach. In a dynamic approach, preprocessing of the bioclimate
drivers could be re-transferred to the two-dimensional layer, and the bioclimate influences of each element
could be calculated by averaging the bioclimate of its currently associated cells in each time step of the simula-
tion. Whilst this could reduce deviations in the simulation results compared to original one-layer simulations,
it would also require more computations and thus lead to less CPU time reductions (see Section 6.4.2.2).
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Figure 6.4 : Minimumwinter temperature of an example bioclimate type (black line) resulting from a pre-structuring of the simu-
lation area of application scenario A2with E3, the coarsest applied set of bioclimate bins (Table 6.2). Depicted is the bioclimate type
with the largest deviations in minimumwinter temperature from one of its associated cells. The minimumwinter temperatures of
all associated cells are displayed in grey. Further examples are provided in Appendix 6.C (Figs. 6.C.2 and 6.C.3)

Applying bioclimate types in their current static form is reminiscent of the stratified sampling methods
used in explicit spatial upscalings of single site models (Bugmann et al., 2000), and is comparable to the ecore-
gions used in the forest-landscape model LANDIS (see e.g. Mladenoff and He, 1999; Scheller and Mladenoff,
2004). Similarly to cells associated with the same bioclimate type in TreeMig-2L, cells associated with the
same ecoregion in LANDIS share important process rates influencing establishment and biomass development
(e.g. Scheller and Mladenoff, 2004). Ecoregions in LANDIS, similar to bioclimate types in TreeMig-2L, do not
need to be contiguous but can be distributed in space (He et al., 1999). This is an important advantage over
other upscaling methods, which are often based on local spatial aggregations, such as naive upscalings that
decrease the spatial resolution of a simulation area (as described in Bocedi et al., 2012). The possibility for bio-
climate types, which are defined over similarity and not over spatial proximity, to be arbitrarily distributed in
space, potentially reduces the number of required bioclimate types and, evenmore important, prevents errors
involved with inappropriate averaging of neighbouring cells. Thus, bioclimate types have the advantage that
they conserve the spatio-temporal heterogeneity to a large degree (Fig. 6.C.4 in the supplementary material
gives an example for the conservation of the spatial variability; Figs. 6.4, 6.C.5 and 6.C.6 for the conservation of
the temporal variability).
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6.4.2 Performance of TreeMig-2L simulations

Toevaluate theperformanceof TreeMig-2L, differentperformancemeasures (Section6.3.2.5)wereused tocom-
pare two-layer (2L) simulations, with bioclimate types derivedwith each of the three different sets of bioclimate
bins (E1-E3 – Table 6.2), to one-layer simulations (1L-ORG – all processes simulated on the two-dimensional
layer), with the original bioclimate. To assess to what extent different approximations involved with the D2C
concept led to performance decreases, additionally two different pre-stages of the 2L implementation were
simulated and compared to 1L-ORG simulations: (1) one-layer simulations with averaged bioclimate according
to the bioclimate types (1L-PB) and (2) two-layer simulations with static assignments, i.e. without dynamic as-
sociations (2L-NDA). Furthermore, sensitivity tests on splitting and merging thresholds, merging intervals and
tracked species were conducted (see Appendix 6.C).

6.4.2.1 Accuracy

The accuracy of TreeMig-2L simulations was evaluated by comparing biomass distributions in space resulting
from the different simulations settings. For both application scenarios, biomass distributions in space were
compared with a similarity coefficient (SC) ranging from zero (no similarity) to one (identical biomass distribu-
tions). SCs resulting from comparisons of 2L and 1L-ORG simulations were generally in the upper range for all
compared output variables (ranging from about 0.8 to about 1.0 – Table 6.4) for both application scenarios.
The level of the SC was largely determined by the selected set of bioclimate bins, with coarser sets leading to
decreases in the SC for all compared variables (differences in the SCs of up to 0.14 – Table 6.4). To be able to
assess the relevance of deviations from one in the SCs, results from 1L-ORG runs with different pseudo-random
number streams used to extrapolate the bioclimate driver were compared with each other, i.e. the deviation
from one in the SC due to interannual variability in the bioclimate driver was calculated (see Section 6.C.2). The
only SCs which were markedly larger than the SCs resulting from these 1L-ORG intra-comparisons were SCs
from comparisons of 1L-ORG runs and runs with bioclimate types derived with E3 (Tables 6.4 and 6.C.2).

In all cases, SCs from comparisons between 1L-ORG and 2L simulations were very close to the SCs from
comparisons of 1L-ORG simulations and simulations on one layer with bioclimate drivers averaged according
to the bioclimate types (1L-PB; differences in the SCs ≤ 0.01). This indicates that the deviations in TreeMig-2L
simulations are mainly due to the averaging of the bioclimate drivers. SCs from 2L simulations were, in par-
ticular, larger than SCs from simulations without dynamic associations (differences between 2L and 2L-NDA
up to 0.04 in SCspec and up to 0.21 in SCOC ). The four tracked species in the application scenario A1 (see
Section 6.3.2.2) and Ostrya carpinifolia in the application scenario A2 thus seem to be good indicators to test
for required splits. Sensitivity tests showed that fewer tracked species increased the error (up to 0.03 smaller
SCspec values – Fig. 6.C.11, supplementary material) and more species only slightly decreased it (only ∼ 0.01
larger SCspec values – Fig. 6.C.11). The sensitivity tests further showed that the choice of merging and splitting
thresholds had only limited impact on the SCs in the application scenarios (Figs. 6.C.11 to 6.C.13). Strong dif-
ferences in the SC were only observed for simulations that tested elements for merging after a decade instead
of after a century (Figs. 6.C.11 to 6.C.13).

The development of the SCspec over time was comparable among simulations with E1-E3 derived biocli-
mate types in all simulation settings (2L, 1L-PB and 2L-NDA) and for both application scenarios: SCspec de-
creased in the transient phase of climate change (from around 2000 on) and stabilised after a few centuries
(Fig. 6.5 and Figs. 6.C.6 and 6.C.7). The stabilisation on a lower level is mainly due to a stronger impact of differ-
ences in thedrought indexbetweenbioclimate types and single cells due tooverall largerdrought indices in the
second half of the 20th century (see Figs. 6.C.2 and 6.C.3). A comparable effect resulted for inter-comparisons
of 1L-ORG runs (see Section 6.C.2). While the temporal development in the SCspec was comparable among
all simulations (2L, 1L-PB and 2L-NDA ), trajectories resulting from 2L-NDA simulations differed from trajecto-
ries form 2L and 1L-PB simulations for the SCOC . Having no dynamic associations, the SCOC for the 2L-NDA
simulations mainly reflects changes in the bioclimate over time (see Section 6.C.2 for details).

Being a single index for thewhole simulation area, the SC is a rough indicator for the similarity between two
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Table 6.4 : Performance measures from simulations with both application scenarios (A1 and A2) for simulations with bioclimate
types derived with all three sets of bioclimate bins (E1-E3 – Table 6.2). For both scenarios, the table lists the mean similarity co-
efϐicients (SC) from comparisons of last simulation year results from 1L-PB, 2L and 2L-NDA simulations to 1L-ORG simulations for
different target variables (biomass sum over all species, biomass per species and, for scenario A2, also biomass of Ostrya carpinifo-
lia). The temporal development of the SCs is depicted in Fig. 6.5, Figs. 6.6 and 6.C.9 to 6.C.11. In addition to the SCs, average peak
element-cell ratios andmean CPU time reductions relative to themean CPU time for 1L-ORG simulations are listed. All means for A1
runs stem from ϐive repetitions, for A2 runs from100 repetitions. SCs from2L simulationswere always very close to SCs from1L-PB
simulations, indicating that the dynamics in the 2L simulations follow the dynamics in the 1L-ORG simulations and that most of the
deviations are due to the averaging of the bioclimate drivers for the bioclimate types. SCs from 2L-NDA are smaller, in particular
for SCOC , underlining the importance to track changes in species’ compositions.

Application scenario A1 (5 repetitions) Application scenario A2 (100 repetitions)
Avg. SCsƅ Avg. peak element- Avg. CPU timeƇ Avg. SCsƅ Avg. peak element- Avg. CPU timeƇ

SCsum SCspec cell ratioƆ (σ) reduction [%ƈ] SCsum SCspec SCOCƉ cell ratioƆ (σ) reduction [%ƈ]
1L-PB 0.98 0.90 – ∅ 0.99 0.95 0.97 – ∅

E1 2L 0.98 0.89 56.5% (±3.5%) 52.4% 0.99 0.95 0.96 71.2% (±0.8%) 32.6%
2L-NDA 0.97 0.85 3.1% 59.6% 0.98 0.92 0.71 64.9% 33.7%
1L-PB 0.97 0.86 – ∅ 0.96 0.88 0.89 – ∅

E2 2L 0.97 0.85 39.9% (±2.9%) 56.0% 0.96 0.87 0.88 38.3% (±1.4%) 65.6%
2L-NDA 0.96 0.82 0.7% 61.0% 0.96 0.85 0.67 28.0% 68.3%
1L-PB 0.96 0.78 – ∅ 0.94 0.82 0.83 – ∅

E3 2L 0.96 0.78 29.4% (±1.4%) 57.8% 0.94 0.81 0.82 18.1% (±1.3%) 84.7%
2L-NDA 0.96 0.75 0.2% 61.4% 0.94 0.80 0.63 7.2% 87.0%

ƅ SC comparisons were conducted for the last year of the simulations, i.e. for the simulation year 2500 in case of A1 simulations
and in the simulation year 3000 in case of A2 simulations. Runs of the listed simulations (1L-PB, 2L, 2L-NDA– see Section 6.3.2.4)
were comparedwith 1L-ORG simulations with the same pseudo-random number streams used to extrapolate the driving biocli-
mate time series. Examples of the development of the SC over time are given in Fig. 6.5, Fig. 6.6 and in the Appendix 6.C. Standard
deviations for 2L and 1L-PB simulations, as well as the 2L-NDA simulations for A1 were always smaller than 0.02. For 2L-NDA
simulations for A2 standard deviations were much larger and reached up to 0.04.

Ɔ Ratio between the number of elements in the non-spatial layer and the number of stockable cells in the simulation area of the
application scenario (see Table 6.1).

Ƈ Standard deviations of CPU times were always smaller than 1.5%, therefore only average CPU times are shown.
ƈ Reduction relative to the average CPU time required for 1L-ORG runs (for the average CPU time for 1L-ORG runs please refer to
footnote 1).

Ɖ OC: Ostrya carpinifolia, the tree species whose northwards migration is simulated in application scenario A2.

runs and could in particular conceal biases in the distribution of the biomass in space. Furthermore, depend-
ing on the research question, other aspects than comparisons of the absolute biomass values per cell could
be important, for example when studying the migration of a species. Therefore, 2L and 1L-ORG simulations of
application scenario A2 were additionally compared focussing on the migration of the tracked species. Com-
parisons of the northernmost occurrences of O. carpinifolia – an indicator for the migration distance – and of
its spread in space showed a good approximation of the 1L-ORG simulations by 2L simulations with bioclimate
types derived with all three sets of bioclimate bins (Fig. 6.7). A sensitivity test with another species parame-
ter confirmed the good results for E1 and E2 derived bioclimate types, however, E3 derived types led to an
overestimation of the northernmost occurrences (see Fig. 6.C.12).

In summary, SCs comparing 2L and 1L-ORG runs were within the magnitude of deviations due to inter-
annual variability and in particular larger than reported for previous upscalings (e.g. Lischke et al., 1998), and
comparisons of the spatial distributions of the biomass of O. carpinifolia between 1L-ORG and 2L simulations
did not indicate spatial biases.

6.4.2.2 Computational costs

Simulations with two layers led to considerable reductions in CPU time for both application scenarios (Ta-
ble 6.4). When considering the ratio between the number of bioclimate types and the cells of the simulation
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Figure 6.5 : Temporal development of theSCspec for both application scenarios (A1: panel a, A2: panel b) from comparisons of 1L-
ORG runs to runs with bioclimate types derived with the moderate set of bioclimate bins (E2 – Table 6.2; for simulations with other
bins see Figs. 6.C.6 and 6.C.7 in the supplementary material). SCspec values for A1 were calculated every 100 years, values for A2
every 50 years. Depicted areSCspec values for two-layer runswith andwithout dynamic associations (2L and 2L-NDA, respectively)
and runs on one layer but with the bioclimate of the associated bioclimate types (1L-PB). For each setting several repetitions were
compared, which were simulated with different pseudo-random number streams used to extrapolate the bioclimate driver before
1961 (A1) and 1901 (A2) and after 2100. Five runs were simulated for A1, 100 runs for A2. Single runs and their means are
printed half-transparent and bold, respectively. All depictedSCspec time series decline in the transient phase of climate change and
continue to decline for about 200 years after which the SCspec stabilises. Over the whole simulated time span SCspec values of 2L
simulations are much closer to SCspec values from 1L-PB simulations than to SCspec values from 2L-NDA simulations, indicating
that the deviations are mainly due to the averaging of the bioclimate drivers.
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Figure 6.6 : Temporal development of the SCOC comparing simulations of application scenario A2. Depicted SCOC values stem
from comparisons of 1L-ORG runs to runs with bioclimate types derived with the moderate set of bioclimate bins (E2 – Table 6.2;
for simulations with other bins see Fig. 6.C.8 in the supplementary material). Simulations were conducted with two layers with
and without dynamic associations (2L and 2L-NDA, respectively) and with one layer but with the bioclimate of the associated
bioclimate types (1L-PB). For each setting 100 repetitions were compared, which were simulated with different pseudo-random
number streams used to extrapolate the bioclimate driver before 1901 and after 2100. Single runs and their means are printed
half-transparent and bold, respectively. Comparable to SCspec values (Fig. 6.5), SCOC values of comparisons between 1L-ORG
and 2L simulations are very close to SCOC values from comparisons with 1L-PB simulations over the whole simulated time span.
While these SCOC time series slowly decline, SCOC values from comparisons of 1L-ORG simulations with 2L-NDA simulations
mainly reϐlect the reaction of Ostrya carpinifolia to climatic changes on the whole simulation area (see Section 6.C.2), since 2L-NDA
simulations were conducted without dynamic associations.
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Figure 6.7 : Accuracy of the simulation of migration with TreeMig-2L. (Panel a) The temporal development of the simulated north-
wards migration of Ostrya carpinifolia (depicted as the northernmost occurrence over time; smoothed over ten-year intervals)
resulting from 2L simulations with bioclimate types derived with the three sets of bioclimate bins E1-E3 (Table 6.2) strongly re-
semble the results from the 1L-ORG simulations (lines are superposed). Distributions of the northernmost occurrences in the last
simulation year (box-plots on the right side of panel a), calculated from 100 repetitions with different pseudo-random number
streams (PRNSs) used to extrapolate the bioclimate driver, are quite similar in mean and standard deviations. (Panel b) Depicted
maps of the spatial spread of O. carpinifolia in the last simulation year are hardly visually discernible. The only notable difference
between the depicted maps is one valley in the west of the transect, which is inhabited by O. carpinifolia in the E3 simulation run,
but not in the other depicted runs. The absence of notable spatial biases in the biomass distribution indicates that a large share of
the differences in the biomass of O. carpinifolia between 2L simulations and 1L-ORG simulations (i.e. SCOC values) stem from local
biomass variations. All depicted maps stem from runs with the same PRNS and led to SCOC values close to the means: 0.97, 0.88,
0.82 for E1, E2 and E3, respectively. The northernmost occurrences in the last simulation year of the four runs depicted in panel b
are marked with differently coloured symbols on the right side of panel a. Maps of the biomass of O. carpinifoliawere created with
Paraview (Ahrens et al., 2005).

areas (Table 6.3), much larger reductions in computational costs could have been expected for application sce-
nario A1 simulations than for application scenario A2 simulations. Yet, the actual reductions are not systemat-
ically larger for A1 simulations (E1: 52.9%, E2: 56.0%, E3: 57.8%) than for A2 simulations (E1: 32.6%, E2: 65.6%,
E3: 84.7%). To a small part this is due to increased dynamics in the number of elements on the non-spatial layer
in A1 simulations than in A2 simulations (Fig. 6.8), leading to a comparablemagnitude in the peak element-cell
ratio for both application scenarios (Table 6.4).

Table 6.5 : Percentage of instructions executed for selected computation tasks. Shown are results from a callgrind (Weidendorfer,
2008) proϐiling of simulations with one layer (1L-ORG) and of 2L simulations with bioclimate types derived with the three sets of
bioclimate bins E1-E3 (Table 6.2). The measured percentage of instructions executed for selected computation tasks is a perfor-
mance measure comparable to the relative amount of CPU time spent with the tasks. Measures stem from simulations with the
same pseudo-random number stream used to extrapolate the driving bioclimate time series.

Application scenario A1 Application scenario A2
Seed dispersal Bioclimate prep.ƅ Adult dynamics 2L org. Ɔ Seed dispersal Bioclimate prep.ƅ Adult dynamics 2L org. Ɔ

1L-ORG 44.31% 3.75% 49.61% – 6.03% 4.80% 85.97% –
2L: E1 83.71% 0.21% 14.66% 0.11% 9.02% 4.62% 83.04% 0.15%
2L: E2 88.40% 0.05% 10.19% 0.10% 17.69% 3.84% 74.16% 0.24%
2L: E3 91.80% 0.01% 6.84% 0.10% 39.52% 2.20% 51.42% 0.47%
ƅ Bioclimate prep.: Preprocessing of the bioclimate driver, which involves reading of the current values from a NetCDF ϐile and
derivation of species-speciϐic coefϐicients for later calculations with bioclimate dependencies, such as growth, mortality and
establishment.

Ɔ 2L org.: Organisation of the dynamic association between the two-dimensional and the non-spatial layer.
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Figure 6.8 : Ratio of the number of elements on the non-spatial layer to cells in the simulation area over time from simulations
with bioclimate types derived with the three sets of bioclimate bins (E1-E3 – Table 6.2) and for both application scenarios. For A1
ϐive repetitions with different pseudo-random number streams used to extrapolate the bioclimate driver are depicted; for A2 100
repetitions are shown. The number of elements in A1 simulations increased strongly in between themerging intervals with smaller
increases in the course of the simulation. For A2 simulations, in contrast, the number of elements increased faster towards the end
of the simulation time, which was due to the growing perimeter of the migration front of the tracked species Ostrya carpinifolia
(see Fig. 6.C.9).

Sensitivity tests for the application scenario A1, however, showed that changes in the number of tracked
species and in themerging interval leading to large changes in the peak element-cell ratio did not lead to large
changes in theCPU time reductions: Simulationswith a shortermerging interval of adecadeanda smaller num-
ber of tracked species reduced the peak element-cell ratio from 60% to less than 10% (Fig. 6.C.10), but reduc-
tions in the CPU time did not increase much above 60% (Fig. 6.C.11). An increased number of tracked species
only decreased reductions in the CPU time to around 49%, although the peak element-cell ratio increased to
70%. Whilst reductions in CPU time thus ranged between 49% and 60% for A1 simulations (Fig. 6.C.11), they
ranged between 33% to 84% for A2 simulations (Figs. 6.C.13 and 6.C.14). In A2 simulations, differences in CPU
times were nearly entirely driven by the applied set of bioclimate bins used to derive the bioclimate types
(Figs. 6.C.13 and 6.C.14). The small difference in the CPU time reductions among A1 simulations with E1, E2 and
E3 derived bioclimate types in combination with notable differences in the peak element-cell ratio (Table 6.4)
and notable differences in SCspec values indicate that the peak element-cell ratio is not the main cause for the
limits in the achieved reduction in CPU time for A1 simulations. The actual main cause for this limitation is
revealed when looking at the percentage of executed instructions for the different processes (Table 6.5): the
percentage of executed instructions spent on seed dispersal was simply much larger for A1 simulations than
for A2 simulations. 1L-ORG simulations for application scenario A1 spent about 45% of executed instructions
on seed dispersal and only about 50% on adult dynamics, i.e. on processes simulated on the non-spatial layer.
A2 simulations, in contrast, only spent about 6% of the executed instructions on seed dispersal and about 86%
on adult dynamics (Table 6.5). Differences in the execution ratios were already expected (see Section 6.3.2.1)
because of the increased number of sink cells considered in seed dispersal calculations for the grid with 200m
cell side length in A1 simulations compared to the grid with 1km cell side length in A2 simulations. As a conse-
quence, the base load that cannot be reduced with the D2C concept was more than seven times larger in the
A1 simulations than in the A2 simulations.

6.4.3 Applicability of the D2C concept

In Section 6.2 three different aspects were hypothesised to influence the benefit of the implementation of the
D2C concept: (1) the non-reducible base load, (2) the number of elements on the non-spatial layer, and (3)
the organisational overhead for maintaining the non-spatial layer. The implementation and the applications
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of TreeMig-2L confirmed the importance of these aspects. Differences in the benefit comparing application
scenarios A1 and A2 demonstrated the key role of the non-reducible base load due to time spent with spatially
linked processes. This key role is also underlined when comparing the applications including spatial linkages
in this study to the application of a predecessor of TreeMig-2L without spatial linkages by Nabel and Lischke
(2013): for applications without spatial linkages relative reductions in CPU times weremuch larger. In TreeMig-
2L applications, the second aspect – the number of elements on the non-spatial layer – was on one hand con-
trolled by the number of bioclimate types derived in the pre-structuring (particularly for application scenario
A2) and, on the other hand, by the number of tracked species (particularly for A1). The number of bioclimate
types, as well as the number of tracked species influenced the reductions in the CPU time via the number
of elements on the non-spatial layer. The third aspect – the organisational overhead – was kept very low in
the TreeMig-2L applications (see Table 6.5), which was mainly possible due to the developed architecture: the
pre-structuring to bioclimate types and the asymmetric relationship between cells and associated elements
enabled an efficient maintenance of the dynamic non-spatial layer and the pointers kept in each cell enabled
the direct access of the element a cell is associated with.

The three aspects listed above can be used to assess the applicability of the D2C concept for other dynamic
vegetation models (DVMs). For example, the number and complexity of processes requiring information on
the spatial position of a grid cell relative to other grid cells, i.e. spatially linked processes, will influence the
non-reducible base load. Moreover, the number and complexity of spatially linked processes might also influ-
ence the number of required elements due to induced splits and will thereby also influence the organisational
overhead for the maintenance of the non-spatial layer, not only due to the required splits but also due to the
required information exchange between the layers. Thus, the D2C concept might be less suitable for models
with many complex and interacting spatially linked processes, such as LANDIS-II (Scheller et al., 2007), if used
with several spatially linked extensions (e.g. Sturtevant et al., 2012). It should, however, be applicable for most
models with few and simple spatially linked processes, such as TreeMig (provided a relatively coarse spatial
resolution is used) and for spatially independent one-dimensional DVMs (sensu Fisher et al., 2010), such as ED
(Fisher et al., 2010) and most implementations of LPJ-Guess (e.g. Smith et al., 2001; Hickler et al., 2012). An up-
scaling with the D2C concept of a one-dimensional DVM could perhaps free computational resources for the
inclusion of a simple seed dispersal algorithm, which is an important step towards the explicit simulation of
migration. Simulating migration explicitly would be highly desirable (Neilson et al., 2005; Thuiller et al., 2008),
which is also underlined by the results of this study comparing 1L-ORG and 2L-NDA simulations (Fig. 6.C.9).

Besides the number and complexity of the spatially linked processes, also properties of the local processes
will influence the applicability of the D2C concept: The D2C concept will be suitable for a model in which
local processes are rather deterministic, as in TreeMig, or in which the stochasticity in local processes is realised
as patch replicates calculated for each iteration within a cell, as for example done in LPJ-Guess (Smith et al.,
2001). For models with such properties, grid cells with similar values in the climatic drivers will tend to also
have comparable species’ compositions, and these grid cells can thus be represented by the same element.
The D2C concept will be less suitable for a model in which stochasticity in the local processes is realised on the
cell level, such as LANDCLIM (Schumacher et al., 2004), because local stochasticity entails diverging species’
composition which would necessitate frequent splits of elements.

The implementation of the D2C concept with a specificmodel will ultimately depend on themodelled pro-
cesses, the model drivers and its state variables. Besides the assignment of the processes to the two layers and
the specification of the exchanged information, various similarity criteria need to be specified controlling the
composition and the dynamics of the non-spatial layer. For merging, for example, criteria need to be specified
to determine when the state variables that are stored for an element are similar enough. Because TreeMig’s
state variables are real-valued population densities on a constant number of height classes, a set of similarity
thresholds for the density in each height class was required for merging. A model with, for example, contin-
uous height values for each individual (or cohort) and a discrete but arbitrary number of individuals would
require the specification of similarity thresholds on both the continuous heights and the discrete individuals.
For the special case of a model with bounded discrete state variables Yang et al. (2011) showed a very effi-
cient technical solution with hash maps – data structures with unique key-value pairs enabling a fast lookup
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of associations – having a similar approach as the D2C concept. Because the state variables are discrete and
bounded, this method can aggregate cells with identical states (identical keys) and thus, no similarity criteria
need to be specified. This method, however, will not be applicable whenever any state variable is continuous
or unbounded because then possible states can not be uniquely represented with a finite set of elements on
the non-spatial layer. An infinite number of possible states necessitates the specification of similarity criteria
and an active management of the associations between the two layers as provided by the D2C concept.

6.5 Conclusions

The implementation of TreeMig-2L and the example simulations demonstrated that the D2C concept can be
applied to strongly reduce computational expenses for processes which do not require information on the
spatial position of a cell relative to other cells. The D2C concept is adaptable regarding the criteria used to
define similarity for the drivers of a model and for its state variables. The implementation and application with
TreeMig-2L indicated that these similarity criteria can be used to adjust the resulting discretisation errors. In
the application examples, no strong spatial biaseswere detected, anddifferences in simulation results between
the original and the two-layer implementation were in the magnitude of differences among 1L-ORG runs with
different pseudo-random number streams used to extrapolate the bioclimate driver, i.e. differences due to in-
terannual climate variability. Finally, the D2C concept maintained the spatio-temporal resolution of the driver
and the simulated processes (as recommended by Bocedi et al., 2012).

As discussed, the D2C concept is applicable for a broad range of DVMs and probably also for time- and
space-discrete models simulating other predominantly sessile organisms. The expected benefit when using
the D2C concept to upscale a model depends on different model properties, such as for example the ratio of
spatially linked to spatially unlinked processes, the scale on which the model applies stochasticity, and the nu-
merical properties of the state variables. However, if this approach would be implemented together with an
efficient seed dispersal algorithm, it is expected to improve the extent-resolution trade-off for currently applied
DVMs, enabling new applications or greater numbers of stochastic repetitions to better capture important un-
certainties.
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Appendix

Appendix 6.A Additional details on the implementation of TreeMig-2L

6.A.1 Data structures

The architecture of TreeMig-2L comprises different data structures (Fig. 6.A.1 and Fig. 6.2, main text). Processes
on the two-dimensional layer require information on the spatial location of a cell relative to other cells and
state variables required for these processes are therefore stored in an array data structure. Processes on the
non-spatial layer do not require information on the spatial location of a cell relative to other cells. Furthermore,
the number of elements on the non-spatial layer, as opposed to the number of cells, is not predetermined
by the considered simulation area but emerges during the simulation. Therefore, the elements on the non-
spatial layer need to be stored in a dynamic data structure. The dynamic data structure used for TreeMig-2L is
a doubly linked list. A doubly linked list is a data structure in which each element is connected to two other
elements of the list, its predecessor and its successor³. Therefore, such a list can dynamically grow or shrink
only changing local information instead of global information and allows for efficient traversal. The dynamic
character of the non-spatial layer, i.e. splitting and merging of its elements induces an overhead required for
the maintenance of its elements. To pre-constrain this overhead, multiple small lists are used instead of one
large list. This enables efficient splitting and merging operations which only apply to a single list, but not to
the whole non-spatial layer. In particular the comparison of elements would induce a larger overhead if all
elements would be compared to all other elements, instead of restricting comparison to the other elements
of a list. To pre-define which element is stored in which list, the fact is used that for cells to be similar not
only species’ compositions need to satisfy the given similarity criteria but also bioclimatic influences need to
be comparable. As opposed to species’ compositions which develop during runtime, bioclimatic drivers are an
input to TreeMig-2L. Information about thebioclimatedrivers can thereforebeused in advance topre-structure
a simulation area. In this pre-structuring bioclimate types are derived from the bioclimate drivers according to
a given set of bioclimate bins (see Section 6.A.2 and Section 6.3.1.3, main text). Each of the derived bioclimate
types is associated with one list (Fig. 6.A.1). Because the number of the bioclimate types is known in advance,
information about the bioclimate types can be stored in a one dimensional array structure.

Connections between the different data structures, i.e. the array for the two-dimensional layer, the one-
dimensional array for bioclimate types and the linked lists for elements on the non-spatial layer, are asymmetric
(Fig. 6.A.1). Each bioclimate type has a pointer – a data type allowing direct access – to the first element in its
list. In addition, each cell of the two-dimensional layer has a pointer to the element with which it is currently
associated, to allow for a direct and thus fast exchange of the status information.

³In a doubly linked list with one element the predecessor and the successor of the element are the element itself.
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Figure 6.A.1 : Data structures used in TreeMig-2L and their connections. State variables required for processes simulated on the
two-dimensional layer (see Fig. 6.2, main text) are kept in cells stored in an M x N array structure (size according to the simulation
area). The non-spatial layer comprises different data structures: a vector of bioclimate types (length S) and associated linked lists
for each of these types containing the actual elements on the non-spatial layer. The bioclimate types are derived in a pre-processing
(see Section 6.A.2 and Section 6.3.1.3, main text). Connections between the different data structures are asymmetric and deϐined
with pointers. A pointer is a data structures holding the memory location of another data structure and therefore allowing direct
access. Each cell (cij) on the two-dimensional layer holds a pointer (*p:Ekt) to the element of the non-spatial layer it is currently
associated with (Ekt). Each bioclimate type (Bk) holds a pointer (*p:Ek1) to the ϐirst element of its associated list (Ek1). Elements
stored in the linked lists do not contain pointers to their associated cells because the number of cells changes during simulation
time. For explanatory reasons, list k is depicted containing several elements and cij points to element Ekt. However, a list can also
consist of only one element which then points to itself.

156



6.A. Additional details on the implementation of TreeMig-2L

6.A.2 Pre-structuring of a simulation area

A considered simulation area is pre-structured to bioclimate types according to the bioclimate drivers. The
underlying idea of the pre-structuring is that the spatial correlation in the bioclimate among cells of the sim-
ulation area is rather persistent (see Nabel et al., submitted; see Chapter 4). Due to this correlation, two cells
with similar bioclimate drivers for a certain time span have a good chance to have similar bioclimate drivers
beyond this time span (also see the examples in Figs. 6.C.5 and 6.C.6). With this in mind, similarity of cells is
only tested for a number of pre-defined supporting periods instead of for the entire time span covered by the
bioclimate driver (see Fig. 6.A.2 for an example). For each of the supporting periods and for each of the biocli-
mate drivers one average per cell is calculated (Fig. 6.A.2a). For each bioclimate driver, the according averages
are then clustered into predefined bioclimate bins (Fig. 6.A.2b). Each actually occurring set of classes defines
one bioclimate type (Fig. 6.A.2c). The number of possible bioclimate types will therefore be influenced by the
number of supporting periods and the number of bioclimate bins (see for example Fig. 6.C.4). A small number
of supporting periods and of bioclimate bins will lead to a coarser discretisation to bioclimate types, whilst
more periods and more bins will lead to a finer discretisation. After associating each cell with one bioclimate
type, the bioclimate influence for this type is calculated as the average of all associated cells for each point in
time and each bioclimate variable (e.g. Fig. 6.A.2c).
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Figure 6.A.2 : Visualisation of the pre-structuring to bioclimate types with the example of the minimumwinter temperature (Min.
winter temperature), one of TreeMig’s three bioclimate drivers. For each of the supporting periods (here P1-P3) the minimum
winter temperature driving celli is averaged (panel a). In the example theminimumwinter temperature is assumed to theoretically
range from −14 ◦C to +10 ◦C discretised with a resolution of 2 ◦C into 13 bins (as e.g. done for the set E3 of bioclimate bins in
Table 6.2, main text). The averages of the supporting periods P1-P3 for celli are clustered according to these bins (panel b). All cells
with supporting periods clustered into the same bins are associated with the same bioclimate type and the bioclimate inϐluence for
a bioclimate type is calculated as the average of all associated cells (panel c) for each point in time.

Thebioclimate types receive a unique ID and are stored in aNetCDF file (Unidata - http://www.unidata.ucar.
edu/software/netcdf/) used in two-layer simulations to read the bioclimate driver. Depending on the ratio of
the number of bioclimate types to the number of cells in the simulation area, this NetCDF file is much smaller
than the original NetCDF file which stores bioclimate input data for each single cell (e.g. the NetCDF file for
the E1 version of the application scenario A1 having a 1:33 ratio of bioclimate types to cells has a size of 9MB
instead of the 400MB required for the original file).

Most TreeMig simulations startwith an initialisationphase frombare groundwith a reducednumber of sim-
ulated processes (cf. Lischke et al., 2006; Nabel et al., 2013; for the latter see Chapter 3). One consequence of the
pre-structuring of the simulation area in TreeMig-2L is that the linked list of each bioclimate type (see Fig. 6.A.1)
will contain exactly one element in this initialisation phase. Simulations not starting frombare-groundbutwith
given species’ abundances will require an additional pre-processing step, introducing appropriate numbers of
elements according to the different species’ abundances occurring for the different bioclimate types.
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6.A.3 Execution sequence in TreeMig-2L

The implementation of TreeMig-2L is based on TreeMig-Netcdf 2.0 (Nabel et al., submitted; see Chapter 4) and
the gross of the program structure was adopted from there. However, besides the changes in data structures
used (see Section 6.A.1) also changes in the execution sequence were required (see Fig. 6.A.3).
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Figure 6.A.3 : Execution sequence per time step in TreeMig-2L. (1) Each time step begins with the execution of the processes
simulated on thenon-spatial layer. For eachbioclimate type the current bioclimate driver is read (or drawn in case of extrapolations)
and species-speciϐic inϐluences are derived and are subsequently used for simulations of adult dynamics (described in detail in
Lischke et al., 2006) in each element of the linked list of the bioclimate type. (2) Subsequently, processes simulated on the two-
dimensional layer are conducted. Since each cell has a pointer to the element it is currently associated with (Fig. 6.A.1 and Fig. 6.2,
main text), it can access required information for seed dispersal and germination. (3a) Seeds germinated in the current time step
can necessitate splitting of elements. Therefore, current associations are tested for each cell and if any threshold on the density of
germinated seeds for any tracked species is violated the association is no longer valid. In case that the current associated element
already had splits in the current time step, the cell can be reassociated to an element from a previous split if the thresholds on the
germinated seed densities are met. If not, the current element is split up and the cell is associated with the new element. (3b)
Merging is only done after a pre-deϐined number of time steps. In a merging year, (3b.1) all elements in the list of a bioclimate type
are compared and similar elements are merged, two elements are thereby only merged if none of themwas involved in any splits in
this time step. (3b.2) Aftermergingwas conducted, cells whose associated elementsweremerged need to be reassociated. (4) After
the associations are reorganised, cells can push the number of seeds germinated in this time step to their associated elements. (5)
To prevent inϐinitesimal values, the population densities per height class kept in each element of the non-spatial layer are tested for
adherence of a pre-speciϐied minimum density threshold (see Nabel et al., 2013; see Chapter 3). Values falling below the threshold
are added to lower height classes or removed, in case of the lowest height class. (6) The output of TreeMig-2L is written at the end
of each time step for each cell, provided the current time step is an output year.

Appendix 6.B Application scenarios

For this study, TreeMig-2L simulations were conducted for two application scenarios with different simulation
settings which are briefly characterised in Table 6.1 in the main text. The location of the simulation areas in
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Switzerland are depicted in Fig. 6.3 in the main text. In this supplementary material, additional information for
the two application scenarios is provided.

As described in Section 6.3.1.1 in themain text, TreeMig simulations require time series of three annual bio-
climate drivers. The bioclimate influences used for the two application scenarios were derived from monthly
averaged temperatures and monthly precipitation sums from different SRESA1B (Nakicenovic et al., 2000) sce-
nario projections with a program based on ForClim-E (Bugmann and Cramer, 1998; Lischke et al., 2006) – for
more details on the actual climate time series see below (B.1 and B.2). Bioclimate types for both application
scenarios were derived with the same set of bioclimate bins (see Table 6.2, main text) using three sampling
periods: (1) the first 30 years (A1: 1961-1991; A2: 1901-1931), (2) the whole time span (A1: 1961-2100; A2:
1901-2100) and (3) the last 30 years (both: 2071-2100). Because the simulated time spans of both application
scenarios exceeded the available bioclimate data, a stochastic method was used to extrapolate the bioclimate
driver (see B.3 for further information). Simulations with both scenarios started in 1400 with an initialisation
phase lasting 400 years. In this initialisation phase only a restricted set of processes was simulated assuming
that saplings of all species are available in all elements (with one restriction in application scenario A2, see B.2
below) instead of simulating seed production, dispersal and germination (cf. Lischke et al., 2006; Nabel et al.,
2013; for the latter see Chapter 3).

The two-layer simulations discussed in the main text all applied the same set of splitting and merging
thresholds. These thresholdsweredefinedonaunit area, the so-calledpatch area (cf. Bugmann, 1994), because
TreeMig’s state variables representmeans of Poisson distributions of tree densities per species and height class
on this unit area (Lischke et al., 1998, 2006). For the splitting of elements two thresholds were used, namely
0.005 and 0.5 germinated seeds per patch area. These two thresholds were used to divide the number of ger-
minated seeds in three bins: absence of germinated seeds, scattered germinates seeds and more than one
seed on every second patch. Elements on the non-spatial area were split if the germinated seeds of any of the
species tracked in the application scenario fell on different sides of these thresholds for at least two associated
cells. Merging was considered every 100 simulation years and elements were merged if the difference in the
densities for all occurring species and height classes did not exceed a height-specific similarity threshold (50.0,
25.0, 20.0, 15.0, 10.0, 7.5, 5.0, 2.5 individuals per patch for the lowest eight height classes, respectively and 1.0
for all other height classes).

In addition to the simulations discussed in the main text, some sensitivity tests were conducted with dif-
ferent splitting and merging thresholds and a different merging interval. Results for these sensitivity tests are
shown and discussed in supplementary material C. For A1 and A2 tests were conducted only considering pres-
ence and absence of germinated seeds for splitting, i.e. with only one splitting threshold (0.05). For A2, addi-
tional tests with a larger set of splitting thresholds were conducted (0.0005, 0.005, 0.05, 0.5, 5.0 and 50.0 ger-
minated seeds per patch area). For both application scenarios, a merging interval of 10 simulation years and
merging conditional on smaller differences for the densities in the height classes were tested (5.0 individuals
per patch area for the first seven height classes and 1.0 individuals for all other height classes).

All simulations were conducted without disturbances (other than climatically caused) and the boundaries
of the simulation areas were assumed to be absorbing, i.e. seeds dispersed beyond the boundaries were lost.
In both application scenarios a minimum population density threshold (see Nabel et al., 2013; see Chapter 3)
of one individual per grid-cell was applied.

6.B.1 Application scenario A1

Application scenario A1 has already been used in a preliminary study to test the performance of a pre-version
of TreeMig-2L in simulations without dynamic associations between the layers (Nabel and Lischke, 2013; see
Chapter 5). The bioclimate influences used for A1 simulations were derived from an SRESA1B scenario simula-
tion calculated with RCA3 (1961-2100 – Kjellström et al., 2005) and downscaled to 200m cell side length based
on a grid of MeteoSwiss weather stations interpolated with daymet (Thornton et al., 1997). In addition to the
monthly climate data, static data for the simulation area on slope, aspect and water holding capacity was used
to calculate the bioclimate drivers. Slope and aspect were averaged from the 25m digital elevation model of
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the Swiss FederalOfficeof Topography (DHM25 (c)1994Bundesamt für Landestopographie). Thewater holding
capacity was derived from data on water retention potential and soil wetness found in the Swiss soil suitability
map (Frei et al., 1980) bymeans of a linear regression based on soil profiles at test sites according to (Löffler and
Lischke, 2001).

A1 simulations were conducted for 1100 years (1400-2500) and simulated for 31 species occurring in
Switzerland. These species were parameterised for previous TreeMig applications. Parameters for 30 species
were taken from Lischke et al. (2006) altered according to the findings in Rickebusch et al. (2007), namely
Abies alba, Larix decidua, Picea abies, Pinus cembra, P. montana, P. sylvestris, Taxus baccata, Acer campestre,
A. platanoides, A. pseudoplatanus, Alnus glutinosa, A. incana, A. viridis, Betula pendula, Carpinus betulus, Cas-
tanea sativa, Corylus avellana, Fagus sylvatica, Fraxinus excelsior, Populus nigra, P. tremula, Quercus petraea, Q.
pubescens, Q. robur, Salix alba, Sorbus aucuparia, Tilia cordata, T. platyphyllos and Ulmus scabra. Parameters for
the 31th species Ostrya carpinifolia were taken from Nabel et al. (2012) (see Chapter 2).

For the A1 simulations with two layers discussed in the main text, four species were used to decide if an
element of the non-spatial layer needs to be split: Q. pubescens, O. carpinifolia, L. decidua and P. silvestris. These
four species were selected as tracked species because of their high drought tolerance indices in TreeMig. With
increasing drought severity (and temperature), these species are expected to increase their distributions. In
addition to simulations with these four tracked species, simulations with two tracked species (P. silvestris and
Q. pubescens) and simulations with six tracked species (the four species already listed and the two speciesmost
abundant in the simulation area P. abies and F. sylvatica) were conducted to assess the sensitivity of the simu-
lation results to the choice of tracked species.

6.B.2 Application scenario A2

Application scenario A2was used in previous studies to investigate the influence of interannual bioclimate vari-
ability on the northwardsmigration ofO. carpinifolia (Nabel et al., 2012, 2013; see Chapters 2 and 3). Bioclimate
influences were derived from CRU data (1901-2000 – Mitchell et al., 2003) followed by an SRESA1B scenario
simulation calculated with CLM (2001-2100 – Lautenschlager et al., 2009 which was downscaled to 30′′ with
WorldClim data (Hijmans et al., 2005) and projected to 1km2 with FIMEX-0.28 (Klein, 2012). In addition to the
monthly climate data, static data for the simulation area on slope, aspect and water holding capacity was used
(see supplementary material to Nabel et al. (2013) for more details; see Appendix 3.B).

A2 simulations were conducted for 1600 years (1400-3000) and in addition to O. carpinifolia a 20 other
species were simulated: A. alba, L. decidua, P. abies, P. cembra, P. sylvestris, Taxus baccata, A. platanoides, A. pseu-
doplatanus, A. incana, B. pendula, C. betulus, C. sativa, F. sylvatica, F. excelsior, P. tremula, Q. petraea, Q. pubescens,
S. aucuparia, T. cordata, T. platyphyllos and U. scabra.

As opposed to all other species, saplings of O. carpinifolia were restricted to the southern part of the tran-
sect up to the 65th transect km north in the initialisation phase (1400-1800) of the A2 simulations. From the
simulation year 1800 on the northwards migration of O. carpinifolia was simulated. For the A2 simulations dis-
cussed in the main text the optimistic end of the range of plausible species parameters for O. carpinifolia (see
Nabel et al., 2012; see Chapter 2) was used because the migration through the transect was not restricted for
this parameter set in a previous simulation study (Nabel et al., 2013; see Chapter 3). In addition to this parame-
ter set from the optimistic end, a predominantlymoderate parameter setwas simulated to assess the sensitivity
of deviations in the simulation results on the parameter set of the migrating species (see Section 6.C.3.2). This
second parameter set usedmoderate values for all parameters other than the required sum of daily mean tem-
peratures above 5.5 ◦C because this parameter was critical for a successful migration in a previous simulation
(Nabel et al., 2013; see Chapter 3).

6.B.3 Extrapolation of the bioclimate time series

To extrapolate the available bioclimate time series to cover the entire simulated time spans a stochasticmethod
was used. Nabel et al. (submitted) (see Chapter 4) recommended that amethod used to extrapolate time series
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for spatially explicit simulations should account for the spatial correlation of climatic fluctuations in the extrap-
olated data. Therefore, the simplemethod of drawing complete bioclimatemaps from a set of base years used
in Nabel et al. (submitted) was also used in this study. For extrapolation of past simulation years the first 30
years of the input data for each of the two application scenarios (A1: 1961-1990 and A2: 1901-1930) were used
to derive a set of detrended base years (see supplementary material to Nabel et al. (2013) (see Chapter 3) for
more information on the detrending). For extrapolations of future simulation years the last 30 years (2071-2100
for both application scenarios) were used to derive a second set of detrended base years.

In the pre-structuring of the simulation area, required for two-layer simulations with TreeMig-2L, the biocli-
mate information is transferred from the cell level to the bioclimate types. This does not affect the applicability
of the extrapolation method: The only difference to simulations on one layer is that in each year a bioclimate
map for all bioclimate types is drawn instead of a bioclimate map for all single cells.

Appendix 6.C Additional results and sensitivity tests

6.C.1 Pre-structuring of the simulation areas

The number of cells associated with the bioclimate types is influenced by the number of supporting periods,
thenumber of bioclimatebins and theheterogeneity of the simulation area. Bioclimate types representingbins
with frequent occurrences in the simulation areawill endupwithmore cells thanbioclimate types representing
rare bioclimatic conditions. The distribution of cells to bioclimate types for the two application scenarios (A1
andA2) and the three sets of bioclimatebins (E1-E3 – see Table 6.2,main text) reflect this (see Fig. 6.C.1, Fig. 6.C.2
and Fig. 6.C.3).

In the pre-structuring of the simulation area, each bioclimate type receives a unique ID (see Section 6.A.2).
This ID is theoretically arbitrary, however, the underlying algorithm in TreeMig-2L assigns the IDs in a spe-
cific order. When searching for similarities among cells, one supporting period after the other is processed
and the three bioclimate variables are considered in the order: (1) sum of daily mean temperatures above
5.5 ◦C (DDsum>5.5 ◦C), (2)minimumwinter temperature, and (3) drought index; each increasing from the small-
est to the largest occurring value. Thus, the IDs of the bioclimate types are monotonous increasing with
the DDsum>5.5 ◦C of the first supporting period and allow some insights into the distribution of IDs for the
DDsum>5.5 ◦C in the simulation area (Fig. 6.C.1 and Fig. 6.C.4). For example, the tendency for bioclimate types
with many associated cells to have IDs in themiddle of the ID-ranges, i.e. DDsum>5.5 ◦C values in themoderate
range of the simulation area.

A finer division by means of smaller bioclimate bins in the pre-structuring of the simulation area tends to
lead to a smaller number of cells associated with the bioclimate types (Fig. 6.C.1) and to smaller deviations
between the averaged bioclimate and the bioclimate of the single associated cells (Fig. 6.C.2 and Fig. 6.C.3).
This is also supported by the differences among the bioclimate variables. For all sets of bioclimate bins the
DDsum>5.5 ◦C was divided into more bins (see Table 6.2, main text) leading to smaller maximum differences
between DDsum>5.5 ◦C time series of bioclimate types and their associated cells than for the other variables
(Fig. 6.C.2 and Fig. 6.C.3).
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Figure 6.C.1 : Number of cells associated with bioclimate types derived with the three sets of bioclimate bins (E1-E3 – Table 6.2,
main text) for the two simulation areas of application scenario A1 and A2. The number of cells per bioclimate type varies strongly
among the three sets and the simulation areas (note the different scales).
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Figure 6.C.2 : Average bioclimate for the bioclimate types (black lines) and for their associated cells (grey half-transparent lines).
Depicted are the bioclimate types which averages deviate the most from one of their associated cells for pre-structurings of the
simulation area of application scenario A1 with the ϐine (E1) and the coarse (E3) bioclimate bins (Table 6.2, main text) for each
of TreeMig’s bioclimate drivers (DDsum>5.5 ◦C: Sum of daily mean temperatures above 5.5 ◦C; Min. witemp.: Minimum winter
temperature; and the drought index).
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Figure 6.C.3 : Average bioclimate for the bioclimate types (black lines) and for their associated cells (grey half-transparent lines).
Depicted are the bioclimate types which averages deviate the most from one of their associated cells for pre-structurings of the
simulation area of application scenario A2 with the ϐiner (E1) and the coarser (E3) bioclimate bins (Table 6.2, main text) for each
of TreeMig’s bioclimate drivers (DDsum>5.5 ◦C: Sum of daily mean temperatures above 5.5 ◦C; Min. witemp.: Minimum winter
temperature; and the drought index).
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Figure 6.C.4 : Distribution of the IDs of the bioclimate types in space for the two application scenarios A1 and A2. Depicted are
bioclimate type IDs for the moderate set of bioclimate bins (E2 – see Table 6.2, main text). Although the IDs of the bioclimate types
are theoretically arbitrary they allow some insights into the distribution of IDs for the DDsum>5.5 ◦C, due to the algorithm used to
derive the bioclimate types (see text of Section 6.C.1). For both simulation areas close IDs (i.e. IDs with close DDsum>5.5 ◦C values)
visibly cluster in space, following elevations in the transect area (see Fig. 6.2, main text). ID-mapswere createdwith ncview (Pierce,
2012).

6.C.2 Additional results

To assess the relevance of deviations from one in the different similarity coefficients (SCs), results from 1L-ORG
runs with different pseudo-random number streams (PRNSs) used to extrapolate the bioclimate driver were
compared among each other. Since these runs only differ in the stochastically extrapolated bioclimate (before
1961 for A1, before 1901 for A2, and after 2100 for both application scenarios – see Section 6.B.3) deviation
from one in their SCs (Table 6.C.1 and Fig. 6.C.5) are due to the interannual variability in the bioclimate driver.

Table 6.C.1 : The similarity coefϐicient (SC) was used to compare different output variables among 1L-ORG for runs applying dif-
ferent pseudo-random number streams (PRNSs) to extrapolate the bioclimate driver. These SCs thus show the inϐluence of the
interannual bioclimate variability on the similarity among simulations with otherwise similar conditions. SC means and standard
deviations stem from comparisons among ϐive runs with different PRNSs (ten comparisons) for A1 and 20 runs (190 comparisons)
for A2.

Avg. SC (σ)
SCsum SCspec SCOC

A1 0.95 (0.02) 0.87 (0.04) –
A2 0.92 (0.03) 0.86 (0.03) 0.79 (0.05)

Inter-comparisons of 1L-ORG runs led to SCspec (Fig. 6.C.5a) and SCsum (not shown) values close to one
until 2100 for the homogeneous simulation area of application scenario A1. For the more heterogeneous sim-
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ulation area of application scenario A2 therewere small deviations fromone in the SCs (Fig. 6.C.5b and c), which
vanishedduring the time span simulatedwith a deterministic bioclimate driver (1901-2100). Directly after 2100
the SCs rapidly decreased andquickly stabilised on a lower level for both application scenarios. The lower levels
in the SCs after 2100 were mainly due to the larger drought index values and the higher interannual variability
in the drought index (see e.g. Fig. 6.C.2 and Fig. 6.C.3) which entail larger fluctuations in the simulated species’
abundances.
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Figure 6.C.5 : Temporal development of the SCspec for application scenario A1 and A2 and the SCOC for application scenario A2
from comparisons of 1L-ORG runs applying different pseudo-random number streams to extrapolate the bioclimate driver. SCspec

values were calculated every 100 years for A1 and every 50 years for A2 simulations; SCspec was calculated for every simulation
year. SCspec for A1 stems from comparisons among ϐive runs (ten comparisons); SCs for A2 stem from comparisons among 20 runs
(190 comparisons). Single runs and their means are printed half-transparent and bold, respectively.

For both application scenarios, and the threedifferent kinds of conducted simulation settings (2L, 1L-PB and
2L-NDA), the development over time of SCspec (Fig. 6.C.6 and Fig. 6.C.7) and SCsum (not shown) were compa-
rable among simulations conducted with bioclimate types resulting for all three sets of bioclimate bins (E1-E3)
and most simulation settings: the SCs decreased in the transient phase of climate change (from around 2000
on) and stabilised after a few centuries. Comparable to the 1L-ORG simulations (Fig. 6.C.5) the SCs stabilised
on a lower level than before the transient phase, which is again mainly due to the larger drought index values.
Deviations resulting from simulations with the original drought indices and the averaged drought indices have
a stronger impact for larger than for smaller drought indices.

Trajectories for the SCOC measured for application scenario A2 with 2L-NDA simulations (Fig. 6.C.8) differ
from the other trajectories. The 2L-NDA simulations were conducted without dynamic associations. Because
no splits were conducted Ostrya carpinifolia quickly covered the whole simulation area after the spin-up since
seeds germinated in any of the cells associatedwith one element contributed to the average number of germi-
nated seeds in that element. In 1L-ORG simulations, 1L-PB simulations and in the 2L simulations with dynamic
associations, in contrast,O. carpinifoliawas initially absent in the northern parts of the transect and only slowly
migrated through the transect (Fig. 6.C.9). Therefore, the SCOC is much smaller for 2L-NDA simulations than
for 2L simulations (maximum differences in the SC of more than 0.3 – Fig. 6.C.8). Because 2L-NDA simulations
were conducted without dynamic associations they mainly reflect the changes in the bioclimate over time. In
the application scenario A2, the bioclimate driver was deterministic from 1901-2100 (see Section 6.B) and a
changing climate following the SRESA1B scenario was simulated. After 2000 the temperatures in the southern
part of the transect got more and more favourable for O. carpinifolia leading to an increase in the biomass of
O. carpinifolia by the year 2025 for simulations with all simulation settings (Fig. 6.C.9). Because the SC is cal-
culated as the ratio of differences compared to similarities over all cells of a simulation area (see Eq. 1, main
text) an increase of the abundances in the south for all simulation settings and stable abundances in the north
led to a rapid increase in the SCOC for 2L-NDA runs (Fig. 6.C.8, Fig. 6.C.9). However, after only some decades
the bioclimate in the north of the transect also got warm enough to allow for an increase in the biomass of O.
carpinifolia in the 2L-NDA simulations (Fig. 6.C.9). This led to a sharp decrease in the SCOC because now the
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difference in biomass amounts of O. carpinifolia in the north of the transect compared to 1L-ORG simulations
increased (Fig. 6.C.8). After 2100 the SCOC stayed on a stable level for some centuries and started to slowly
increase again by the time O. carpinifolia started to spread on the northern side of the Alps in simulations with
the other simulation settings (Fig. 6.C.8, Fig. 6.C.9).

E1 E2 E3
S

C
sp

ec

0.75

0.80

0.85

0.90

0.95

1.00

0.70

2L 2L-NDA1L-PB mean
100 runs

mean
100 runs

mean
100 runs

1900 2100 2300 2500
Simulation year

1900 2100 2300 2500
Simulation year

1900 2100 2300 2500
Simulation year

Figure 6.C.6 : Temporal development of the SCspec for application scenario A1 from comparisons of 1L-ORG runs to runs with
bioclimate types derived with all three sets of bioclimate bins (E1-E3 – Table 6.2, main text). SCspec values were calculated every
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Figure 6.C.8 : Temporal development of the SCOC comparing simulations of application scenario A2. Depicted SCOC values stem
from comparisons of 1L-ORG runs to runs with bioclimate types derived with all three sets of bioclimate bins (E1-E3 – Table 6.2,
main text). Simulations were conducted with two-layers with and without dynamic associations (2L and 2L-NDA, respectively) and
with one layer but with the bioclimate of the associated bioclimate types (1L-PB). For each setting 100 repetitions were compared,
which were simulated with different pseudo-random number streams used to extrapolate the bioclimate driver before 1901 and
after 2100. Single runs and their means are printed half-transparent and bold, respectively.
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Figure 6.C.9 : Maps of the biomass of Ostrya carpinifolia for different simulation years resulting in one-layer simulations with
the original bioclimate driver (1L-ORG) and simulations with bioclimate types derived with the moderate set of bioclimate bins
(E2 – Table 6.2, main text) and simulated with and without dynamic associations between cells on the two-dimensional layer and
elements on the non-spatial layer (2L and 2L-NDA, respectively). Differences in the spatial spread ofO. carpinifolia between 1L-ORG
and 2L simulations on one side and 2L-NDA simulations on the other side demonstrate the problem of simulations with a general
availability of seeds for all species – as assumed inmany dynamic vegetationmodels (see e.g. Snell et al., submitted; see Appendix A)
– and underline the importance to simulate migration explicitly. Maps of the biomass of O. carpinifoliawere created with Paraview
(Ahrens et al., 2005).
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6.C.3 Sensitivity tests

In addition to the simulations discussed in themain text, several sensitivity tests were conductedwith different
splitting and merging thresholds and a different merging interval.

6.C.3.1 Sensitivity tests for application scenario A1

For application scenarioA1, each combinationof the variants listed in Table 6.C.2was simulatedwithbioclimate
types derivedwith all three sets of bioclimate bins (E1-E3 – Table 6.2, main text) andwith five different pseudo-
random number streams used to extrapolate the bioclimate driver, i.e. 360 simulations were conducted.

Table 6.C.2 : Simulated variants of tracked species, splitting and merging thresholds and merging intervals.

Tracked species 2: P.s.¹ and Q.p.² 4*: The two and O.c.³ and L.d⁴ 6: The four and P.a.⁵ and F.s.⁶
Splitting thresholdsƅ 1: 0.05 2*: 0.005 and 0.5
Merging accuracy c*: Coarse merging thresholdsƆ f: Fine merging thresholdsƇ
Merging interval decade century*
¹ P. silvestris ² Q. pubescens ³ O. carpinifolia ⁴ L. decidua ⁵ P. abies ⁶ F. sylvatica
* Combination of variants used in the experiments in the main text.
ƅ germinated seeds per patch area
Ɔ Similarity thresholds of 50.0, 25.0, 20.0, 15.0, 10.0, 7.5, 5.0, 2.5 individuals per patch for the lowest eight height classes, respec-
tively and 1.0 for all other height classes.

Ƈ Similarity thresholds of 5.0 individuals per patch area for the ϐirst seven height classes and 1.0 individuals for all other height
classes.

The different variants led to dramatic differences in the number of elements on the non-spatial layer over
the simulated time span. The extremes of these combinations spanned a range of peak ratios of number of
elements compared to number of cells in the simulation area from below 2% up to around 70% (Fig. 6.C.10).
Despite the dramatic differences in the number of elements on the non-spatial layer over time, maximum dif-
ferences in CPU time reductions were only around 12% (Fig. 6.C.11) with larger differences among simulations
with different number of tracked species when merging every century. The set of bioclimate bins (E1-E3 –
Table 6.2, main text) used to derive the applied bioclimate types had even lesser effects on the CPU time re-
ductions than the number of tracked species combined with the merging interval. The level of the SCspec, in
contrast, was mainly determined by the applied bioclimate types. In summary, simulations with application
scenario A1 showed that the only notable increases in CPU time reductions were achieved by reducing the
number of tracked species or by shortening the merging interval from centuries to decades, which in turn had
small influenced the SCspec. However, when merging with the finer set of merging thresholds the effect on
the SCspec was comparably very low (≤ 0.02 differences in the SC).

6.C.3.2 Sensitivity tests for application scenario A2

For application scenario A2, two different sensitivity tests were conducted: Firstly, the influence of a different
parameter set for themigrating species on the accuracy of TreeMig-2L simulationswas tested and secondly – as
also done for application scenario A1 – tests on the influence of splitting andmerging thresholds andmerging
intervals were conducted.

Simulating migration with another species parameter set In addition to the parameter set used in the
main text, a less optimistic parameter setwas simulated (see Section 6.B.2) to assess the sensitivity of deviations
in the simulation results on the parameter set of the migrating species. As in the main text, northernmost
occurrences of O. carpinifolia and its spread in the last simulation year were compared between 2L simulations
with bioclimate types derived with all three sets of bioclimate bins (E1-E3 – Table 6.2, main text) and 1L-ORG
simulations (Fig. 6.C.12). Whilst the distribution of the northernmost occurrences in the last simulation year
resulting from two-layer simulations with E1-E3were comparable to simulations with the optimistic parameter
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Figure6.C.10 : Temporal development of the elements on the non-spatial layer relative to the number of cells in the simulation area.
Depicted are simulations with different combinations of tracked species (Ts), splitting (St) andmerging accuracy (Ma) andmerging
intervals (Mi) with bioclimate types derived with all three sets of bioclimate bins ( E1-E3 – Table 6.2, main text). Shown are the
extreme combinations (Table 6.C.2): tracking absence and presence (St: 1) of two species (Ts: 2) andmerging every decade (Mi: d)
with coarsemerging thresholds (Ma: c) on the left, and tracking six species (Ts: 6) with two splitting thresholds (St: 2) andmerging
every century (Mi: c) with ϐiner merging thresholds (Ma: f) on the right, as well as two moderate combinations, of which one is the
combination shown in the main text, namely tracking four species (Ts: 4) with two splitting thresholds (St: 2) and merging every
century (Mi: c) with coarse merging thresholds (Ma: c). CPU times and SCspec values of these and other combinations are shown
in Fig. 6.C.11.

set (Fig. 6.7, main text), the distribution resulting from simulations with E3 – the coarsest set of bins – for the
moderate parameter set forO. carpinifolia clearly stick out (Fig. 6.C.12a), showing a strong tendency for a faster
crossing of the bottlenecks caused by the coarser averaging of the bioclimate driver. Biomass distributions
are again comparable over broad parts of the simulation area, however, migration paths appear to be slightly
different for each of the simulated settings, at least for the depicted run (Fig. 6.C.12b).

Sensitivity on splitting and merging thresholds and merging intervals For application scenario A2,
the same splitting and merging threshold and the same merging intervals as for application scenario A1 (Ta-
ble 6.C.2) were simulated. In addition, simulations were conducted with a larger set of splitting thresholds (Six
thresholds: 0.0005, 0.005, 0.05, 0.5, 5.0 and 50.0 germinated seeds per patch area). A2 simulations were con-
ducted for each combination of variants with bioclimate types derived with all three sets of bioclimate bins
(E1-E3 – Table 6.2, main text) and with 20 different pseudo-random number streams used to extrapolate the
bioclimate driver, i.e. 720 simulations were conducted. Besides the large differences among simulations with
bioclimate types derived with the different bioclimate bins, changes in other settings for application scenario
A2 showed only tiny differences in the resultingmean CPU time reductions (maximumdifferences smaller than
3%) and the resulting mean SCspec values (max differences smaller than 0.01 – Fig. 6.C.13). The same was ob-
served for most settings for mean SCOC values (Fig. 6.C.14), however, merging intervals of a decade in combi-
nationwith the coarsemerging thresholds led to stronger decreases in themeanSCOC (maximumdifferences
of about 0.08).
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Figure 6.C.11 : CPU time reductions and SCspec values resulting from simulations with different splitting and merging settings
(numbers and letters on the x-axis are according to Table 6.C.2) and bioclimate types derived with each of the three sets of bio-
climate bins (E1-E3). Additionally, CPU time reductions and SCspec values resulting from two-layer simulations without dynamic
associations (2L-NDA) and one-layer simulations with the bioclimate driver from the bioclimate types (1L-PB) are depicted. 1L-PB
simulations did not led to reductions in CPU times (indicated by the empty set sign). Each simulation setting was repeated in ϐive
runs with different pseudo-random number streams used to extrapolate the bioclimate driver. The CPU times for single runs and
the resulting SCspec values in the last simulation year are depicted as crosses, the mean of the ϐive runs for each setting as a dash.
The combination shown in the main text is depicted with a thicker stroke.
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Figure 6.C.12 : Accuracy of the simulation of migration with TreeMig-2L for a less optimistic parameter set for Ostrya carpinifolia
than simulated in the main text (see Fig. 6.7, main text). (Panel a) The temporal development of the simulated northwards migra-
tion of O. carpinifolia (depicted as the northernmost occurrence over time; smoothed over ten year intervals) resulting from 2L
simulations with bioclimate types derived with the three sets of bioclimate bins (E1-E3 – Table 6.2, main text) resemble the results
from the 1L-ORG simulations. Distributions of the northernmost occurrences in the last simulation year (box-plots on the right
side of panel a), calculated from 100 repetitions with different pseudo-random number streams (PRNSs) used to extrapolate the
bioclimate driver, are quite similar in mean and standard deviations for most settings. However, the distribution resulting from
simulations with E3 – the coarsest set of bins – clearly sticks out indicating a strong tendency for a faster crossing of the bottleneck
situation. (Panel b) Maps of the spatial spread of O. carpinifolia resulting from runs with the same PRNS as depicted in Fig. 6.7,
main text. Again, broad parts of the simulation area are comparable, reϐlected in their SCOC values: E1: 0.96 E2: 0.89 E3: 0.80.
However, migration paths appear to be slightly different for each of the simulated settings for the depicted run. The northernmost
occurrences in the last simulation year of the four runs depicted in panel b are marked with differently coloured symbols on the
right side of panel a. Maps of the biomass of O. carpinifoliawere created with Paraview (Ahrens et al., 2005).
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Figure 6.C.13 : CPU time reductions and SCspec values resulting from simulations with different splitting and merging settings
(numbers and letters on the x-axis are according to Table 6.C.2; for ’6’ splitting thresholds see text to Section 6.C.3.2) and bioclimate
types derived with each of the three sets of bioclimate bins (E1-E3). Additionally, CPU time reductions and SCspec values resulting
from two-layer simulations without dynamic associations (2L-NDA) and one-layer simulations with the bioclimate driver from the
bioclimate types (1L-PB) are depicted. 1L-PB simulations did not led to reductions in CPU- times (indicated by the empty set sign).
Each simulation setting was repeated in 20 runs with different pseudo-random number streams used to extrapolate the bioclimate
driver. The combination shown in the main text is depicted with a thicker stroke.
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Figure 6.C.14 : CPU time reductions and SCOC values resulting from simulations with different splitting and merging settings
(numbers and letters on the x-axis are according to Table 6.C.2; for ’6’ splitting thresholds see text to Section 6.C.3.2) and bioclimate
types derived with each of the three sets of bioclimate bins (E1-E3). Additionally, CPU time reductions and SCOC values resulting
from two-layer simulations without dynamic associations (2L-NDA) and one-layer simulations with the bioclimate driver from the
bioclimate types (1L-PB) are depicted. 1L-PB simulations did not led to reductions in CPU times (indicated by the empty set sign).
Each simulation setting was repeated in 20 runs with different pseudo-random number streams used to extrapolate the bioclimate
driver. The combination shown in the main text is depicted with a thicker stroke.
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Appendix A

Using dynamic vegetation models to
simulate plant range shifts
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Abstract 

Dynamic vegetation models (DVMs) follow a process-based approach to simulate plant population 

demography, and have been used to address questions about disturbances, plant succession, 

community composition, and provisioning of ecosystem services under climate change scenarios. 

Despite their potential, they have seldom been used for studying species range dynamics explicitly. In 

this perspective paper, we make the case that DVMs should be used to this end and can improve our 

understanding of the factors that influence species range expansions and contractions. We review the 

benefits of using process-based, dynamic models, emphasizing how DVMs can be applied specifically 

to questions about species range dynamics. Subsequently, we provide a critical evaluation of some of 

the limitations and trade-offs associated with DVMs, and we use those to guide our discussions about 

future model development. This includes a discussion on which processes are lacking, specifically a 

mechanistic representation of dispersal, inclusion of the seedling stage, trait variability, and a 

dynamic representation of reproduction. We also discuss upscaling techniques that offer promising 

solutions for being able to run these models efficiently over large spatial extents. Our aim is to provide 

directions for future research efforts and to illustrate the value of the DVM approach. 

 

 

Introduction 

Understanding and predicting the regional and global distribution of plants is fundamental due to 

their role in ecosystem functioning (Lavorel and Garnier 2002), carbon storage and release (McGuire 

et al. 2001), and feedbacks to the global climate system (Sitch et al. 2008). There is still an open 

discussion about how the current distribution of plants will be impacted by climate change. Global 

vegetation models already consider shifts in global biome distributions; these models are however 

based on the simplified assumption that plants will be able to track rapid climate change (Sitch et al. 

2008). This would require some plant species to move over 1 km year-1 (Loarie et al. 2009), which is 

particularly unlikely for plants with long generation times, low reproductive rates, or limited 

dispersal abilities. 

This is not to say plants will not migrate at all; range shifts have already been recorded for some plant 

species in response to on-going climate change (e.g. Walther et al. 2005, Jump et al. 2012). However 

not all plants are shifting their ranges in the way we might have expected: range contractions (Zhu et 

al. 2012), shifts in the opposite direction (Crimmins et al. 2011), or significant time lags (Bertrand et 

al. 2011) are just some examples. Range dynamics are transient in space and time, and a variety of 

factors influence if, when and how species will shift their ranges. Predicting future range shifts 

requires a better understanding of the processes that influence current distributions, range 

expansions and contractions. 

Species distribution models (SDM) use correlative statistics to relate environmental variables to 

observed species presence or absence (Guisan and Thuiller 2005). These relationships are then used 

to project how a species potential habitat niche might shift under different environmental conditions. 

Although SDMs are the most commonly used tools for evaluating current and future species ranges 

(Dormann et al. 2012), their limitations and assumptions are also widely acknowledged (e.g. Hampe 

2004, Heikkinen et al. 2006, Thuiller et al. 2008). SDMs do not explicitly represent the processes that 

determine the boundaries of the species distribution such as dispersal, demography and biotic 
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interactions (e.g. Thuiller et al. 2013). SDMs also assume that species distributions are in equilibrium 

with the environment, even though range shifts will almost always involve scenarios where species 

are in disequilibrium with the current climate (Svenning and Sandel 2013). These assumptions cause 

uncertainty in their ability to predict future range shifts. Therefore, a process-based approach is 

necessary for understanding the transition phase and how the boundaries of ranges are determined. 

Within the SDM field of research, the solution has been to include some processes into existing SDMs 

(i.e. the hybrid or fitted process-based models), such as dispersal (e.g. Engler et al. 2012) and 

demography (papers in this issue; Dullinger et al. 2012). In this perspective paper, we would like to 

promote an alternative way forward; improving and using dynamic, process-based, vegetation models 

to advance our understanding and ability to simulate how processes and interactions influence plant 

species ranges and their shifts. We aim to do so by: (1) emphasizing why a process-based approach 

would be beneficial for simulations of species range shifts, (2) evaluating key processes to include 

and/or improve so as to better simulate range dynamics, and (3) discussing the limitations and 

methodological challenges associated with using DVMs. We highlight different upscaling approaches 

using examples, and address the issues of parameterization and model validation. Although DVMs 

come with their own restrictions, they provide an alternative to SDMs and thus enrich the toolbox for 

understanding climate change impacts on vegetation. 

 

 

Dynamic vegetation models (DVMs) 

We define a dynamic vegetation model (DVM) as a model that includes processes based on ecological 

and physiological knowledge of the factors influencing individual plant demography. In particular, the 

following three points are constitutive for a DVM. First, DVMs simulate more than one species or plant 

functional type at the same time. Therefore, a fundamental property of DVMs is their explicit 

treatment of interspecific competition. Second, DVMs simulate the dynamic changes through time in 

the occurrence, abundance, and productivity of plant species (or functional types). These changes 

reflect how individual plant performance is influenced by environmental conditions, biotic 

interactions (mostly resource competition, but some models also include herbivory), and 

disturbances. Third, plant population dynamics and demographic rates are not prescribed but are 

instead emergent properties of these models. DVMs simulate the processes and interactions shaping 

plant demography; including reproduction, growth, recruitment and mortality.  

Using a dynamic model with multiple interacting processes has several advantages for studying plant 

range shifts. First, species presence or absence at a particular site is a direct consequence of 

interactions with lower-level processes and higher-level constraints such as the physiological 

response to the environment, dispersal limitations, biotic interactions, and even historical 

contingencies if management is taken into account (e.g. Schumacher and Bugmann 2006). Including 

multiple processes and their interactions is important to capture non-linear and non-additive 

relationships (Wu and David 2002). Second, a process-based approach is flexible to the development 

of novel interactions under new environmental conditions. For example, species respond to climate 

independently of each other (i.e. species migrate, not communities; Huntley 1991) which could lead to 

non-analog communities with unknown behavior in the future (Williams and Jackson 2007). Third, 

the dynamic nature of DVMs allows us to address questions about when and how range shifts will 

occur. DVMs can account for long-term, transient ecological processes like succession (e.g. Hickler et 
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al. 2012, Bodin et al. 2013), as well as lags caused by dispersal limitation (Normand et al. 2011) and 

biotic interactions (Svenning et al. 2014). Finally, it is likely that different processes are important at 

the leading versus trailing edge of a migrating species (Thuiller et al. 2008). For long lived organisms 

such as trees, consideration of longevity, plasticity and tolerance can be particularly important for 

understanding local extinction rates at trailing edges, which in turn influence the advancement of 

other species. 

 

 

 

 

  

Box 1. Brief summary of the different types of Dynamic Vegetation Models (DVMs) mentioned in 

the text. 

Dynamic Global Vegetation Models (DGVMs) simulate biogeochemical cycles, vegetation 

distribution, structure and the ecological processes and disturbances that determine the balance 

between different plant types, such as establishment, competition, growth and mortality (e.g. 

Cramer et al., 2001). DGVMs include feedbacks between the atmosphere and land surface, and are 

often coupled with General Circulation Models to simulate the global climate. DGVMs typically do 

not simulate individual species, but group similar species into plant functional types (PFTs). 

DGVMs were designed to predict global or continental distributions of biomes, carbon pools and 

fluxes.  

Hybrid DGVMs combine the generalized ecophysiological process representations of DGVMs with 

the detailed patch-scale population dynamics of forest gap models (e.g. Sato et al. 2007, Scheiter 

and Higgins 2009). This structure allows these models to simulate vertical structure and 

competition for light within a grid cell, as well as more realistic representations of mortality, gap 

formation and succession. Hybrid models are often applied over smaller areas at a finer resolution 

compared to DGVMs, which means the PFTs can be parameterized to better represent regional 

vegetation or individual species (e.g. Hickler et al. 2012).  

Forest gap models simulate forest dynamics at the stand scale (typically, several hectares) by 

considering tree population dynamics on multiple patches. They include individual-based 

calculations of tree growth, competition for light, space and water, regeneration, and mortality as 

functions of the abiotic environment (climate, soil). The death of a large tree creates a gap in the 

canopy, which causes increased growth and recruitment in understory trees and results in forest 

succession (Bugmann 2001). Forest structure is derived by averaging the properties simulated at 

several patches, usually representing spatial scales >10 ha. Spatially explicit forest gap models 

include additional spatial interactions and processes such as seed dispersal, spread of disturbances 

or competition from neighboring grid cells (e.g. FORMIND, Köhler and Huth 2007; review in 

Bugmann 2001). 

Forest landscape models often apply upscaled versions of forest gap models over a grid-based 

landscape (typically, several 100 to 10’000 ha) by selecting a range of methods and processes to 

upscale. TreeMig, for example, uses a height structured description of tree populations and 

includes seed production and dispersal (Lischke et al. 2006). LandClim is an example of a spatially 

explicit, stochastic landscape model; it simulates processes at the patch scale (i.e. growth and 

mortality) on annual time steps, whereas landscape-scale processes (i.e. disturbances, harvesting, 

and seed dispersal) are simulated in decadal time steps (Schumacher and Bugmann 2006).  
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Despite their potential, only a few studies have used DVMs to study range shifts explicitly. Scheller and 

Mladenoff (2008) used LANDIS-II to illustrate that the future northward migration of tree species in 

northern Wisconsin may strongly be limited by interspecific competition and landscape 

fragmentation. TreeMig simulated species range shifts along transects through Siberia and the Alps 

under future climate change (Epstein et al. 2007, Nabel et al. 2013) and for parts of Switzerland under 

Holocene conditions (Lischke et al. 2006). LPJ-GUESS simulated vegetation range shifts for Sweden 

(Koca et al. 2006) and Europe (Hickler et al. 2012), however these simulations assumed unlimited 

seed dispersal.  

While increasing complexity can be an advantage, it may be an important reason why DVMs are not 

used as frequently to study range shifts. Complex models are difficult to parameterize and approach 

the limits of current computational resources. The addition of processes and parameters makes it 

hard to evaluate error propagation, to understand the different sources of uncertainty, and their 

relative importance. Including processes also requires a good understanding of the underlying 

mechanisms, which is not always available. Finally, DVMs were not necessarily designed to study 

range dynamics explicitly and thus may be limited in their extent or comprehensiveness, or lacking 

important processes such as seed dispersal, which can have strong consequences for simulating range 

dynamics. We address some of these limitations below. 

We use a sample of DVMs covering all four categories (see Box 1, Table 1) to illustrate the variation in 

the models available, and point to the gaps and processes that are typically present or missing from 

DVMs. We refer to Bugmann (2001), Lischke (2001), Scheller and Mladenoff (2007), and Quillet et al. 

(2010) for a more comprehensive review of DVMs. 

 

 

Important elements for simulating range dynamics 

All DVMs include formulations of the main ecological processes determining plant population 

dynamics, specifically reproduction, establishment, growth and mortality (Table 2). Each of these 

processes is influenced by the environment, plant physiology, competition, community structure, and 

subject to trait variability and selection (Figure 1). The representation of these processes however 

differs greatly among models. Some of these processes, such as reproduction and establishment, are 

currently included as very simple formulations. Additionally important processes, such as seed 

dispersal and trait variability, are only included in a few DVMs (Table 2). We have chosen to focus on 

these four processes since we believe they could be better represented in DVMs, and would be 

particularly beneficial for the future application of DVMs to simulate species’ range dynamics. 

Reproduction 

Plant reproductive effort is known to vary as a function of age and size (Thomas 2011) and 

environmental conditions (e.g. Ladeau and Clark 2006, Bykova et al. 2012). The onset of reproduction, 

or maturation age, can also be influenced by abiotic factors (Sakai et al. 2003). As variations in plant 

reproduction affect migration rates (Clark et al. 2001) and species distributions (Bykova et al. 2012), 

it is important to include these relationships in DVMs.  
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All DVMs include some representation of reproduction, but the implementation varies strongly 

between models (Table 2). In general, PFT or species-specific parameters describe seed or propagule 

production and the onset of reproduction (Tables 1 and 2). For example in TreeMig and FORMIND, the 

onset and amount of seed production is determined by tree height and species (Lischke et al. 2006, 

Köhler and Huth 2007). Alternatively, in LPJ-GUESS and aDGVM propagule production is, at least 

partly, a function of assimilated carbon or net primary productivity. In both cases, larger or more 

productive plants produce more seeds than smaller plants. As growth is determined by environmental 

conditions, reproduction is only indirectly influenced by external factors. It would be relatively simple 

to replace the existing reproduction parameters with functions that more directly relate seed 

production to plant characteristics such as age, and environmental factors such as temperature and 

precipitation, provided the required empirical data are available. For example, a dynamic carbon 

allocation approach has already been adopted in aDGVM (Scheiter and Higgins 2009) for partitioning 

among roots, stems and leaves depending upon environmental conditions, and could be adapted to 

include reproduction.  

Using dynamic calculations for reproductive rates would allow DVMs to simulate some additional 

effects of global change on plant range dynamics. When grown under elevated CO2, trees may reach 

reproductive maturity at smaller sizes, younger ages and allocate more to reproduction (Ladeau and 

Clark 2006). If future climate change and increased CO2 modify life history strategies, we may expect 

to see faster migration rates (i.e. younger maturation age and higher fecundity) although potentially at 

the cost of shorter life spans (Sakai et al. 2003, Bugmann and Bigler 2011). 

Interannual variability in reproduction may have important consequences for the dynamics of range 

expansions (Mustin et al. 2013). A direct link between reproduction and climate would also allow 

DVMs to simulate masting in a more mechanistic way (as opposed to a simple mast frequency based 

on average occurrence intervals). In nature, the occurrence of a masting event is related to large scale 

climatic cues, such as high summer temperatures during ENSO events (Koenig and Knops 2005). 

Increasing temperature is expected to result in more frequent mast events (Schauber et al. 2002) 

whereas decreasing precipitation will likely reduce mast frequency (Perez-Ramos et al. 2010). If 

reproductive effort was directly linked to plant performance under varying climate, DVMs could be 

used to investigate hypotheses about the influence of climate change on mast frequency and resulting 

effects on species range shifts.    

Dispersal 

The dispersal characteristics of a plant species are a key determinant of how likely it is to track 

climate change (Bullock et al. 2012) and any predictive model of transient range dynamics at large 

scales should include this process. DVMs have typically assumed that the colonization of new sites is 

not limited by dispersal; seeds of all species (or functional types) arrive every year in every simulated 

grid cell if the environmental conditions allow establishment. This assumption is justifiable when 

projecting potential equilibrium vegetation under alternative climate scenarios, or when simulating 

successional dynamics at a local scale where dispersal limitation is unlikely. The few DVMs that 

explicitly include seed dispersal use a fixed species/PFT-specific dispersal kernel (Table 2). However, 

the distribution of the distances travelled by seeds can be sensitive to wind conditions (e.g. 

Stephenson et al. 2007) or to the behavior and composition of animal dispersal agents (e.g. Morales et 

al. 2013). Importantly, this variability can have a non-linear effect on population spread rates (Bullock 
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et al. 2012). There is an urgent need to integrate emerging approaches for modeling both wind and 

animal dispersal of seeds into DVMs to better simulate transient range dynamics. 

Mechanistic models are now available for simulating wind dispersal (Kuparinen 2006, Nathan et al. 

2011). For local scale simulations, fine scale resolution models that explicitly simulate air flow and 

turbulence (e.g. Thompson and Katul 2013) might be useful for capturing seed dispersal and range 

dynamics along altitudinal gradients. For larger spatial extents, models such as WALD (Katul et al. 

2005) could provide new possibilities.  WALD requires minimal parameters that are relatively 

straightforward to collect (e.g. seed release height and seed terminal velocity), is computationally 

efficient and retains links to key mechanisms involved in seed transport by wind. WALD has also been 

shown to perform well in capturing rare, long-distance dispersal events (Katul et al. 2005) that are 

most important for range shifts (Clark et al. 2001).  

Significant progress has recently been made in modelling seed dispersal by animals (Nathan et al. 

2008, Bullock et al. 2011). At a relatively small spatial extent, the realized dispersal kernel could 

emerge from the DVM based on simulated interactions between seed properties, animal 

characteristics (e.g. gut retention time, fur adhesion time), distribution and the spatial structure of the 

environment. The explicit consideration of animal seed dispersal could significantly alter migration 

rates if there is a spatial mismatch between the plant and the disperser. The coupling with DVMs 

could be achieved using a hierarchical approach, where dispersal kernels would be generated using a 

mechanistic model for the specific landscape characteristics of the local grid cell.  

One important consideration will be the thematic resolution of plants (i.e. species or PFTs) and 

knowledge about their seed dispersal vectors. Simulating the range dynamics at a species level would 

require a model to describe the specific vector that is known to be the most important dispersal agent 

for each species, as well as simultaneously requiring a distribution model for the specific dispersing 

agents. However, for DVMs that use a PFT resolution, it may be more appropriate to use ‘seed 

dispersal types’ (Vittoz and Engler 2007), where each dispersal type uses a more generic dispersal 

pattern (e.g. movement rules or landscape-dependent kernel).  

It will be relatively straightforward, albeit computationally expensive, to incorporate such 

mechanistic dispersal modules. The advantage is that DVMs will readily incorporate the effect of 

climate (Bullock et al. 2012, Travis et al. 2013) and landscape contingencies (e.g. Carlo et al. 2013) on 

seed dispersal, rather than simply assuming a fixed distribution kernel. 

Establishment 

Plant establishment in new areas is a crucial step for range expansion (Germino et al. 2002, Körner 

2012). Seedlings are small (commonly < 15 cm high), and thus respond to environmental variability at 

a much smaller scale, exhibit different environmental sensitivities and react faster to environmental 

stress than older trees (Barbeito et al. 2012). Factors specifically important for seedling success are 

microclimate and microtopography (Scherrer and Körner 2010), facilitation and competition by 

ground vegetation (Germino et al. 2002, Venn et al. 2009), herbivory (Myster 2009), and nutrients 

(Zurbriggen et al. 2013). Due to the large number of seedlings and the large degree of stochasticity in 

this stage, DVMs usually simulate establishment as the transition of a young tree above a threshold 

size, such as minimum tree diameter in FORMIND (e.g. stem diameter of 10 cm; Köhler and Huth 

2007) or minimum tree height in TreeMig (e.g. height above 1.37 m; Lischke et al. 2006). This implies 

that the seedling stage is not explicitly included, and most DVMs would require an additional size or 
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age class to distinguish seedlings from older trees (see Wehrli et al. 2007, Zurbriggen et al. 2013). As 

seedlings may have different environmental constraints, the transition from the seedling to later 

stages should be represented more explicitly in DVMs.  

For example, a refined submodel for regeneration that included herbivory and shading was found to 

improve simulated species composition and successional dynamics in a forest gap model (Wehrli et al. 

2007). Thus, submodels that focus on the establishment phase and simulate seedlings as individuals 

(e.g. Peringer and Rosenthal 2011) could be used as part of a stochastic, multi-scale approach. 

Seedlings would be simulated at a fine scale and adult trees at coarser spatial and temporal 

resolutions. Alternatively, it may be more efficient to use these complex individual-based models to 

upscale the processes and their influencing factors (see upscaling section below). Although the 

establishment phase is a crucial step in range shifts, the large variability in this stage can make it 

difficult to establish clear relationships between environmental factors and establishment success 

(e.g. Meiners et al. 2000). More experimental studies and novel parameterization techniques will 

improve our ability to model plant establishment. 

Trait variability  

Individual plants can show large variability in traits, both within and between populations. 

Theoretical evidence suggests that ignoring intra-specific variability may cause substantial errors in 

projections of species range dynamics (e.g. Atkins and Travis 2010, Bocedi et al. 2013). Local 

adaptation, phenotypic plasticity and blocking effects by maladapted individuals (Borges 2009) could 

influence the rate of species range expansions, contractions and local extinctions. Traditionally, DVMs 

have not explicitly treated variability, plasticity or heritability of traits: species (or PFTs) have one set 

of parameters that is applied to every individual. However, some traits in these models vary in 

response to climatic conditions, such as the leaf to fine root ratio, leaf nitrogen content and leaf area to 

sapwood cross-sectional area ratio (Sitch et al. 2003, Hickler et al. 2006), and the aDGVM2 model even 

allows each individual to have a potentially unique set of traits (Scheiter et al. 2013). Due to the likely 

importance of trait variability for range dynamics, we propose several approaches that could be used 

to incorporate intra-specific (or intra-PFT) variability in DVMs.   

The first approach is the simplest, and would require minimal or no modifications of the existing 

DVMs. Each species (or PFT) would be composed of a finite set of environment types, each of which is 

locally adapted to different environmental conditions. For example, rather than simulating broadleaf 

evergreen trees as a single PFT where each individual or cohort has the exact same parameters, 

broadleaf evergreen trees would be simulated as ten PFTs.  Each simulated individual would be 

assigned randomly to one of these ten types that, for example, would range from cool- to warm-

adapted, with temperature-adapted base respiration rates (e.g. Lavigne and Ryan 1997). Heritability 

could be coarsely captured by having the offspring retain the identical environmental type as their 

parent. This assumption could be relaxed to accommodate a situation where heritability is less than 

100% by allowing an individual’s phenotype to deviate to one of the neighbouring environmental 

types with a given probability.   

A second method would take a quantitative genetics approach.  This method assumes that many 

alleles contribute to variability in local adaptation, but does not explicitly simulate alleles or loci. Each 

individual or cohort would hold a single quantitative trait value determining the conditions to which it 

is optimally adapted. Continuous variability in local adaptation to one or more environmental 
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conditions would be allowed, such as a temperature optima and drought tolerance. In the simplest 

case, offspring would have the same ‘environmental condition values’ as their parent with some 

degree of randomness (e.g. values would be drawn from a normal distribution with a mean equal to 

that of its parent). 

A third approach takes advantage of the individual-based structure of some DVMs and allows each 

individual to adopt a potentially unique combination of trait values. For example, plants in aDGVM2 

are defined by traits that specify the influence of the environment on rates of plant growth, 

respiration, carbon assimilation and allocation (Scheiter et al. 2013). Individuals with a poor 

combination of traits die, and those with a better combination survive and reproduce. Tradeoffs 

between traits prevent the emergence of an individual adapted to all conditions. Inheritance of traits 

is managed by a genetic optimization algorithm which allows mutation and recombination to define 

the combination of traits in seeds, while at the same time restricting gene flow to within suites of 

individuals. The assemblages of plant communities that emerge are adapted to a site’s biotic and 

abiotic conditions (Scheiter et al. 2013). 

A fourth method – the most complex, although potentially the most biologically realistic – takes an 

allelic modeling approach (e.g. Schiffers et al. 2013). In this case, a finite number of loci contribute to 

the degree of local adaptation to particular conditions. A sophisticated genetic architecture (e.g. 

linkage, epistasis, pleiotropy) underpinning the traits can be incorporated. This fourth option would 

allow DVMs to generate reliable estimates for the rate of local adaptation. Unfortunately, the 

information needed to parameterize models to include this degree of ecological genetic realism is not 

yet available.  

In general, parameterizing models that incorporate local adaptation will be a major challenge. 

However, we anticipate that considerable progress could be made over the next decade using the first 

three methods. For example, for the first two methods, data from reciprocal transplant or warming 

experiments can provide the information needed to define population dependent plasticity of 

physiological traits (e.g. Gunderson et al. 2000, Ishizuka and Goto 2012), while species distribution 

maps or experiments can indicate the range of climatic tolerances for each species. There is also 

potential for inverse modeling approaches (e.g. Hartig et al. 2012) to infer the characteristics of local 

adaptation. One further challenge when incorporating local adaptation will be in determining the 

starting conditions for our scenarios. Thus careful thought will be required about the assumptions we 

make regarding initialization (e.g. in determining the nature of a spin-up). 

Important processes that require more information  

Above we discussed four processes that we believe need to be improved in DVMs to better simulate 

species’ range dynamics. However, other limiting processes and factors may be of high importance for 

simulating changes in species’ ranges. Tree mortality, for example, is a key process particularly for 

populations at the trailing edge of species distributions (Jump et al. 2009). Although progress has 

been made over the past 15 years in the statistical modeling of tree mortality (e.g. Wyckoff and Clark 

2002, Bigler and Bugmann 2004, Wunder et al. 2008), the existing models do not lend themselves for 

integration into DVMs because their structure and parameter values appear to vary in both time and 

space (Macalady and Bugmann 2014). In addition, the mechanisms underlying global change-induced 

tree mortality remain hotly debated (cf. McDowell et al. 2013). Thus, more empirical and theoretical 

work needs to be done before mortality processes can be represented in DVMs in a meaningful way.  
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Another example is how rising atmospheric CO2 levels could affect competition among plants by 

promoting changes in growth (Dawes et al. 2011) or water-use efficiency in trailing edges (Peñuelas 

et al. 2008), with strong consequences for range dynamics. In fields such as this, more synthesis work 

is required that must be based on a solid theoretical basis (e.g. Bugmann and Bigler 2011), as 

additional short-term experiments are unlikely to provide conclusive answers. 

Further examples include global warming impacts on seed development, germination and 

establishment (e.g. Milbau et al. 2009), understanding frost tolerance of different plant tissues (e.g. 

Charrier et al. 2013), how changes in growing season length, growing degree-days and chilling 

temperature will affect plant phenology (e.g. Zhao et al. 2013), and the importance of soil processes 

(e.g. Lenka and Lal 2012). Overall, models are a reflection of what we know, and they never will be 

better than the underlying data and our knowledge about ecological processes. Developing a solid 

theoretical understanding of the processes briefly reviewed above will allow us to incorporate them 

into DVMs and improve our ability to predict species range dynamics. 

 

 

Methodological challenges and how to cope with them 

While it is possible to improve existing processes and add more, this can lead to increasingly complex 

models that are difficult to parameterize. Furthermore, a common requirement for simulating species 

range shifts is to increase simulated spatial extents, which also increases the computational 

requirements. As the computational demand can be reduced only partly with technical methods (e.g. 

parallelization, optimizing the code), we need to consider scaling solutions (Lischke et al. 2007). These 

are more than a methodological technique, however. They also help to understand how local scale 

processes effectively influence larger scale community organization.   

For our purposes, scaling refers to all methods that change the spatial, temporal or thematic 

resolution of a model (thematic resolution refers to the description of state variables). Upscaling 

refers to the derivation of models that operate at coarser resolution (Figure 2), often with simplified 

model formulations while retaining the essential information and dynamics of the original model. 

Upscaling approaches are complicated by the nonlinearity of processes, interactions, feedbacks and 

heterogeneity, and range from pure or approximated analytical derivations of aggregated model 

formulae to heuristic assumptions, or the creation of an entirely new model (reviewed in Lischke et al. 

2007). In most situations, analytical derivations are not feasible for vegetation models due to the 

complexity of resource competition. Therefore upscaling is often conducted heuristically, with 

subsequent tests of the upscaled model against simulations using the original model (Acevedo et al. 

1995).   

Sophisticated upscaling approaches have the potential for extending the applicability of DVMs but 

have only started to be applied in this field. Below we discuss some approaches to DVM upscaling, 

within the scope of improving predictions of range dynamics. Broadly, we divide the approaches into 

those that decrease spatial resolution versus those that maintain spatial resolution but change 

thematic or temporal resolution. We end the section by discussing ways to improve model 

parameterization and evaluate simulation results.   
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Approach 1: Decreasing spatial resolution 

There is a strong trade-off between the spatial resolution of DVMs and the spatial extent of the study 

region (Table 1). DVMs that use a fine grid cell resolution typically operate over a smaller spatial 

extent (e.g. resolution of 20 m, spatial extent of 500 km2), whereas those that simulate larger areas 

also have coarser grid cell resolution (e.g. 50 km, spatial extent global). However increasing grid cell 

resolution is a non-trivial task. DVMs that use coarser resolutions typically simulate a small patch of 

land (< 1 ha) every 50 km, and assume this small area is representative of the entire grid cell. One of 

the most important issues is how to handle the loss of information in larger cells, namely within cell 

heterogeneity of processes and variables, and the impact of their spatial location within the cell on 

spreading rates.  

Within-cell heterogeneity 

As cells become coarser, we lose information about fine scale landscape heterogeneity. Naive 

upscaling of the landscape, such as applying the same model to drivers averaged over coarser cells, 

can lead to strong systematic biases and impact simulated migration rates by reducing overall 

dispersal mortality (arrival in unsuitable habitat) and inflating spread rates (Bocedi et al. 2012). If the 

frequency distribution of a driver (e.g. temperature) within a grid cell is known, the entire model can 

be run for discrete classes of the driver and then averaged with the frequency distributions (Löffler 

and Lischke 2001). When there is heterogeneity of the state variables of the model, such as 

heterogeneity created by population shifts, more sophisticated upscaling methods may be required 

(e.g. scale transition theory; Melbourne and Chesson 2006). 

Within-cell spread 

When grid cell resolution is large (> 10 km), as is the case for most DGVMs (Cramer et al. 2001), the 

fact that the location of individuals within a grid cell is unknown may become problematic. If we 

assume them to be located in the centre of the cell, seeds are unlikely to disperse outside the grid cell. 

If we assume them to be homogeneously spread over the cell (e.g. as in TreeMig and LPJ-GUESS), new 

individuals that arrive would immediately travel the distance across the entire grid cell. Such 

discretization errors have made it almost impossible, thus far, to represent seed dispersal in coarse-

scale model applications in a mechanistic way. Two approaches have recently been applied in DVMs to 

represent within cell spread:  

Using within-cell patch architecture – Each grid cell in LPJ-GUESS contains a number of replicated 

patches (the size of a patch is usually 1000 m2, Figure 3a), and each patch contains multiple cohorts 

for each PFT. This within-cell patch architecture was used to simulate dispersal through a grid cell 

(Snell 2014). New PFTs arrive in a grid cell (cell to cell movement was determined by seed dispersal 

kernels), and establish in just one patch. Since patches do not have defined locations within the cell, a 

random spatial distribution of patches was assumed (Figure 3a) and the plant was considered to have 

crossed the cell when a certain proportion of patches had been occupied. The rate of this within-cell 

filling is a classic issue for epidemiology when describing the spread of disease in a population (Berger 

1981), and is often solved using a logistic growth function. Following this approach, LPJ-DISP uses a 

logistic curve to calculate the number of patches who had the potential to receive seeds from a 

neighbouring patch given a certain percentage of patch occupancy in the grid cell (Figure 3b). 

Establishment success within each patch was still dependent on seed production, available space and 
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competition for light. Using this approach, LPJ-DISP was able to realistically simulate plant migration 

across a test landscape (Figure 3c; Snell 2014). 

Using a meta-modelling approach – DVMs with fine resolution in time and space can be used to simulate 

plant migration over a small spatial extent using a wide range of initial conditions. Simulation results on the 

time to cross the grid cell can then be synthesized using statistical functions of migration rates given those 

initial conditions and local environment. TreeMig has already been used for this purpose; simulated 

migration rates were related to number of species, drought stress and degree day (Meier et al. 2012) and then 

used in a species distribution model. Note that a statistical model obtained this way would be restricted by 

the range of input variables, so caution should be taken when attempting extrapolation to new situations. 

Although this method requires a considerable amount of computing effort to generate the data, it is a 

promising upscaling approach.  

Approach 2: Simplify state variables and reduce temporal resolution 

Maintaining a fine spatial resolution implies that some processes or state variables need to be 

simplified so as to reduce computational expenses and allow for an increase of the simulated spatial 

extent. We suggest three potential avenues for doing so. 

“One for many” approach 

In DVMs, it is common to stratify state variables into more or less homogenous groups, and to 

simulate only representative units. This strategy is already employed in forest gap models with the 

cohort approach, where growth is calculated for one individual of the cohort and all individuals in the 

same cohort are identical (Bugmann 2001). Using PFTs instead of species is another common method 

used to simplify thematic resolution (e.g. Köhler et al. 2000, Sato et al. 2007). The same idea can be 

applied to landscapes by simulating only representative cells. Grid cells with similar environmental 

drivers and species compositions often entail repetitive calculations in grid-based DVMs. To reduce 

this redundancy, a dynamic two-layer classification (D2C) concept was proposed (Nabel and Lischke 

2013). With the D2C concept, the majority of modelled processes are simulated in specific 

representative cells that constitute a new coarser layer.  Only those processes that can lead to cell-

specific changes, such as seed dispersal and establishment, are simulated on the original grid. The 

main challenges of this concept are the organizational overhead required for the assignment and 

tracking of representative cells. The main benefit is the conservation of detailed small-scale dynamics 

for simulations with a larger extent. 

Simplifying vegetation heterogeneity and stochasticity 

Many vegetation models rely on stochastic descriptions of demographic processes and disturbances to 

create spatial and temporal variability in ecosystems. However, stochastic processes require many 

replicates to estimate the mean and variance, and ensure adequate scaling properties (Melbourne and 

Chesson 2006). Several approaches have been developed to avoid these replicates while retaining 

information about their variability. 

Aggregation of vegetation heterogeneity by using distributions – In forest gap models, vertical forest 

structure is described by cohorts of different heights and stand heterogeneity is maintained by 

simulating multiple patches at different development stages.  Patch-to-patch variability of these 

properties is essential for shade-intolerant species to persist (Gravel et al. 2010). In TreeMig, the 
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vertical structure was simplified by using height-structured population dynamics. The variability 

between patches within a grid cell was also simplified, by assuming that all trees within each height 

class are randomly distributed over the stand. This results in dynamically changing probability 

distributions of light conditions within the stand, which in turn influence the process rates, and the 

dynamics (Lischke et al. 1998). This aggregation of individuals strongly reduced the simulation time 

to just 5% of the original time, which opened the way for a spatially explicit implementation. Such 

upscaling methods may however introduce errors, such as unrealistically fast height growth and 

accelerated spread.  

Upscaling stochastic disturbances – Forest gap models are strongly driven by stochastic stand-

replacing disturbances, which require many replicates and increases simulation time. To reduce the 

simulation effort for disturbances, the GAPPARD upscaling method was developed (Scherstjanoi et al. 

2013). GAPPARD uses the output of a single patch simulation with no disturbances from bare ground 

to determine the succession of patch states after a disturbance. Then, together with the probability 

distribution of the times since disturbance (on the basis of the disturbance frequency), the 

expectation value of the disturbed forest’s state is calculated at each point in time. To account for 

temporal changes in model forcing (e.g., as a result of climate change), GAPPARD performs a series of 

non-disturbed simulations under different environmental conditions and interpolates between the 

results. Applying GAPPARD to LPJ-GUESS allowed the model to simulate future climate change 

impacts at a 1 km resolution for all of Switzerland forests (Scherstjanoi 2013), in 10% of the time 

compared to LPJ-GUESS with 100 replicate patches yielding similar results. In its current form, 

GAPPARD is not suitable for simulating dispersal but it could be used for detecting regions of interest 

in a computationally efficient way before detailed range shift simulations. 

Aggregation of temporal resolution 

Increasing the length of the (discrete) time step can help speed up models. The effect of temporally 

variable drivers can be aggregated by long-term expected values for process rates based on the 

distribution of the variables (Lischke et al. 1997). However, when the timing of the drivers interacts 

with the model states, such as phenology, a multi-scale approach is preferable. Multi-scale temporal 

simulations calculate different processes at different time scales, and are already used in most DVMs 

(Table 1). For example, LPJ-GUESS and FORMIND calculate photosynthesis and water balance on a 

daily time step, but calculate growth and reproduction on an annual time scale. For simulating range 

dynamics, each of the processes reviewed above (i.e. reproduction, dispersal, establishment, and trait 

variability) could be a candidate for temporal upscaling, but more research would be needed. For 

example, the expensive simulation of wind dispersal (hourly or daily time steps) could be replaced by 

an upscaled description of migration (annual time steps). A detailed upscaling study would be needed 

to test if the dynamics at the fine temporal resolution could be adequately captured within a longer 

time step. It is also important to note that the relevance of temporal aggregation increases with the 

length of the study period. Paleo-applications, which simulate vegetation shifts after the last glacial 

maximum (e.g. Henne et al. 2011) are particularly good candidates for temporal upscaling, as time 

scales are long and uncertainty about the interannual variability in climatic reconstructions large 

(Simonis et al. 2012). 
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The link to reality: Parameterization and validation  

DVMs are built from knowledge of the underlying ecological and physiological processes. However, 

the models are only as good as the data used to feed them. Data are required for model 

parameterization, external data sets describing environmental conditions, and independent 

observational data on vegetation to evaluate the simulation results.   

The traditional way to parameterize DVMs uses results from field measurements and from the 

literature to evaluate parameter values for a species or vegetation type. However, parameters based 

on a specific site or for particular regions can lead to weak model performance if applied outside the 

area for which they were initially intended (Badeck et al. 2001) because factors not explicitly covered 

by the model may be masked by parameter values. In addition, within-species plasticity or differences 

between populations can be similar to or larger than differences between species (e.g. Lavigne and 

Ryan 1997). Such variations need to be accounted for as they could impact simulated migration rates 

(Nabel et al. 2012). 

If we want to use DVMs to simulate species range dynamics, new approaches should be incorporated 

in parameter calibration to better reflect parameter values across the whole species range. Bayesian 

methods for model fitting (Purves et al. 2008, Hartig et al. 2012) provide a framework to estimate 

parameter values or probability distributions of parameter values. They allow the inclusion of field 

data of different types in the estimation process (van Oijen et al. 2005, Hartig et al. 2012) which 

increases the quantity of data that can be used for such purposes. In addition to Bayesian methods, 

further approaches of inverse modelling are available to identify parameter values for which no 

information or not enough direct information is available. For example, demographic rate parameters 

in forest gap models can be tuned so that the simulated mature forest corresponds in its biomass, tree 

density and species composition to real forests (Groeneveld et al. 2009). 

Model parameterization will also benefit from the establishment and expansion of large vegetation 

databases. One example is the TRY database that includes information on life history and 

physiological attributes of plants (Kattge et al. 2011). Forest inventories are also becoming more 

available on internet platforms (e.g. USDA forest inventory, French NFF, Smithsonian Institute, Swiss 

NFI) offering new possibilities to estimate important plant attributes (e.g. Purves et al. 2008) and 

testing model predictions (e.g. Hurtt et al. 2010). These databases can also be used to re-evaluate the 

parameters currently being used in DVMs.  

A different approach to parameterization is that adopted by aDGVM2 (Scheiter et al. 2013). Here the 

model focuses on parameterizing general biophysical processes, such as how transpiration rate is 

influenced by leaf size and each plant has a trait that evolves within the model that defines its leaf size. 

Ultimately this approach reduces the dimensionality of the parameterization process, since the 

parameterization process does not define the traits of individuals, but defines the biophysical laws 

that influence the performance of these trait-states. 

Evaluating simulation results is an on-going challenge for modellers, but necessary to determine how 

well the processes and species have been represented. The first step of a model evaluation is to 

compare observed vegetation distribution to simulated distribution using modern climate. A 

combination of plot-based forest inventories, species distribution maps, potential natural vegetation 

maps, and remotely sensed data could be used to do so. Human impacts on the landscape and 

disequilibria between climate and distributions (Normand et al. 2011) present a special challenge. 
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Figure 1. The interaction between processes in dynamic vegetation models (DVMs) and how they 

could be used for studying species range shifts. Each grid cell within the species range (represented by 

the large box) interacts with the neighbouring cells (yellow arrows). For each grid cell, a variety of 

processes are simulated (represented by the small green boxes). Blue boxes represent input, and the 

transfer of information is shown with arrows. Solid lines show the processes/links which are typically 

included in the DVMs, and dotted lines indicate the processes/links which should be added. 

Highlighted in red, are the processes which are discussed in more detail in the text. The frequency 

distributions inside each box indicate trait variability. The image of forest structure is from FORMIND 

(Köhler and Huth 1998), the upper map uses distribution data from Little (1971) and was generated 

in R (http://CRAN.R-project.org/package=maps). 
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Figure 2. Principle of model upscaling. The rows illustrate the different thematic and spatial scales in 

a forest. Entities (e.g. leaves or trees) differ among each other and in their spatial position, creating 

heterogeneity. Blue arrows indicate the dynamics within a level, i.e. temporal changes influenced by 

the same and other entities. These relationships can lead to feedbacks and are often nonlinear. Yellow 

arrows show interactions between entities. Higher levels can feed back (“constrain”) to lower levels. 

Green arrows indicate the model upscaling. Upscaling means to derive formulations for the upper 

level variables, processes and interactions given the lower scale interactions, processes and variables. 

For example, the formulation of the upper level variables can be the average or sum of the lower level 

state variables.  Photos are courtesy of H. Lischke. 
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Figure 3. Simulating dispersal 

within large grid cells in LPJ-DISP 

(Snell 2014). (A) A sample 3 x 3 

‘landscape’ of grid cells, each grid 

cell has a number of replicate 

patches within. (B) Within cell 

spread rate (or filling) is 

determined by logistic curve. It is 

used to calculate the probability 

of dispersal between patches, 

where P is the population of 

available patches for receiving 

seeds (i.e. have at least one 

neighbouring patch that contains 

the PFT) when there are p 

patches that contain reproducing 

adults for that PFT. The carrying 

capacity, K, is the total number of 

patches in one grid cell, and r is 

the spread rate. (C) A sample of 

10 simulations, the same 2 grid 

cells are shown (these would be 

located in position i and ii in 

(A)). Each line represents one 

simulation, the black lines show 

two of the 10 simulations. In the 

solid black scenario, it takes 400 

years to cross the one cell 

(migration rate 45 m/year). In 

the dashed black scenario, it 

takes 516 years to cross the same 

cell (migration rate 35 m/year). 

The average migration rate is 41 

m/year. The difference between 

the simulations is caused by 

stochastic processes and 

disturbances. 
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