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Abstract

Due to their high fuel efficiency, diesel engines are used in a wide range
of applications. However, they emit large amounts of harmful pollutants,
such as nitrogen oxide (NOx) and particulate matter (PM). In order to
comply with increasingly stringent diesel-engine emission legislation while
satisfying the customer demands for power, fuel efficiency, and comfort,
the hardware used in diesel engines is becoming increasingly complex. This
complexity introduces additional degrees of freedom, which create oppor-
tunities for optimization. Model-based strategies are necessary to control
these degrees of freedom and to unlock the potential of complex hardware.
This thesis contributes to the research field of model-based control of diesel
engines by analyzing three different control problems.
In the first part of the thesis, air-path control is considered. The turbo
charger(s) and the exhaust-gas recirculation (EGR) are responsible for
supplying the gas mixture which is aspirated by the cylinders. Therefore
they have a strong influence on the fuel consumption and the pollutant
emissions. However, from a control point of view, they introduce disad-
vantageous plant properties, such as nonlinearities, cross-couplings and
a sensitivity to disturbances. The air-path controller has to handle these
problems while being applicable to a wide range of air-path configurations.
A system analysis of the models of two engines of different size and air-
path configuration is used to derive a generic control structure designed
specifically to handle these problems. Its advantage compared to a conven-
tional control structure is demonstrated in test bench experiments using
these two engines.
In the second part of the thesis, the pollutant emissions (NOx and PM)
generated during transients are considered. During transients, the air-
path controller cannot perfectly follow the reference trajectory, which can
lead to the emission of significant amounts of pollutants. In order to
influence these transient emissions, a model-based controller is developed,
which adapts the fuel injection and the EGR during transients. It is shown
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experimentally that there exists a trade-off between the transient pollutant
emissions and the drivability of the engine. The proposed controller can
be used to adjust this trade-off and to realize various transient operating
strategies.
In the last part of the thesis, online optimal control of diesel engines is
considered. The goal is to minimize the fuel consumption (i.e. the CO2

emissions) while not exceeding an upper limit for the cumulated pollutant
emissions (e.g. NOx and PM) at the end of the cycle. In order to obtain the
optimal solution, knowledge of the future operating conditions is required.
However, such information is not available when carrying out an online
optimization. In this thesis, a suboptimal causal approach to solve this
inherently non-causal problem is proposed. A case study shows that the
performance of the proposed causal approach is only marginally inferior to
that of the non-causal optimal solution obtained by dynamic programming,
while being applicable to online control.



Zusammenfassung

Aufgrund ihres hohen Wirkungsgrads werden Dieselmotoren in einer Viel-
zahl von Anwendungen eingesetzt. Sie stoßen aber große Mengen an Schad-
stoffen wie Stickstoffoxid (NOx) und Partikel aus. Um stetig sinkende
Grenzwerte für die Schadstoffemissionen einzuhalten und dem Kunden-
wunsch nach Leistung, Wirtschaftlichkeit und Komfort nachzukommen,
wird der mechanische Aufbau von Dieselmotoren immer komplexer. Da-
durch werden zusätzliche Freiheitsgrade, welche Optimierungspotenzial
mit sich bringen, geschaffen. Es werden modellbasierte Regelungsstrate-
gien benötigt, um diese Freiheitsgrade zu regeln und das Potenzial der
komplexen Mechanik auszuschöpfen. Diese Arbeit trägt zum Forschungs-
gebiet der modellbasierten Regelung von Dieselmotoren bei, indem sie drei
verschiedene Regelprobleme analysiert.
Der erste Teil der Arbeit befasst sich mit Luftpfadregelung. Die Aufgabe
der Turbolader und der Abgasrückführung (AGR) ist es, das vom Zylinder
angesaugte Gasgemisch bereitzustellen. Sie haben deswegen einen großen
Einfluss auf den Kraftstoffverbrauch und die Emissionen des Motors. Sie
bringen jedoch einige für die Regelung nachteilige Eigenschaften wie Nicht-
linearität, Kreuzkopplungen und eine Empfindlichkeit auf Störungen mit
sich. Der Luftpfadregler muss mit diesen Problemen umgehen können und
gleichzeitig für viele verschiedene Luftpfadkonfigurationen einsetzbar sein.
Aus einer Systemanalyse der Modelle von zwei verschieden großen Moto-
ren mit verschiedenen Luftpfadkonfigurationen wird eine generische Reg-
lerstruktur abgeleitet, welche gezielt mit diesen Problemen umgehen kann.
Ihr Vorteil gegenüber einer gewöhnlichen Regelstruktur wird anhand dieser
zwei Motoren am Prüfstand experimentell aufgezeigt.
Der zweite Teil der Arbeit befasst sich mit transienten Schadstoffemissio-
nen (NOx und Partikel). Während Transienten kann der Luftpfadregler
dem Sollwert nicht perfekt folgen, was zum Ausstoß großer Mengen an
Schadstoffen führen kann. Um diese transienten Emissionen beeinflussen
zu können, wird ein modellbasierter Regler, welcher die Kraftstoffeinsprit-
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zung und das AGR anpasst, entwickelt. Es wird in Experimenten gezeigt,
daß ein Zielkonflikt zwischen den transienten Emissionen und der Fahr-
barkeit des Motors besteht. Der hier vorgeschlagene Regler kann benutzt
werden, um diesen Zielkonflikt einzustellen und verschiedene transiente
Betriebsstrategien umzusetzen.
Der letzte Teil der Arbeit befasst sich mit der optimalen Regelung von
Dieselmotoren in Echtzeit. Das Ziel hierbei ist die Minimierung des Kraft-
stoffverbrauchs (bzw. der CO2 Emissionen) unter Einhaltung eines Grenz-
wertes für die kumulierten Schadstoffemissionen (z.B. NOx und Partikel)
am Ende des Zyklus. Um die optimale Lösung zu ermitteln, benötigt man
Informationen über die zukünftigen Betriebszustände. Bei einer Optimie-
rung in Echtzeit sind solche Informationen jedoch nicht verfügbar. In die-
ser Arbeit wird ein suboptimaler kausaler Ansatz für die Lösung dieses
inhärent akausalen Problems vorgeschlagen. In einer Fallstudie wird auf-
gezeigt, daß dieser kausale Ansatz nur geringfügig schlechtere Resultate
liefert als eine akausale Optimierung mit Dynamic Programming und daß
er gleichzeitig für eine Optimierung in Echtzeit geeignet ist.
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Chapter 1

Introduction

Today, almost 17% of the carbon dioxide (CO2) emissions are caused by
road transportation [1]. By 2035, the global number of road transport
vehicles is expected to have almost doubled compared to 2009 [2]. Given
the impact of carbon dioxide emissions on the climate [3] and the lim-
ited crude-oil resources [2], the fuel efficiency of engines has become more
important than ever. Consequently, because of their high fuel efficiency,
diesel engines are used in a wide range of applications.
The compliance with emission legislation while satisfying the customer de-
mand for power, fuel efficiency, and comfort is one of the main challenges
during the development of a diesel engine. It is achieved by a combination
of advanced hardware and sophisticated control systems. The research
presented in this thesis contributes to the development of the control sys-
tems which enable the operation of state-of-the-art diesel engines with low
pollutant emissions. This chapter serves as an introduction to this topic.
Section 1.1 provides an introduction to the hardware and the control sys-
tems of diesel engines. Sec. 1.2 summarizes the contribution, while Sec.
1.3 provides an outline of this thesis.

1.1 Introduction to diesel engines

Rudolf Diesel (1858-1913) presented the first working compression ignition
engine in 1892. In contrast to previous engine technology, a liquid fuel was
injected directly into the combustion chamber and ignited by the heat of
the compressed air. This novel method avoided knock and was able to
realize unprecedentedly high compression ratios, resulting in a doubling of
the combustion efficiency compared to previous combustion engines [4].
Still today, the high combustion efficiency of diesel engines causes them to
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be a popular choice for both stationary and mobile applications. More than
a century of development has considerably increased their power output
and their combustion efficiency. However, because of their lean combustion
they cannot be equipped with a three-way catalyst to reduce the nitrogen
oxide (NOx) emissions, such as is the common practice with spark ignition
engines. Furthermore, a large part of the combustion is diffusion combus-
tion, which leads to the formation of particulate matter (PM). Because
of the harmful effect of these pollutants on humans [5] and the environ-
ment [6], diesel-engine emission legislation has been introduced and then
tightened steadily [7].
The improvements in performance and the compliance with constantly
tightening pollutant emission limits are enabled by the introduction of
ever more advanced engine hardware. However, this increasing complex-
ity of the hardware necessitates a simultaneous evolution of the control
systems used to control that hardware. The following sections introduce
the hardware (Sec. 1.1.1) and the control systems (Sec. 1.1.2) used in a
modern diesel engine.

1.1.1 Common hardware components

Without claiming the list to be complete, this section provides an overview
of the engine components which, from a control point of view, have the
largest impact on the performance and the pollutant emissions.

Turbo charging

Turbo chargers are used to increase the fresh-air charge of the engine
[8]. They consist of two turbo-dynamic components, namely the turbine
and the compressor. The turbine converts the exhaust-gas enthalpy to
mechanical energy, thus driving the turbo-charger shaft. The compressor
is driven by this shaft and it compresses the fresh air. This increase in
available fresh air allows for the injection of increased amounts of fuel,
which results in higher power outputs. The effect of a turbo charger can
be augmented by installing several turbo chargers in series.
The turbo chargers are usually controlled either by using bypass valves or
a variable geometry. Variable-geometry turbines are state-of-the-art [7],
whereas variable-geometry compressors have only recently come into the
focus of research [9]. The rotational dynamics of the turbo charger, which
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are in the order of seconds, introduce some very relevant dynamics to the
system.

Exhaust-gas recirculation

An exhaust-gas recirculation (EGR) takes exhaust gas from the exhaust
manifold and feeds it into the intake manifold, where it is mixed with
the fresh air supplied by the turbo charger(s). EGR decreases the oxygen
concentration of the aspirated gas mixture. At the same time it increases
the thermal mass of the cylinder content, thereby reducing the combus-
tion temperatures. Since high combustion temperatures and high oxygen
concentrations are the main conditions for the production of NOx [4], the
use of EGR decreases the amount of NOx emitted.
The EGR is usually controlled by a valve in the EGR path. Additionally,
a throttle can be used to increase the pressure difference over the EGR
path and thus to increase the EGR mass flows achievable. The relevant
dynamic of the EGR is the mixing of the EGR with the fresh air in the
intake manifold, which is in the order of less than a second.

Common-rail injection

Common-rail injection-systems can inject fuel at very high pressures [10].
High injection pressures generally lead to an improved spray formation
and a decreased formation of particulate matter. Furthermore, common-
rail systems allow for multiple injections. Pilot injections can be used to
decrease the share of premixed combustion, thus reducing the combustion
noise. Post injections can be used to improve the combustion of unburnt
hydro-carbons, thus reducing the emission of particulate matter.
The main degrees of freedom of the fuel injection are the injection pressure
and the timing and the quantity of the respective injections. The fuel
injection has a virtually instantaneous influence on the combustion and
the resulting torque and pollutant emissions. The fuel injection thus does
not introduce any relevant dynamics to the system.

Exhaust-gas aftertreatment

Exhaust-gas aftertreatment (EGA) is used to lower the tailpipe pollutant
emissions. Selective catalytic reduction (SCR) uses urea to form ammo-
nia, which then reduces the NOx in the exhaust gas [11]. Lean NOx traps
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(LNT) absorb NOx emissions [12]. However, they require regular regener-
ation periods using rich exhaust gas to reduce the absorbed NOx. Diesel
particulate filters (DPF) mechanically filter out the particulate matter in
the exhaust gas [13]. They also require regular regeneration periods using
hot exhaust gas to burn off the trapped PM.
The operation of the SCR catalyst is controlled by the amount of urea
that is injected. The main dynamics of the SCR are the temperature and
the concentration of the ammonia absorbed on the catalyst surface. Both
dynamics are in the order of minutes. The LNT and the DPF are both
passive devices. The degree of freedom is the scheduling of the respective
regeneration periods. The relevant dynamics are the filling state of the
device. They usually are in the order of hours.

1.1.2 Control of diesel engines

Although the components described in Sec. 1.1.1 allow the engine to be
operated with low pollutant emissions, they also introduce additional de-
grees of freedom to the engine. Every degree of freedom can be optimized
and needs to be controlled. Furthermore, these components add dynam-
ics, nonlinearities, and cross-couplings to the system, thus complicating
the control task even further. A good introduction to the main control
systems in a diesel engine can be found in [14, 10]. From a control point
of view, the engine can be divided into the subsystems air-path, combus-
tion, and exhaust-gas aftertreatment. The following sections provide an
overview of the respective control systems. Furthermore, some general in-
formation about the interaction, the design, and the optimization of these
control systems is offered as well.

Air-path control

The fuel consumption and the pollutant emissions of a diesel engine strongly
depend on the cylinder content. The air path controller controls the turbo
charger(s) and the EGR in order to supply the desired aspirated gas mix-
ture for the combustion. The air-path is usually controlled using a feedback
of the intake manifold pressure and of a second signal, such as the intake
burnt-gas fraction, the air-to-fuel ratio or the fresh-air mass flow. Often
the control of the turbo charger(s) and the EGR is coordinated because
the two systems are coupled strongly. The control problem is complicated
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further by the nonlinearities and a sensitivity to disturbances which are
introduced by the turbo charger(s) and the EGR. A thorough discussion
of this topic can be found in chapter 2.

Combustion control

The combustion controller uses the fuel injection to control the combus-
tion in order to provide the desired torque while keeping the emissions
within certain limits. Usually the combustion is controlled using a feed-
forward controller and the injection parameters are calibrated during the
development of the engine. If cylinder pressure sensors are available, pos-
sible control objectives could be to track a reference for the center of
combustion or the ignition delay. Feedback control of the combustion is
especially relevant for advanced combustion modes, such as homogeneous
charge compression ignition (HCCI) [15] and dual fuel combustion [16]. It
is also advantageous in the context of feedback control of the pollutant
emissions [17, 18].

Aftertreatment control

In the case of an SCR, the aftertreatment controller uses the urea injec-
tion upstream of the SCR catalyst to control the tailpipe NOx emissions
[19]. The control performance can be improved by estimating the sur-
face concentration of the ammonia absorbed. In the case of the DPF and
the LNT, the regeneration has to be scheduled based on their loading.
Using the measured pressure difference over the DPF, its loading can be
estimated using a DPF model and the regeneration can be triggered ac-
cordingly [13]. In the case of the LNT, the loading can be estimated using
an LNT model and a NOx sensor downstream of the LNT [20].

Interaction among the control systems

The subsystems of a diesel engine influence each other. For example,
the air path supplies the boundary condition for the combustion, whereas
the combustion influences the exhaust-gas temperature and the enthalpy
available for the turbine(s). Together, the air path and the combustion
determine the pollutant emissions and exhaust flow, which are the input
to the EGA.
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Time constant

SCR T
C

in
j

E
G
RDPF

LNT

air path

1d 1h 1min 1s

EGA combustion

Figure 1.1: Relevant time constants of the most common components and
subsystems of an engine, namely the EGA consisting of the DPF, the LNT, and
the SCR, the turbo charger(s) (TC), the EGR, and the fuel injection (inj).

However, the subsystems EGA, air path, and combustion operate on dif-
ferent time scales. Figure 1.1 shows an overview of the time scales of the
relevant dynamics of the components which constitute these subsystems.
This time-scale separation decouples the plants and allows them to be con-
trolled separately. According to [21], the stability and the performance of a
fast control loop is not influenced much by the presence of a slower control
loop. The operation of the slower control loop acts as a slow disturbance
on the fast control loop. Because it acts within the bandwidth of the fast
controller, this disturbance is rejected. On the other hand, the operation
of the fast control loop has little influence on the stability and the per-
formance of the slow control loop. Since the high-frequency behavior of
the fast control loop occurs outside the bandwidth of the slower control
loop, it is attenuated. In practice this decoupling means that despite the
interaction of the subsystems, no centralized controller is required in order
to achieve stability and a good performance1 for all subsystems. Only the
control of processes on similar time scales, such as the turbo charging and
the EGR, has to be coordinated using a multivariable controller.

Model-based design of control systems

Although the major control systems of a modern diesel engine can be
designed separately, the respective control problems are still challenging.
The underlying plants are often highly nonlinear and coupled. A way to
handle the complexity of a modern diesel engine is to apply model-based

1Here, the term ”performance” refers to the ability to follow the reference trajectory.
The performance of the overall system, such as the torque or the pollutant emissions,
also strongly depends on the reference values of the subsystems.
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control [22]. In a first step, a system analysis of an engine model can indi-
cate how a suitable control system has to be structured. Once a suitable
control structure has been determined, the engine model can be used to
design the control loops. One possibility is to use model-based controllers
which directly incorporate the model equations in the design process, such
as H∞ control [23] and linear quadratic regulators (LQR) [24]. Alterna-
tively, simpler controllers such as PID controllers can be used. Regardless
of the controller type used, the properties of the resulting control loop can
be analyzed and the controllers can be tuned such that the desired spec-
ifications are met. The combination of advanced control structures and
model-based control design and tuning results in a significant simplifica-
tion of the control-system design process.

Optimization

A further simplification can be achieved by using the engine model for
optimization. For example in [25], an offline optimization is carried out to
determine the optimal set point values for the engine, such that the fuel
consumption and the pollutant emissions are minimized for a given driving
cycle. In [26], an offline optimization is applied to determine the optimal
tuning parameters for the air-path controller. Recent research has shown
that it is even possible to determine the optimal actuator trajectories for
entire driving cycles by applying optimal control [27]. The application of
such offline optimizations greatly reduces the amount of time necessary for
calibration and tuning.
Furthermore, it is possible to carry out an online optimization to determine
the optimal actuator settings during the operation. However, unlike for an
offline calculation, the future driving conditions are not known when an
online optimization is carried out. This problem of causality is especially
critical when the final values of some state variables are constrained. This
situation occurs when upper limits for the cumulated pollutant emissions
are given, as is often the case with legislative limits. This problem is
discussed in detail in chapter 4.

1.2 Scientific contribution

The control systems of a modern diesel engine play a significant role in
meeting the demands of customers and legislation. They have to cope with
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the steadily increasing complexity of the engine hardware while remaining
transparent enough to allow tuning and calibration. Optimization methods
and model-based approaches for the design of the control structure and the
control loops can render this task feasible.
This thesis contributes to the research field of model-based control of diesel
engines by discussing three different control problems. All three are related
to the overall objective of operating a diesel engine with low pollutant
emissions and a low fuel consumption. They consider the air path, the
combustion, and the optimal operation during a driving cycle, respectively.
Since the dynamics which are relevant for the respective control problems
are on three different time scales, the control problems can be treated
separately. For each of them a controller is proposed to aid in achieving
low pollutant emissions and fuel consumption.
The first contribution of this thesis is the development of the air-path con-
troller published in [28, 29, 30]. It is the first air-path controller designed
specifically to handle the disadvantageous properties of the plant (nonlin-
earities, cross-couplings, and a sensitivity to fast changes of the operating
point), while being applicable to a wide range of engines. In [28] the con-
trol structure is derived and validated. The control structure is patented
[29], and some early results are published in [30].

[28] S. Zentner, E. Schäfer, G. Fast, C. H. Onder, and L. Guzzella, “A
cascaded control structure for air-path control of diesel engines,” Pro-
ceedings of the Institution of Mechanical Engineers, Part D: Journal

of Automobile Engineering, available online, 2014

[29] E. Schäfer, T. Kreissig, G. Fast, S. Zentner, L. Guzzella, and C. On-
der, “Method and device for operating an internal combustion en-
gine with supercharging and exhaust-gas recirculation,” Patent Nr.
WO/2013/159899, October 2013

[30] E. Schäfer, S. Zentner, and G. Fast, “Model-based development of a
multi-variable control strategy for large diesel engines,” in Proceed-

ings of the 6th Emission Control Conference, Dresden, Germany,
2012

The second contribution is the development of the model-based method to
adapt the fuel injection and the EGR during transients which is published
in [31]. It is the first model-based controller which allows the adjustment of
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the trade-off between the transient pollutant emissions and the drivability
using two simple parameters.

[31] S. Zentner, E. Schäfer, C. Onder, and L. Guzzella, “Model-based
injection and EGR adaptation and its impact on transient emissions
and drivability of a diesel engine,” in Proceedings of the 7th IFAC

Symposium on Advances in Automotive Control, Tokyo, Japan, 2013,
pp. 89–94

The third contribution is the development of the framework for causal
optimal control of diesel engines published in [32]. It is the first causal
approach to the solution of the optimal control problem of minimizing
the CO2 emissions while not exceeding an upper limit for the cumulated
pollutant emissions at the end of the driving cycle.

[32] S. Zentner, J. Asprion, C. Onder, and L. Guzzella, “An equivalent
emission minimization strategy for causal optimal control of diesel
engines,” Energies, vol. 7, no. 3, pp. 1230–1250, March 2014

In addition to the contributions presented in this thesis, the collaboration
with colleagues has led to the publication of two papers on the cascaded
feedback control of the combustion and the pollutant emissions [17, 33]
and one paper on the iterative optimization of diesel engines [34].

[17] F. Tschanz, S. Zentner, C. H. Onder, and L. Guzzella, “Cascaded
control of combustion and pollutant emissions in diesel engines,”
Control Engineering Practice, available online, 2014

[33] F. Tschanz, S. Zentner, E. Özatay, C. H. Onder, and L. Guzzella,
“Cascaded multivariable control of the combustion in diesel engines,”
in Proceedings of the 2012 IFAC Workshop on Engine and Power-

train Control, Simulation and Modeling, Paris, France, 2012, pp.
25–32

[34] J. Asprion, G. Mancini, S. Zentner, C. H. Onder, N. Cavina, and
L. Guzzella, “A framework for the iterative dynamic optimisation
of diesel engines: numerical methods, experimental setup, and first
results,” in WIT Transactions on Ecology and the Environment,
C. Brebbia, E. Magaril, and M. Khodorovsky, Eds. WIT Press,
Southampton, 2014, vol. 190
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1.3 Outline

The next three chapters are dedicated to the three main contributions
of the thesis. Chapter 2 describes the cascaded control structure for air-
path control. Chapter 3 describes the model-based adaptation of the fuel
injection and the EGR during transients. Chapter 4 describes the frame-
work for causal optimal control of diesel engines. These three chapters
are self-contained and can be read independently. Chapter 5 offers some
concluding remarks and presents an outlook to future fields of research.



Chapter 2

Cascaded Air-Path Control

In order to comply with increasingly stringent diesel-engine emission legis-
lation, the fast and precise control of the turbochargers and the exhaust-
gas recirculation is necessary. The difficulties lie in certain disadvantageous
plant properties such as cross-couplings and nonlinearities, the disturbance
of the air path by fast operating-point changes, and the multitude of air-
path configurations that are available. In this chapter, a novel, model-
based approach for air-path control based on cascaded control is proposed.
The resulting multivariable controller has a low sensitivity to the nonlin-
earity of the plant and the disturbances caused by sudden changes of the
operating point. Furthermore, the controller is applicable to various types
of air-path configurations. This flexibility is demonstrated by a system
analysis of the models of two engines that span a broad range of air-path
configurations. The performance of the proposed controller is compared
experimentally with that of a conventional, model-based, multivariable
controller, by implementing both on two engines, each of them running
on a test bench. This comparison confirms that the cascaded controller
presented herein can handle the cross-couplings of the system and that it
exhibits a lower sensitivity to the nonlinearity and the disturbances than
the conventional controller.
The content of this chapter is based on [28]. Two figures based on ad-
ditional measurements (Figs. 2.17 and 2.19) and two sections discussing
them have been added.

2.1 Introduction

Due to their high fuel efficiency, diesel engines are used in a wide range
of applications. However, because of their lean combustion they can-
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not be equipped with a three-way catalyst to reduce the nitrogen oxide
(NOx) emissions, such as is the common practice with spark ignition en-
gines. Furthermore, a large part of the combustion is diffusion combus-
tion, which leads to the formation of particulate matter (PM). Since these
emissions are harmful to both humans and the environment, emission legis-
lation is becoming increasingly stringent with the introduction of transient
test cycles and ever lower emission limits. State-of-the-art technologies,
such as variable-geometry turbochargers (VGT), exhaust-gas recirculation
(EGR), two-stage turbocharging, common-rail injection and exhaust-gas
aftertreatment enable manufacturers to comply with the tightening emis-
sion regulations.
A widely used technology for reducing NOx emissions is the exhaust-gas re-
circulation. Since it increases the mass of the cylinder content and thereby
its heat capacity, it lowers the combustion temperatures. It also decreases
the oxygen concentration of the aspirated gas mixture. Since high combus-
tion temperatures and high oxygen concentrations are the main conditions
for the production of NOx [4], the introduction of EGR decreases the NOx

emissions. On the other hand, the reduction of the oxygen concentration is
beneficial for the formation of particulate matter in the diffusion flame. To
compensate for this effect, turbocharging is used to increase the fresh-air
charge and the oxygen concentration. However, the turbochargers and the
EGR introduce noticeable dynamics to the air path, thereby complicating
the task of the air-path controller.
During a driving cycle a considerable portion of the emissions is generated
during fast operating-point1 changes when the air path cannot supply the
cylinder charge that is desired for the current operating point. Improve-
ments in the transient behavior of the air path are therefore crucial for the
reduction of the emissions on a given driving cycle. However, several prob-
lems arise. The plant is afflicted with nonlinearities and cross-couplings.
The transient operation of the engine poses additional difficulties. First,
the rapidly changing cylinder mass-flows and temperatures act as distur-
bances on the air path. Second, the engine is frequently operating far
from the design point of the controller, which makes the effect of the plant
nonlinearities more severe.
Given the diversity of applications and legal limits, an engine manufacturer
may implement several different air-path configurations. Among others,

1The term ”operating point” refers to the current engine speed and torque.
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there exist variable and fixed geometry turbines, turbines with and without
waste-gate, and single-stage and two-stage turbochargers. In the develop-
ment of a control structure, it is therefore highly desirable to ensure that
it will be applicable to many different air-path configurations.
The air-path control for diesel engines has been the subject of research
for the past two decades. A special focus has been placed on engines
equipped with a VGT and an EGR. A good introduction can be found in
[35, 14, 36, 37]. However, none of the published approaches can deal with
the problems posed by the plant and by transient driving cycles while being
generic enough to deal with different engine configurations. Most model-
based controllers are restricted to one engine configuration only. Some
of them invert the model equations for certain parts of the engine (EGR
valve and VGT), such as those proposed in [38, 39, 40]. Some well-known
nonlinear approaches [41, 42, 43, 44, 45, 46, 47] are based on nonlinear
model equations and thus explicitly assume a certain configuration. In
[26], simple single-input single-output (SISO) controllers are used. That
approach is generic enough for use with various engine configurations, but
the cross-couplings of the system are not taken into account. The same
applies to the air-to-fuel ratio based controllers presented in [48, 49] and
the approach shown in [50].
In [51], motion planning is used to determine reference values for the fresh-
air and the EGR mass flows. These are also controlled using SISO con-
trollers without considering the cross-couplings of the system. In [52],
fuzzy control is used to coordinate the EGR valve and the VGT in a cer-
tain operating region and to improve the transient response by switching
from control of the intake pressure to control of the exhaust pressure.
That approach is specifically designed for engines equipped with a VGT
and outside of the coordinated operating region it does not take into ac-
count the cross-couplings. Approaches based on linear, parameter-varying
(LPV) models [53, 54, 55, 56] could work with various air-path configura-
tions and are well-suited to the suppression of the disturbances caused by
changes of the operating point. But they depend on the availability of an
LPV engine model, an approach that has not yet been shown to be appli-
cable for two-stage configurations. In [57], a controller based on internal
model control is presented. In combination with the flatness-based feed-
forward described in [58, 59], that approach could be applied to single-
and two-stage turbocharged diesel engines with EGR. However, that con-
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trol strategy has not been validated by experiments as yet. In [60], a linear
decoupler is used to decouple the plant at low frequencies. Since the de-
coupler is based on a linear model of the plant, the controller is sensitive to
the nonlinearity of the plant. Another promising approach is model pre-
dictive control (MPC) [61, 62, 63, 64]. The main drawback of MPC is its
computational load in view of the limited computational power available
in current series-production engine control units. The same applies to an
even larger extent to nonlinear MPC approaches [65, 66].
In this chapter, a novel control structure for the air path of a diesel engine
is proposed. It is designed to deal with the disadvantageous plant prop-
erties such as nonlinearities and cross-couplings and with the difficulties
that fast operating point changes pose to the air-path controller, namely
disturbances. Furthermore, this structure can be applied to a wide range
of diesel-engine configurations. Although it is somewhat more complex
than a conventional controller, its tuning process remains straightforward.
The advantages of the control structure are shown experimentally in a
comparison with a conventional controller using two engines, each of them
running on a test bench.
The control problem is defined in Sec. 2.2. The engines used for simula-
tion and experimental validation are described in Sec. 2.3. The control
structure, including an estimator for the EGR-related signals, is presented
in Sec. 2.4. The advantages of the new structure are shown in an ex-
perimental comparison with a conventional controller. The results of that
comparison are presented in Sec. 2.5, and Sec. 2.6 concludes the chapter.

2.2 Problem formulation

The overall goal of air-path control is the control of the cylinder charge.
Together with the injection parameters, the cylinder charge determines the
amounts of torque generated and of the pollutants emitted. Considering
that neither a variable valve train nor a swirl valve are used, controlling
the cylinder charge is equivalent to controlling the intake manifold pressure
pim and the burnt-gas fraction xim,

y =

[
pim
xim

]
. (2.1)
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The latter is defined by

xim =
mbg

mbg +mair
, (2.2)

with the mass of burnt gas mbg and the mass of fresh air mair in the intake
manifold.
The control inputs depend on the structure of the air path. Figure 2.1
shows the air-path configurations that are considered here. The tur-
bocharging may be single-staged or two-staged. The control of the turbine
load can be achieved by a variable-geometry turbine (VGT) or a waste
gate (WG). If the configuration is two-staged, this control input is as-
sumed to act on the high-pressure (HP) turbine, whereas the low-pressure
(LP) turbine is assumed to not have any specific control input. All engines
are assumed to have HP EGR controlled by a valve. Low-pressure EGR
systems have significantly less interaction with the turbocharging system
than HP systems [67]. This fact fundamentally changes the requirements
for the control system. Control of LP EGR is thus not considered here.
The control inputs are the turbocharger control input utc (VGT or WG
position) and the position of the EGR valve uegr,

u =

[
utc

uegr

]
. (2.3)

The control inputs are normalized between 0 and 1, where the value 1
indicates a closed VGT/WG or an opened EGR valve, respectively.
Without claiming the list to be complete, I consider the following issues to
pose the most significant problems for the air-path controller on a transient
driving cycle:

1. Cross-couplings of the plant: Both inputs influence both outputs.
A multivariable (MIMO) controller is necessary to coordinate the
control of both outputs.

2. Nonlinearity of the plant: The gains of the plant strongly depend
on the operating point and the current states and inputs. During
transients on an aggressive driving cycle, the engine is frequently
operating far from the design point of the controller, which makes
the control system more sensitive to the nonlinearity of the plant.
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waste gateVGT

uvgt
uwg

second stage

uegr

(optional)

utc

pim, xim

pem

∗

megr

HP comp.

HP turb.

LP comp.

LP turb.

EGR ic

LP ic

EGR valve

HP ic

Figure 2.1: Air-path configurations considered for control, where LP = low–
pressure, HP = high-pressure, comp. = compressor, turb. = turbine and ic =
intercooler.

3. Disturbance by operating-point changes: Operating-point changes
cause suddenly changing cylinder mass flows and temperatures. These
have a direct impact on the exhaust pressure, which in turn drives
both the turbines and the EGR. The entire air path is thus disturbed
by the operating-point changes.

The cross-couplings and the nonlinearity have already been reported in
[35]. The sensitivity to operating-point changes is a direct consequence of
the dependence of the air path on the exhaust pressure. All three problems
apply to all the air-path configurations considered. A control structure has
to be developed that tackles all three problems while not depending on any
configuration-specific assumptions.

2.3 Engines used for simulation and measurement

This section describes the engine models used for the system analysis
(2.3.1) and the engine test-benches used for the experimental validation
(2.3.2).
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2.3.1 Engine models used for the system analysis

In order to show that the proposed control structure is valid and advan-
tageous for engines of different sizes and with various types of air-path
configurations, the mean-value models of two different engines have been
analyzed. An overview of the specifications of the two engines is given
in Table 2.1. The smaller engine is a production-type automotive engine
with a single-stage variable-geometry turbine. In the following it will be
referred to as the SSVGT engine. The larger engine is an experimental in-
dustrial engine with two-stage turbocharging and fixed geometry turbines
with a high-pressure waste-gate. In the following it will be referred to as
the TSWG engine. These two engines will also be used for the experimen-
tal validation of the control approach described in Sec. 2.5. They cover a
broad spectrum of sizes and turbocharger configurations. This fact is the
basis for the assumption that the proposed control structure will hold for
all engines with similar configurations. Both engines have been modeled
by zero-dimensional mean-value models. For more information about this
modeling approach, see [22]. The parameters have been identified using
measurement data or construction data. For example, the parameters of
the cylinder model were identified using experimental data, whereas the
volumes of the receivers modeling the manifolds were taken from a 3D
CAD model and the parameters of the turbocharger model were identified
using turbocharger maps. The models have been validated with transient
measurement data.

Table 2.1: Specifications of the engines considered

Engine 1 Engine 2

Number of cylinders 6 cylinders 12 cylinders
Displacement 2,987 cm3 21,042 cm3

Power 160 kW 680kW
turbocharging Single stage Two stage
High-pressure Turbine VGT Waste gate
EGR High pressure High pressure
Abbreviation SSVGT TSWG

A comparison of simulated and measured data is shown in Fig. 2.2 (TSWG)
and in Fig. 2.3 (SSVGT) for a stepwise manipulation of the input sig-
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Figure 2.2: Comparison of the measured and simulated responses of the TSWG
engine for stepwise manipulation of the air-path actuators uwg and uegr.

nals. Both models capture all relevant dynamics of the respective engines.
Important dynamic differences between the single-stage and the two-stage
configuration are also captured. One of them is the inverse-response behav-
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Figure 2.3: Comparison of the measured and simulated responses of the SSVGT
engine for stepwise manipulation of the air-path actuators uvgt and uegr.

ior (also known as nonminimum-phase behavior) of the LP turbocharger
speed of the TSWG engine with respect to the waste-gate position. This
behavior can be explained physically. When the waste gate is opened
(t=17 s), more exhaust gas is led directly to the LP turbine (increasing
the pressure between the turbines), whereas less exhaust gas remains in
the exhaust manifold (decreasing the exhaust pressure). This effect leads
to a decrease of the HP turbocharger speed and an increase of the LP
turbocharger speed. Because the HP turbine is affected by both pressure
changes, the change in HP turbocharger speed is much higher, resulting
in an overall decrease in fresh-air mass flow. Eventually, this compensates
the gain of exhaust-gas that the opening of the waste gate has caused for
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the LP turbine. When this happens, the speed of the LP turbocharger
decreases again.
The model of the SSVGT engine shows better accuracy in steady-state
conditions. The reason for this observation is the fact that for the TSWG
engine, two turbochargers connected in series have to be modeled. Model
errors in the upstream block change the operating point of the downstream
block. In combination with the model errors of the downstream block,
this effect can lead to notable offsets. This problem applies to both the
compressors and the turbines. Furthermore, the additional feedback loop
introduced by the rotational speed of the LP turbocharger promotes the
propagation of model errors even more. But since capturing all relevant
dynamics is more important for controller design than the exact represen-
tation of the stationary behavior, this model inaccuracy is acceptable.

2.3.2 Engines used for the experimental validation

The experiments have been carried out on both engines. For both en-
gines, the standard engine control unit (ECU) was partly bypassed using
an ETAS ES910 rapid control prototyping module. Only the air-path
controller of the ECU was bypassed, while all other ECU functionalities
remained active.

2.4 Cascaded control of the air path

The three problems described in Sec. 2.2 can be tackled by applying
cascaded control. For cascaded control, the control problem is separated
into two sub-problems, and additional feedback variables are introduced.
The additional information contained in the additional feedback signals
and the advantageous properties of the sub-problems are responsible for
the improved performance of the cascaded control structure. The structure
and its advantages are described in Sec. 2.4.1. The controller requires an
estimator for all EGR-related signals. This estimator is described in Sec.
2.4.2. The controllers implemented for the two sub-problems are described
in Sec. 2.4.3.
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P

PoutCout Cin Pin
yinrout uin yout
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Figure 2.4: Structure of a cascaded control system

2.4.1 Description of the control structure

Introduction to cascaded control systems

In order to apply cascaded control, the plant P has to consist of two
processes connected in series. The output of the fast inner plant Pin is
the input to the slower outer plant Pout. Figure 2.4 shows the structure
of a cascaded control loop. Two controllers are implemented, namely a
fast controller Cin for the inner loop and a slower controller Cout for the
outer loop. The outer loop controls the main feedback variables (yout = y),
whereas the inner loop controls some additional signals yin. The control
input of the outer controller is the reference value of the inner feedback
loop (uout = rin). Cascaded control systems have the following advantages
[21]:

• The nonlinearity of the inner plant and any disturbances acting on
the inner plant have less influence on the outputs of the outer plant
when the inner loop is closed. This is due to the fact that the high
bandwidth of the inner-loop controller allows a fast compensation of
the nonlinearity and of the disturbances.

• The phase lag in the inner plant is reduced by closing the inner loop,
which improves the achievable performance of the outer loop. This
improvement is due to the fact that additional feedback signals are
introduced, which are affected by a smaller phase lag.

In order to exploit the advantages of using cascaded control, the feedback
signals of the inner loop must have the following properties: First, there
must be a time-scale separation between them and the feedback signals of
the outer loop, such that the inner loop can be controlled with a higher
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Figure 2.5: Cascaded plant

bandwidth. Second, for the cascaded structure to lead to an improved
suppression of the disturbances, they must affect the feedback signals of
the inner loop. The disturbances can thus be compensated by the fast
inner loop controller before they reach the outer loop. Third, the feedback
signals of the inner loop have to be chosen such that the nonlinearity of
the plant is included in the inner plant, thus reducing its influence on the
control of the feedback signals of the outer loop.
The feedback signals of the inner loop are chosen to be the exhaust mani-
fold pressure pem and the EGR mass flow

∗
megr,

yin =

[
pem
∗
megr

]

. (2.4)

They are the intermediate signals connecting the inner and the outer plant
(see Fig. 2.5). The exhaust manifold pressure can be measured directly
using a sensor, but that sensor is not standard in all series-production
engines. Both engines considered in this chapter are equipped with that
sensor, therefore it is assumed to be generally available. If this is not the
case, a model-based estimation [68] may be used as an alternative. An
analysis of estimator-based feedback control of the exhaust pressure is not
described here since it would exceed the scope of this thesis. For the EGR
mass flow, no series production sensors are available. An estimator for that
signal is described in Sec. 2.4.2. In the following sections, these signals
are shown to have the required properties.

Time-scale separation

Both quantities can be controlled with a higher bandwidth than the feed-
back signals of the outer loop (pim and xim). An analysis of the frequency
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responses of the various plants shows their achievable bandwidths. The
operating points used for the analysis are chosen such that they represent
a medium speed and load. All plants considered are 2 × 2 MIMO plants.
For the sake of clarity, only the two dominant channels each are discussed
below. Figure 2.6 shows the Bode diagrams of the dominant channels of
the following plants:

• Inner plant: It describes the interaction between the air-path actua-
tors (utc, uegr) and the intermediate signals (pem,

∗
megr).

• Idealized outer plant: It describes the interaction between the inter-
mediate signals (pem,

∗
megr) and the outputs of the outer plant (pim,

xim). This plant is fictitious because it assumes perfect control of
the inner loop. It is obtained by assuming steady-state conditions
for the exhaust manifold, which allows the physical inputs (utc, uegr)

to be replaced by the fictitious inputs (pem,
∗
megr). The steady-state

assumption is valid because the dynamics of the exhaust manifold
are very fast compared to the dynamics of the outer plant, which is
dominated by the rotational dynamics of the turbocharger.

• Real outer plant: It describes the interaction between the reference
values of the intermediate signals (pem,ref ,

∗
megr,ref) and the outputs

of the outer plant (pim, xim). For this plant, a realistic inner loop
controller with a crossover frequency of 4 rad/s is assumed. This fre-
quency is indicated by a vertical line. Despite the different sizes of
the two engines, the same bandwidth has been used for the inner
loop. This is due to the fact that the limiting factors in that loop
are the actuator dynamics and the pressure dynamics in the exhaust
manifold, which are similar for both engines.

• Full plant: It describes the interaction between the air-path actuators
(utc, uegr) and the outputs of the outer plant (pim, xim). It is the
plant that a conventional, non-cascaded controller faces.

The pressure path (utc → pem → pim) is analyzed first. In both engines,
the magnitude of the real and of the ideal outer plant starts to decrease
at approximately 1 rad/s, which is caused by the rotational dynamics of the
turbochargers. However, the inner plant differs for the two engines. Both
engines show a first drop in magnitude at low frequencies (caused by the
rotational dynamics of the turbochargers) and then another drop at higher
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Figure 2.6: Frequency responses of the main channels of the inner plant (black),
the idealized outer plant (gray), the real outer plant (dashed gray) and the full
plant (dashed, light gray). The frequencies 1 rad/s and 4 rad/s are indicated by a
vertical line. All systems have been normalized to have a static gain of 0 dB.
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frequencies (caused by actuator and exhaust-pressure dynamics). In the
SSVGT engine, the low-frequency drop in magnitude is caused by the low-
pass behavior introduced by the rotational dynamics of the turbocharger.
In the TSWG engine, an additional effect causes the drop to occur at
lower frequencies (approximately 0.3 rad/s) and to be more pronounced.
This effect can be attributed to the inverse-response behavior of the LP
turbocharger speed with respect to the waste-gate position that has been
observed in Sec. 2.3.1.
If the waste gate is excited with a frequency that is sufficiently low for
the LP turbocharger to react and sufficiently high to prevent the LP tur-
bocharger speed from reverting from its initial inverse response, then it
is possible to achieve an oscillation of the two turbocharger speeds with
opposite phases2. Since their effects on the fresh-air mass-flow cancel each
other out, the oscillation of the intake and exhaust pressure has a small
magnitude. This effect is responsible for the drop in magnitude and phase
at low frequencies and the increase in phase at approximately 1 rad/s. How-
ever, this effect (for the TSWG engine) and the low-pass characteristic
introduced by the turbocharger (for the SSVGT engine) do not hinder a
high-bandwidth control of the inner loop because the exhaust pressure is
still mainly influenced directly by the turbocharger actuator, which is ev-
idenced by the low phase lag of the inner loop even at high frequencies.
Because the phase lag at high frequencies is much smaller for the inner
loop than for the outer loop, a higher bandwidth can be achieved for the
inner loop.
Now, the EGR path (uegr →

∗
megr → xim) is analyzed. Generally, for the

EGR path the time-scale separation is not as distinct as for the pressure
path. For both engines, the magnitude and the phase of the outer plant
start decreasing at approximately 1 rad/s, whereas for the inner plant this
occurs at higher frequencies (approximately 4 rad/s). Thus, the inner loop
can be controlled with a higher bandwidth than the outer loop.
Figure 2.6 shows that at low frequencies, i.e. up to a frequency of ap-
proximately 1 rad/s, the real outer plant is almost equivalent to the ideal
plant. The idealized outer plant may thus be used for further analyses.
In addition, the phase enhancing effect of the cascaded controller becomes
evident. For both paths of the TSWG engine and the pressure path of

2This can be confirmed by analyzing the phase difference between the two systems
uwg → ωtc,lp and uwg → ωtc,hp.
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the SSVGT engine, the real outer plant shows a smaller phase lag than
the non-cascaded plant up to the frequency of 2 rad/s, which is half the
crossover frequency of the inner loop. This fact shows that the phase lag
in the inner plant is reduced by closing the inner loop. If the bandwidths of
the two loops are separated by an octave, the outer loop can benefit from
this effect. However, for the EGR path of the SSVGT engine, the cascaded
control structure causes a slight increase in phase because the time-scale
separation between the loops is rather small. Nonetheless, the other ad-
vantages are still present, namely the compensation of disturbances and of
the nonlinearity of the inner loop.

Disturbances

The choice of feedback signals of the inner loop described above is suitable
for suppressing the disturbances caused by fast operating-point changes.
This fact can be verified by analyzing the cause-and-effect diagram of a
diesel engine. Figure 2.7 shows such a diagram that applies to all the
air-path configurations considered. For a single-stage engine, the blocks
representing the turbochargers are static because they only represent the
turbocharger maps. For a two-stage engine, they are dynamic because they
represent the maps of both stages and the receivers between the compres-
sors and turbines, respectively. A sudden change in engine speed and load
changes the cylinder mass flow and temperature. The resulting change
in exhaust pressure influences the EGR mass flow, which in turn disturbs
the intake burnt-gas fraction. The change in exhaust pressure also has an
effect on the speed of the turbocharger(s), whereas the resulting change
in fresh-air mass flow disturbs the intake pressure. When the exhaust
pressure and the EGR mass flow are measured and controlled with a high
bandwidth, the effect of those disturbances can be compensated quickly
before they affect the outer loop.

Nonlinearity

This choice of feedback signals of the inner loop ensures that the nonlinear-
ity of the actuators is contained in the inner loop. The functions describing
the VGT and EGR mass flows are highly nonlinear, and this nonlinearity
is largely responsible for the nonlinearity of the overall system. Figure 2.8
shows the steady-state values of the most important signals of the inner
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Figure 2.7: Cause-and-effect diagram of a diesel engine including blocks for the
cylinder process (Cyl), the exhaust manifold (EM), the turbine(s) (Turb), the
exhaust-gas recirculation (EGR), the rotational dynamics of the turbocharger(s)
(TC Rot), the compressor(s) (Comp) and the intake manifold (IM). Dynamic
blocks are indicated by a shadow.

and the outer plant for a constant operating point. This data was ob-
tained by simulation of the nonlinear engine models for various actuator
positions. The operating points have been chosen such that they represent
a medium speed and load. For both engines, the EGR valve has almost
no influence on the EGR mass flow at large openings. However, the effect
of the EGR mass flow on the intake burnt-gas fraction is almost linear.
The same applies to the turbocharger actuators. For large openings, their
effect on the exhaust pressure is minimal, whereas the effect of the exhaust
pressure on the intake pressure is almost linear.



28 2.4. Cascaded control of the air path

∗

megr[kg/s]

x
im

[−
]

uegr[−]

∗ m
e
g
r
[k

g /
s
]

pem[Pa]

p
im

[P
a
]

uwg[−]

p
e
m
[P

a
]

pem ↑uwg ↓

∗

megr ↓uegr ↑

×105

0 0.05 0.10 0.2 0.4 0.6 0.8

2 3 40.2 0.4 0.6 0.8

×105×105

0

0.1

0.2

0

0.05

0.1

2

2.5

3

1

2

3

4

(a) TSWG engine

∗

megr[kg/s]

x
im

[−
]

uegr[−]

∗ m
e
g
r
[k

g /
s
]

pem[Pa]

p
im

[P
a
]

uvgt[−]

p
e
m
[P

a
]

pem ↑uvgt ↓

∗

megr ↓

uegr ↑

×105

0 0.005 0.01 0.0150 0.5 1

1.5 2 2.50.2 0.4 0.6

×105×105

0

0.02

0.04

0.06

0.08

0

0.01

0.02

1

1.5

2

2.5

1

2

3

(b) SSVGT engine

Figure 2.8: Steady-state values of the air path illustrating the nonlinearities
with which the actuators are afflicted.
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The loss of control authority of the physical actuators is caused by two
phenomena. First, there is the nonlinearity between the control input and
the flow area of a valve, which is caused by the geometry of the valve
and its actuator. Second, the flow properties of a valve cause a decrease
in sensitivity of the mass flow to the valve area for large openings. The
EGR valve and the waste gate can be modeled as a valve. Although it
is more complicated, the fundamental behavior of a VGT is very similar
to that of a valve. As the valve area increases, the mass flow increases as
well causing the pressure ratio over the valve to decrease. This decrease
in pressure ratio reduces the mass flow, which counteracts the effect of the
larger valve area. For pressure ratios approaching one, the effect of the
pressure ratio on the mass flow becomes stronger, up to the point where
both effects are equally strong and an increase in valve area loses its effect
on the mass flow or on the pressure ratio. Both effects are present for both
actuators, and the effect of this nonlinearity can be detected by measuring
the exhaust pressure and the EGR mass flow.

Further properties of the new subsystems

In the previous sections it was shown that if the exhaust pressure and EGR
mass flow are used as feedback signals for the inner loop, the preconditions
for cascaded control are fulfilled and the general advantages of that control
strategy can be exploited. However, there are additional advantages that
are unique to the air path of a diesel engine. First, a large number of
the cross-couplings of the system are contained in the inner plant. The
exhaust gas can either be recirculated (EGR mass flow) or used to drive
the turbine by increasing the exhaust pressure. The former increases the
intake burnt-gas fraction, whereas the latter increases the turbocharger
speed and the intake pressure. This trade-off between EGR mass flow
and exhaust pressure is largely responsible for the cross-couplings in the
system. Because the cross-couplings induced by this trade-off are included
in the inner plant, the outer plant is almost decoupled.
This statement can be verified by analyzing the relative gain array (RGA).
The RGAmatrix is a measure for the strength of the cross-couplings among
the various control channels and for how well a plant can be controlled
using single-input single-output (SISO) controllers. Given the transfer
function of the plant P (s), the relative gain array is defined as [21]
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RGA(P ) = P × (P−1)T , (2.5)

where × denotes an element-by-element multiplication (i.e. a Hadamard
or a Schur product). The variable RGA11 describes how well the channel
u1 → y1 can be controlled by a SISO controller. Values close to unity
indicate small cross-couplings and a good performance of a SISO controller.
Since it is a structural property of the RGA matrix that every row and
every column adds up to one, the diagonal elements of a two-by-two RGA
matrix are equal, as are the off-diagonal elements. The analysis of only one
element thus suffices since all other elements can be calculated therefrom.
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Figure 2.9: |RGA11| of the outer plant at 1 rad/s.

Figure 2.9 shows the absolute value of the first diagonal entry of the RGA
matrix (|RGA11|) for a frequency of 1 rad/s for both engines at the same
operating points as those used in the previous analyses. This data is
obtained by linearizing the model of the idealized outer plant, which was
already used in the analysis of the time-scale separation in Sec. 2.4.1, for
different positions of the air-path actuators. The RGA analysis is then
carried out for all linear models. For all actuator positions, the value
of |RGA11| is close to one and the outer loop is almost decoupled. For
both engines the couplings decrease with a decreasing opening of the EGR
valve. In the extreme case of a closed EGR valve, the system is completely
decoupled. The TSWG engine shows stronger couplings, the cause being
the higher EGR mass flows that the TSWG engine can achieve. This
is reflected in the much higher intake burnt-gas fractions of the TSWG
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Figure 2.10: Steady-state values of the air path illustrating the sign change of
the gain in the channel utc → xim.

engine (see Fig. 2.8). The fact that the outer loop can be controlled using
two separate SISO controllers is a great advantage of the cascaded control
structure. Although both an inner and an outer controller are required,
one of them is very simple.
Another interesting effect can be observed with the turbocharger control
signal, the EGR mass flow and the intake burnt-gas fraction. Figure 2.10
shows these signals for both engines for the same operating points as be-
fore. For both engines, the steady-state gain in the channel utc → xim

changes sign. This behavior has also been described in [35]. It can be
explained physically. When the VGT/WG is closed, the exhaust pressure
increases. The increase in available enthalpy for the turbocharger(s) in-
creases the fresh-air mass flow. At the same time, the increased exhaust
pressure may increase or decrease the EGR mass flow, depending on how
the intake pressure has increased along with it. Depending on which effect
is dominant, the intake burnt-gas fraction may decrease or increase. For
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both engines, the inner plant utc →
∗
megr exhibits much less nonlinearity

than the full plant utc → xim.
For the TSWG engine the EGR mass flow behaves monotonically with re-
spect to the WG position, and the sign change in the steady-state gain can
be eliminated by using the valves to control the EGR mass flow instead of
the burnt-gas fraction. For the SSVGT engine the sign change of the gain
is also present in the inner loop in the channel uvgt →

∗
megr. This fact can

be explained by the high efficiency of the turbine for medium openings3.
Beginning at a fully opened VGT, a closing of the VGT brings the turbine
into the efficient operating region, such that the pressure difference be-
tween the intake and the exhaust decreases. This reduces the EGR mass
flow. When the turbine is closed further, the turbine efficiency decreases
again, the pressure difference increases, and consequently the EGR mass
flow increases. However, since the EGR valve has a much higher influence
on the EGR mass flow, the channel uvgt →

∗
megr is not very pronounced

and the sign change of the gain can be considered a disturbance.
For the TSWG engine, the separation of the plant into an inner and an
outer plant removes the sign change in the steady-state gain. For the
SSVGT, the sign change is still present, but it is less prominent. For both
engines the cascaded control structure reduces the effect of the nonlinearity
of the turbocharger control-input on the EGR.

Summary of the properties of the cascaded control structure

Introducing additional feedback variables and reformulating the control
problem allows us to tackle all three problems:

1. Cross-couplings in the plant: The inner-loop controller decouples the
outer plant.

2. Nonlinearity of the plant: Nonlinearities of the actuators are con-
tained in the inner loop and are overcome by the fast inner loop
controller before they can affect the outer loop.

3. Disturbance by operating-point changes: The fast inner loop com-
pensates disturbances caused by operating-point changes before they
can affect the outer loop.

3For variable geometry turbines, the geometry of the blades is optimized for one
blade angle. Deviating from this angle decreases the turbine efficiency. The turbine of
the engine used for the analysis was optimized for medium openings.
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These properties apply to two engines of different size and turbocharger
configuration. The advantages can be generalized to similar engines be-
cause they partly are inherent to cascaded control and partly are due to
the exploitation of system properties that similar engines share. Figure
2.11 shows the cascaded control structure.

2.4.2 Observer description

The control structure described above uses the EGR mass flow
∗
megr and

the intake burnt-gas fraction xim as feedback signals. Since there are
no series-production sensors available for these signals, they cannot be
measured and thus have to be estimated. The EGR mass flow is estimated
using a high-gain input estimator. The estimated EGR mass flow is then
used to estimate the intake burnt-gas fraction.

EGR mass flow

The estimation of the EGR mass flow differs from usual estimation prob-
lems in the regard that it is not a state variable but an input of a dynamic
system that has to be estimated. Assuming an isothermal receiver, the
equation governing the dynamics of the intake manifold pressure is

d

dt
pim =

R · ϑim

Vim
· [

∗
mair +

∗
megr −

∗
mcyl]. (2.6)

The EGRmass flow is an input to the system, which can be estimated using
an input estimator [69]. The input estimator simulates the intake-pressure
dynamics and uses an aggressive PI controller to control the amount of
EGR mass flow needed in order match the simulated intake pressure p̂im
with the measured intake pressure pim:

d

dt
p̂im =

R · ϑim

Vim
· [

∗
mair +

∗
megr,est −

∗
mcyl] (2.7)

∗
megr,est = KP · (pim − p̂im) +KI ·

∫
(pim − p̂im)dt (2.8)

The fresh air mass flow
∗
mair is measured with a hot-film air-mass meter

(HFM) mass-flow sensor. The intake temperature ϑim is also measured.
The cylinder mass flow

∗
mcyl can be calculated from the intake density, the

volumetric efficiency and the engine speed. The intake volume Vim and
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Figure 2.11: Cascaded control structure with the outer loop controllers for
the intake pressure (Cp) and burnt-gas fraction (Cx), an optional feed-forward
for these channels (FFWp and FFWx), the inner loop controller (Cin) and the
estimator for the EGR-related signals.
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the ideal gas constant of air R are assumed to be known. The high-gain
controller is tuned to a bandwidth of 50 rad/s for the TSWG engine and to
150 rad/s for the SSVGT engine.

Intake burnt-gas fraction

The dynamics of the burnt-gas fraction are described by

d

dt
xim =

ϑim ·R

pim · Vim
· [

∗
megr · xegr − xim · (

∗
mair +

∗
megr)], (2.9)

with the burnt-gas fraction of the EGR, xegr. Using the estimated EGR
mass flow, the dynamics of the estimated burnt-gas fraction x̂im can be
simulated,

d

dt
x̂im =

ϑim ·R

pim · Vim
· [

∗
megr,est · xegr − x̂im · (

∗
mair +

∗
megr,est)]. (2.10)

The burnt-gas fraction of the EGR xegr is identical to the one in the
exhaust manifold xem. Assuming lean combustion, it can be calculated
from the measured air-to-fuel ratio λem using

xegr ≈ xem =
1 + σ0

1 + λem · σ0
. (2.11)

Since both estimators are based on the equations governing the dynamics
of the intake manifold, they are independent of the turbocharger configu-
ration. They are valid for all engines using only high-pressure EGR.

2.4.3 Controller description

In this section, the controllers for both subsystems (inner and outer loop)
are presented. It is not necessary to use the controller types proposed here.
The structural advantages of the cascaded controller are independent of
the controllers used in the two loops. But the controllers proposed have
certain properties that make them especially suitable for the respective
problem.

Outer-loop controller

In Sec. 2.4.1 it was shown that the outer plant is almost completely de-
coupled by the closing of the inner loop. This fact allows the use of two



36 2.4. Cascaded control of the air path

separate SISO controllers. The SISO controllers are implemented as PI
controllers. Tuning of the controller parameters is a straightforward pro-
cess that can even be carried out online on the engine test-bench.
The response of the control system can be improved by implementing a
feed-forward controller for the two channels. For the channel

∗
megr → xim

the steady-state solution of the dynamics of the intake burnt-gas fraction
can be used,

xim =
∗
megr · xegr
∗
megr +

∗
mair

. (2.12)

This leads to
∗
megr,ffw =

∗
mair ·

xim,ref

xegr − xim,ref
, (2.13)

with the reference value for the intake burnt-gas fraction xim,ref , the burnt-
gas fraction of the EGR xegr calculated using Eq. (2.11), and the measured

fresh-air mass-flow
∗
mair. Since this feed-forward controller is solely based

on the inversion of the steady-state solution of the mixing dynamics of the
intake manifold, it is independent of the turbocharger configuration. It is
therefore valid for all engines using only high-pressure EGR.
For the channel pem → pim, no such general feed-forward controller can
be found, because it depends on the operating point of the turbocharg-
ers. For single-stage turbocharged configurations the torque balance of the
shaft of the turbocharger can be used to calculate the necessary exhaust
pressure for a given intake pressure and burnt-gas fraction [44]. For a
two-stage turbocharged engine the torque balance has to be fulfilled for
both turbochargers. To this author’s knowledge, an explicit solution to
the steady-state equations of such an engine has not been published as
yet. However, the necessary exhaust pressure for a given intake pressure
and burnt-gas fraction can be determined by measurement or simulation.
The results can be stored in a lookup table, which is then used for static
feed-forward control of this channel. Alternatively, an approximate feed-
forward controller can be used,

pem,ffw = pim,ref. (2.14)

The underlying assumption is that for a reasonably designed turbo charg-
ing system the exhaust and intake pressures, at least for part-load condi-
tions, are approximately equal. While this may not be true for the entire
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operating range, it is a valid assumption that allows the use of feed-forward
control even on a two-stage turbocharged engine.

Inner-loop controller

The inner plant contains a large number of the cross-couplings of the sys-
tem. Therefore, the use of a model-based multiple-input multiple-output
(MIMO) controller is the most suitable approach. The underlying model
has to represent the influence of the physical actuators (utc, uegr) on the

outputs of the inner plant (pem,
∗
megr). To this end, a nonlinear engine

model of the type used for the system analysis can be implemented4. The
requirements for the controller of the inner loop are the following [70]:
First, integral action is not necessary because a steady-state offset of the
inner loop does not affect the performance of the outer loop. The outer
loop has integral action, which compensates the steady-state offset of the
inner loop. Integral action in the inner loop is even detrimental to the
performance of the outer loop. It increases the phase lag of the inner loop,
which leads to a reduction of the achievable bandwidth. Therefore, the
controller of the inner loop should not have integral action. Second, the
inner control loop has to have a higher bandwidth than the outer control
loop. To prevent the necessity to slow down the outer loop, the inner con-
trol loop must be as fast as possible. However, it is limited in speed by
the dynamics of the plant. Actuator dynamics and the pressure dynamics
in the exhaust manifold limit the maximum achievable bandwidth. These
specifications leave a narrow window for the crossover frequency of the
loop gain. A MIMO controller whose bandwidth can be tuned precisely
and directly is thus desirable. An H∞ controller was chosen here because
it can be tuned using frequency-domain specifications.
For the controller design, the plant has been augmented according to the
S/KS/T scheme [23]. This scheme allows the specification of an upper
bound for the sensitivity Se, the complementary sensitivity Te and the
series compensator KS. The upper bounds for the sensitivities allow the
bandwidth and the robustness of the control loop to be tuned. The series
compensator (KS) is defined by

KS(s) = C(s) · Se(s), (2.15)

4A full engine model is not assumed to be necessary to represent the inner plant.
The use of reduced models could be the topic of future research.
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Figure 2.12: Singular values of the inner control loop. The upper bounds for
the sensitivity and the complementary sensitivity are indicated by dashed lines,
whereas the actual values are indicated by solid lines. The plant P (s) and the
loop gain Le(s) are indicated by dash-dotted lines.

with the controller C(s) and the sensitivity Se(s). It can be used to limit
the controller gain and the control action.
Figure 2.12 shows how the upper bounds for the sensitivities can be used
to tune the bandwidth of the inner-loop controller for the SSVGT engine.
In this case the desired bandwidth is 2 rad/s. This bandwidth is found to
be a good compromise between speed and robustness. Although the lin-
earized plant indicates that higher bandwidths are possible, unmodeled
nonlinearities such as an actuator hysteresis caused by backlash limit the
achievable bandwidth on the real system. The H∞ controller automati-
cally brings the maximum and minimum singular values of the loop gain
so close together that in the plot they appear as a single line. Even strict
specifications can thus be met, such as a narrow band for the crossover
frequency of the loop gain. For comparison, a controller designed with
the LTR loop-shaping technique [71] exhibits a crossover frequency band.
While the width of this frequency band can be adjusted, the tuning param-
eters are based on the time domain rather than on the frequency domain.



Chapter 2. Cascaded Air-Path Control 39

The tuning process thus becomes unintuitive and work-intensive, and the
compliance with tight specifications becomes hard or even impossible to
achieve.
The tuning of the bandwidth of the H∞ controller is also very straight-
forward. The upper limit of the sensitivity can be used to increase the
bandwidth, whereas the upper limit of the complementary sensitivity can
be used to reduce the bandwidth. If the corner frequencies of both upper
bounds are chosen to be close to each other, a window for the crossover
frequency of the loop gain can be created. The corner frequencies of the
upper bounds thus can be shifted in order to shift the crossover frequency
of the loop gain.

2.4.4 Tuning and calibration

Although the cascaded control structure incorporates additional feedback
variables, the tuning process does not become more complex. As an al-
ternative to the cascaded structure, the additional feedback signals could
have been included by creating one centralized multivariable controller
with four measurements and two control inputs. This would considerably
increase the complexity of the tuning process because all channels have to
be tuned simultaneously. Due to the separation of the cascaded controller
into an inner and an outer controller, the tuning process can be carried
out sequentially.
First, the controller for the inner loop is designed without taking the outer
loop into account. The tuning has to be carried out offline since it involves
the solution of the H∞ control problem. For the inner control loop the
focus is on achieving the maximum bandwidth possible. The inner loop
can also be tested in isolation by manually supplying reference values. This
process is illustrated in Fig. 2.13 where reference steps for the inner loop
of the SSVGT engine are shown. The steady-state error that is present for
both feedback signals is caused by the lack of integral action of the inner
loop. Once the outer loop is added, the reference values are supplied by
the outer-loop controller.
In order to tune the outer loop, the inner loop has to be closed. The tun-
ing of the outer-loop controller can be carried out offline. The linear plant
considered for controller design has to reflect the behavior of the outer
plant given that the inner loop is closed, using the controller designed
previously. This can be achieved by considering the series connection of
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Figure 2.13: Measured step responses of the inner loop used for tuning of the
inner-loop controller in isolation.

the linearized model of the idealized outer loop and the complementary
sensitivity (i.e. the closed-loop transfer-function) of the inner loop. Using
this linear model, loop-shaping techniques can be applied to tune the con-
trollers. The bandwidth of the outer-loop controller should not be higher
than half the bandwidth of the inner-loop controller (see Sec. 2.4.1) if the
controller is to benefit from the reduction of phase lag that is inherent to
cascaded control. As opposed to the inner loop, the outer loop can also be
tuned online by adjusting the parameters of the two PI controllers during
operation. This allows for a fast and straightforward final tuning of the
behavior of the overall control system.
Similarly to other linear controllers, one set of controller parameters can-
not be optimal for the entire operating range of the engine. Different
operating points yield different mass flows, temperatures and pressures.
As a result, the gains and the time constants of the plant change con-
siderably and the controller has to be gain-scheduled. A system analysis
for different operating points and a detailed description of gain scheduling
techniques are beyond the scope of this thesis. However, the remainder of
this section should serve to give a short overview of the most important
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system properties and to suggest a way to implement gain scheduling.
While controller gains can vary up to a factor of ten for different oper-
ating points, with the exception of one channel, the sign of the gains do
not change. The gains of the outer loop (pem → pim,

∗
megr → xim) cannot

change sign. An increase in exhaust pressure always increases the exhaust-
gas enthalpy, the compressor power, and with it, the intake pressure. An
increase in EGR mass flow always increases the intake burnt-gas fraction.
The gains in the channels uegr → {pem,

∗
megr} cannot change sign either.

An opening of the EGR valve always decreases the exhaust pressure, and
it always increases the EGR mass flow. The sign of the gain in the chan-
nel utc → pem cannot change either. A closing of the WG/VGT always
increases the exhaust pressure. The only location where a sign change can
physically occur is the channel uvgt →

∗
megr for an engine equipped with a

VGT. This phenomenon has been discussed in Sec. 2.4.1. Analogously to
the case of a constant operating point, the nonlinearity in this channel can
be considered a disturbance, because the EGR valve exerts a much higher
influence on the EGR mass flow than the VGT.
Gain scheduling of the PI controllers used in the outer loop is straightfor-
ward because depending on the operating point, the controller parameters
can be interpolated from a lookup table. Gain scheduling of the multivari-
able controller of the inner loop is more challenging. Generally, the state
variables of an H∞ controller have no physical meaning. Since the state
variables of two H∞ controllers designed at different operating points do
not have the same meaning, it is not possible to interpolate between the
controller parameters of the two H∞ controllers. There exist methods to
directly design a gain-scheduled H∞ controller [72]. However, they require
that the system matrices of the linearized plant have an affine dependency
on the operating point. Alternatively, good results can be obtained by
reducing the H∞ controller to order one. The reduced controller corre-
sponds to a multivariable controller where every channel is a P controller
with a roll-off. This step eliminates the ambiguity of the state variables
and enables the interpolation of controller parameters from a lookup table.
Gain scheduling can then be implemented by interpolating the controller
parameters for both the inner and the outer loop from operating-point
dependent lookup tables.
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2.5 Experimental results

In order to demonstrate the structural advantages of the cascaded control
structure, the controller has been applied to two diesel engines, each of
them running on a test bench. The setup of the engines and the test
benches are described in Sec. 2.3. The experiments show that all three
problems identified in Sec. 2.2 are dealt with successfully by the cascaded
control structure:

1. The cascaded controller is a MIMO controller. The inner loop acts
as a decoupler to the outer loop.

2. The cascaded controller shows a decreased sensitivity to the nonlin-
earity of the plant.

3. The cascaded controller shows a decreased sensitivity to the distur-
bances induced by changes of the operating point.

For a comparison of their performance, a conventional, non-cascaded con-
troller has been implemented on the engines as well. It controls the same
feedback variables as the outer loop of the cascaded controller (pim, xim).
The term ”conventional” refers to the fact that it does not have the key
feature of the cascaded controller, which is the inner control loop for the ad-
ditional feedback variables (pem,

∗
megr). The structure of the non-cascaded

control loop is shown in Fig. 2.14. Because of the cross-couplings of the
plant, the controller used for comparison is also a model-based MIMO
controller. Analogously to the controller used in the inner loop, it was de-
signed using the H∞ method. However, the controller used for comparison
has integral action because offset-free control is necessary.
In order to allow a fair comparison, the cascaded controller and the con-
ventional controller have been tuned to have equal linear system proper-
ties, namely equal loop gains. First the conventional controller was tuned.
Since the same H∞ approach was used as for the inner loop controller
(Sec. 2.4.3), the minimum and maximum singular values of the loop gain
are very close together. This frequency response of the minimum and max-
imum singular values of the loop gain was then used as a reference for the
tuning of the cascaded controller. The SISO controllers in the outer loop
of the cascaded controller were tuned such that the loop gains of both
channels would be equal to the reference furnished by the conventional
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Figure 2.14: Control structure used for comparison.

controller. This tuning method is illustrated in Fig. 2.15, which depicts
the loop gains of the resulting controllers for the SSVGT engine. Through-
out the entire frequency range of interest the loop gains are equal. This
tuning ensures that the comparison is fair and all advantages originate
from the cascaded structure rather than from the tuning. For the same
reason, feed-forward control and gain scheduling are deliberately omitted.
Using both controllers, two types of experiments have been conducted:

• Reference steps for the air path at a constant operating point.

• Operating-point changes, where the reference values for the air path
depend on the operating point and are obtained from a lookup table.

The results of these experiments are shown in the following sections.

2.5.1 Results obtained at a constant operating point

The experiments have been carried out with both engines. The following
subsections describe the results obtained with the SSVGT engine and the
TSWG engine, respectively.
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SSVGT engine

Figure 2.16 shows the experimental results of the SSVGT engine at a con-
stant operating point. Figure 2.16(a) shows both the cascaded controller
and the conventional controller for reference steps of the intake pressure
at a constant operating point. Figure 2.16(b) shows reference steps of the
intake burnt-gas fraction. The reaction of the two control systems to the
reference steps shows that both controllers have been tuned equally.
During reference steps of the intake pressure, the intake burnt-gas fraction
is disturbed very little for both controllers. The same is true vice versa
for steps of the intake burnt-gas fraction, however there the cascaded con-
troller shows a slightly smaller disturbance of the intake pressure than the
conventional controller does. Their behavior during the steps shows that
both controllers can handle the cross-couplings of the system. The de-
coupling effect of the inner loop is also evident when the behavior of the
feedback variables of the inner loop are compared during reference steps of
the outer loop. In Fig. 2.16(b) the reference value of the intake pressure
is constant. During reference steps of the burnt-gas fraction, the EGR
mass flow changes strongly, whereas the exhaust pressure remains almost
constant.
The decreased sensitivity to the nonlinearity of the plant can be observed
in the reference steps of the burnt-gas fraction (Fig. 2.16(b)). During the
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first small step (t=10 s) both controllers behave similarly. At the second
step (t=23 s), the conventional controller shows difficulties reaching the set
point. During this step the EGR valve has to move from a position that is
almost closed to a position that is almost fully opened. During the opening
of the valve, the mass flow increases and the control authority of the valve
is reduced. In order to compensate for the loss of control authority, the
controller should open the EGR valve more aggressively. The cascaded
controller can detect and compensate the effect of this nonlinearity because
it is part of the fast inner control loop. The conventional controller can
only use integral action to compensate for the nonlinearity of the system.
This leads to the slow, almost linear opening of the EGR valve between
t=30 s and t=36 s. The same unsatisfactory behavior at high EGR mass
flows can be observed at the third reference step (t=36 s).
Figures 2.16(a) and 2.16(b) also show the importance of good actua-
tor dynamics for the cascaded controller. During steady-state conditions
(t< 10 s), the position of the VGT oscillates slightly. This behavior is
caused by backlash in the VGT actuator. Due to its high bandwidth, the
performance of the inner loop is limited by the actuator dynamics. The in-
ner loop has been tuned such that the backlash has no significant influence
on the performance of the controller. Improved actuator dynamics would
increase the achievable bandwidth of the inner loop, which would improve
the performance of the cascaded controller even further. In contrast, the
performance of the conventional controller cannot be influenced by im-
provements of the actuator dynamics, because it is limited in bandwidth
mainly by the rotational dynamics of the turbocharger.

TSWG engine

Figure 2.17 shows the experimental results of the TSWG engine at a con-
stant operating point. The results are very similar to those obtained with
the SSVGT engine. Due to this similarity, the discussion of the results
obtained with the TSWG engine is kept rather short and only the most
important aspects are pointed out.
The reaction of the two controllers shows that they have been tuned
equally. Both controllers suppress the cross-couplings in the system, such
that the channel with a constant reference value is disturbed only margin-
ally during the reference steps of the other channel. However, during
the steps of the intake burnt-gas fraction, the cascaded controller shows
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Figure 2.16: Comparison of the cascaded controller (black) and the conven-
tional controller (solid gray) for reference steps (dashed gray) of the air path of
the SSVGT engine.
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a slightly larger disturbance of the intake pressure than the conventional
controller does. Again, the improved handling of the nonlinearity of the
system is evident. For the large reference step of the intake burnt-gas
fraction (t=22 s), the cascaded controller detects and compensates for the
decreased control authority of the EGR valve at large openings. The con-
ventional controller fails to do so and consequently reaches the set point
only very slowly. The same behavior can be observed for the subsequent
step decrease of the burnt-gas fraction reference (t=37 s).
There are also differences to the results obtained with the SSVGT engine.
The actuator of the waste gate is not afflicted with backlash, as it was the
case for the VGT actuator of the SSVGT engine. Therefore, the slight,
slow oscillation of the turbo-charger control input, which was observed for
the SSVGT engine, does not occur. However, the measurement signals
of the TSWG engine are afflicted with considerable noise because they
are not processed in a series-production ECU, as it was the case for the
SSVGT engine. The EGR-related signals (

∗
megr, xim) are affected most

by the noise. The noise of the feedback signals causes the slight ripple in
the control inputs of both actuators. For a series production engine with
state-of-the-art signal processing, this effect is not an issue.

2.5.2 Results for changes of the operating point

The experiments have been carried out with both engines. The following
subsections describe the results obtained with the SSVGT engine and the
TSWG engine, respectively.

SSVGT engine

Figure 2.18(a) shows a comparison of the cascaded controller and the
conventional controller during fast changes of the operating point of the
SSVGT engine. Figure 2.18(b) shows an excerpt of that measurement in
more detail. The operating point is indicated by the engine speed (Ne)
and the injected fuel volume per cylinder (Vinj). The controllers are the
same as those used in the experiments described in Sec. 2.5.1. Both con-
trollers show a similar behavior for the burnt-gas control. The cascaded
controller is faster, which is due to its improved handling of the nonlinear-
ity of the system. The performance of the intake pressure control differs
strongly for the two controllers. The conventional controller overshoots
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for every step. This effect is due to the disturbance of the air path by
the sudden change in exhaust-gas mass flow and temperature. The con-
ventional controller can react to the disturbance once it has affected the
main feedback variables (pim, xim). The cascaded controller detects the
disturbance as soon as it affects the feedback variables of the inner loop
(pem,

∗
megr), and it reacts quickly with the high-bandwidth controller of

the inner loop. Due to the faster control of the burnt-gas fraction and the
more robust control of the intake pressure, the cumulated control error of
the conventional controller is reduced by the cascaded controller by 25%
for the intake burnt-gas fraction and by 15% for the intake pressure.
Furthermore, the conventional controller’s overshooting of the intake pres-
sure is critical for several reasons. First, an overshoot of the intake pressure
leads to an unwanted high cylinder charge. At very high loads this can
cause a violation of the maximum allowable cylinder pressure, leading to
possibly fatal damage of the engine. Second, a controller should exhibit
similar behavior patterns for air-path reference steps in a constant oper-
ating point and for operating-point changes. The air-path controller can
then be tuned at a constant operating point by applying reference steps for
the air path. While the conventional controller shows robust behavior at
a constant operating point, it significantly overshoots the intake pressure
as soon as the operating point is changed, necessitating further tuning at
changes of the operating point. In contrast, the cascaded controller shows
the same robust behavior in both cases, which considerably simplifies the
tuning process.

TSWG engine

Figure 2.19 shows the experimental results obtained with the TSWG en-
gine. For these experiments, the same controllers as those used in the
experiments described in Sec. 2.5.1 have been used. For the TSWG en-
gine, no reference map for the burnt-gas fraction was available. Therefore,
a constant reference value was used.
Both controllers show a similar behavior for the burnt-gas control. How-
ever, the lack of reference steps limits the advantage that the cascaded
controller can have compared to the conventional controller. As for the
SSVGT engine, the most significant difference between the controllers can
be observed for the intake pressure control. The conventional controller
generally overshoots the intake pressure, whereas the cascaded controller



50 2.5. Experimental results

Time [s]

x
im

[-
]

p
im

[b
ar
]

V
in

j
[m

m
3
]

N
e
[r
p
m
]

0 50 100 150
0

0.02

0.04

0.06

0.08

0.1

1.2

1.4

1.6

1.8

2

0

20

40

2000

2500

3000

(a) Full view

Time [s]

30 40 50 60 70

(b) Detailed view

Figure 2.18: Comparison of the cascaded controller (black) and the conven-
tional controller (solid gray) for changes of the operating point of the SSVGT
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does not exhibit this behavior. The advantage which this property brings
was already discussed in the context of the results obtained with the
SSVGT engine. The cumulated control error of the conventional controller
is reduced by the cascaded controller by 25% for the intake pressure and
by 3% for the intake burnt-gas fraction.

2.5.3 Discussion

The experimental comparison with a conventional controller of equal tun-
ing shows the advantages of the cascaded approach. The measurements
taken at a constant operating point show its improved handling of the non-
linearity of the plant. At changes of the operating point, the measurements
taken show its improved suppression of disturbances. The experiments
thus confirm the theoretical advantages outlined in Sec. 2.4.1.
These experimental results are significant because both controllers are
tested under identical conditions. Both controllers use linear feedback
without feed-forward or gain scheduling. The same controller type is used
for both multivariable controllers, and the overall control systems are tuned
to yield matching frequency responses. Therefore, the measurement results
show that the improvements are not caused by detail changes, such as im-
proved tuning or a different controller type. They are caused solely by a
control structure that exploits the structure of the plant. The improve-
ments in performance are shown to be inherent to the cascaded control
approach. Importantly, these results have been obtained for two engines
of different size and air-path configuration, which confirms the claim that
the cascaded control structure is beneficial for a wide range of engines.
It might be argued that other measures, such as fine-tuning of the con-
troller or feed-forward could be used to improve the performance of the
conventional controller without the need to change the controller struc-
ture. However, the time required to fine-tune the conventional controller
until it shows a similar performance as the cascaded controller should be
taken into account as well. Especially when gain scheduling requires the
controller to be tuned at several different operating points, the amount of
time required to fine-tune the conventional controller is considerable. The
fact that the behavior of the conventional control loop changes whenever
the operating point is changed quickly renders the tuning process quite
unmanageable. Due to its inherent advantages, the cascaded controller re-
quires less tuning to achieve a good performance. Although two loops have
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to be tuned, the tuning process is straightforward because the loops can be
tuned sequentially. Therefore, the cascaded control structure represents a
solid framework for the development of air-path controllers.

2.6 Conclusion and outlook

A novel cascaded control structure for the air path of a diesel engine has
been developed. It addresses the difficulties that the plant and aggressive
driving cycles impose on the control problem. The control structure can
be applied to a wide range of diesel engines. This is shown experimentally
and in an analysis of the mean value models of two very different diesel
engines. The tuning of the cascaded controller is straightforward because
it can be carried out sequentially and the controllers of the main feedback
variables can even be tuned online at the test bench.
The control strategy is well suited to handling the cross-couplings of the
system. It exhibits a low sensitivity to the nonlinearity of the plant and
to disturbances of the air path caused by operating-point changes. These
advantages are shown in an experimental comparison with a conventional
controller of equal tuning. For the comparison, two engines of different
size and air-path configuration were used.
Further research could focus on the possibility of using reduced engine
models to derive the model-based inner-loop controller. The fact that the
inner plant comprises only a subsystem of the engine suggests that this
approach should be possible. Another promising topic is the analysis of
engine configurations with LP EGR or two EGR loops (HP and LP). For
LP EGR, certain system properties should be similar, such as the time-
scale separation and the nonlinearities. However, because the LP EGR is
fairly decoupled from the turbocharging system and the exhaust pressure
[67], the coupling of the system and the disturbance by changes of the
operating point should be less pronounced. A simplified version of the
cascaded controller, with SISO control for the inner loop, might be well
suited for the control of engines with LP EGR. Furthermore, the fact that
the LP EGR loop is fairly decoupled from the rest of the system indicates
that the cascaded control strategy, which is designed for HP EGR, could
be extended to handle even dual loop EGR. Finally, it could be analyzed
whether the cascaded control structure could be used to control air paths
with more than two turbo chargers, such as the one presented in [73].
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Chapter 3

Model-Based Adaptation of the Fuel

Injection and the EGR

The emissions of diesel engines are harmful to both humans and the en-
vironment. Especially during load steps, the particulate emissions can be
excessive. This effect is due to the lack of fresh air caused by the rota-
tional dynamics of the turbocharger. One way to deal with this problem
is to seek improvements in the control of the turbo charger(s) (see chap-
ter 2). When this option has been exhausted, a further possibility is the
model-based limitation of the injected fuel mass based on the estimated
cylinder charge. However, this method impairs the torque generation and
consequently the drivability. Furthermore, the EGR can be reduced in
order to supply more exhaust gas to the turbine and to facilitate a faster
acceleration of the turbocharger. However, this method leads to increased
NOx emissions. Therefore, there exists a trade-off between the drivability
and the pollutants emitted during a load step.
In this chapter, a method for the combined, model-based adaptation of
the injection and the EGR is presented. It is based on a dynamic estima-
tion of the cylinder charge. The equations used for the estimator need to
be consistent with the ones used for the model-based injection reduction.
Otherwise, the injection reduction will not be accurate. An extension to
the estimator which resolves that issue is presented. The proposed com-
bined injection and EGR limiter is validated with measurements on a test
bench. These measurements show how the tuning parameters of the in-
jection and EGR limiter can be used to influence the trade-off between
transient emissions and drivability during a load step.
The content of this chapter is based on [31]. Two figures (Figs. 3.4 and
3.7) and their discussion have been added.
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3.1 Introduction

Due to their high fuel efficiency, diesel engines are used in a wide range
of applications. However, their emissions (nitrogen oxide (NOx) and par-
ticulate matter (PM)) are harmful to both humans and the environment.
Consequently, emission legislation is becoming increasingly stringent with
the introduction of transient test cycles and ever lower emission limits.
A widely used technology for reducing NOx emissions is the exhaust-gas
recirculation (EGR). Since it increases the mass of the cylinder content and
thereby its heat capacity, it lowers the combustion temperatures. It also
decreases the oxygen concentration of the aspirated gas mixture. Since
high combustion temperatures and high oxygen concentrations are the
main conditions for the production of NOx [4], the introduction of EGR
decreases the NOx emissions. On the other hand, this reduction of the
oxygen concentration and the air-to-fuel ratio (AFR) is beneficial for the
formation of particulate matter. To compensate for this effect, turbocharg-
ing is used to increase the fresh-air charge and the oxygen concentration.
However, the turbochargers and the EGR introduce noticeable dynamics
to the air path.
The control of the turbocharger and the EGR is carried out by the air-
path controller. The air-path control for diesel engines has been the subject
of research for the past two decades. A special focus has been placed on
engines equipped with a variable-geometry turbine (VGT) and an EGR. A
good introduction can be found in chapter 2 and in [35, 14, 36, 37, 28]. The
set points for the air-path controller are chosen such that a compromise
between NOx emissions, PM emissions, and fuel consumption is found for
steady-state operation.
Due to the dynamics of the air path, the air-path controller cannot follow
the set points perfectly during transients. This deviation will lead to emis-
sions that differ strongly from the emissions occurring during steady-state
operation. Most notably, the rotational dynamics of the turbocharger lead
to a lack of fresh air during load steps. This lack of fresh air and the re-
sulting low air-to-fuel ratios lead to high PM emissions, unless the fuel
injection is limited in order to account for the insufficient amount of fresh
air available. The implementation of such so-called ”smoke limiters” has
been the state of the art for several years [14]. However, the limited fuel
quantity leads to a limitation of the torque the engine can deliver. As-
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suming that drivability is the possibility to deliver the torque desired by
the driver, this limitation causes a reduction of the drivability. Smoke lim-
iters therefore introduce a trade-off between drivability and PM emissions.
Limiting the transient fuel injection strongly leads to low PM emissions
and bad drivability. The same is true vice versa for no limitation. How-
ever, the performance of a smoke limiter is limited by the accuracy of the
estimation of the cylinder charge.
The lack of fresh air caused by the rotational dynamics of the turbocharger
is increased even more by the use of EGR. The exhaust gas that is recir-
culated cannot be used to drive the turbine, which leads to an even slower
acceleration of the turbocharger and a more severe lack of fresh air. One
way to improve the transient response is to reduce the EGR during tran-
sients in order to facilitate a faster acceleration of the turbocharger. This
behavior can be achieved by controlling the air-to-fuel ratio using the EGR
valve [26], such that the low air-to-fuel ratios occurring during a tip-in lead
to a closing of the EGR valve. Alternatively, low air-to-fuel ratios can be
predicted and the EGR valve can be closed before they occur. However,
the reduction of the EGR increases the NOx emissions, leading to a trade-
off between drivability and NOx emissions.
In this chapter, a novel combined, model-based injection and EGR limiter
is presented. It is based on a dynamic estimation of the intake manifold
burnt-gas fraction. In order to obtain an estimate of the burnt-gas fraction
which can be used for injection control, the estimator has to incorporate
the injected fuel mass. An estimator which is based on the measurement
of the fresh-air mass-flow and the air-to-fuel ratio is extended in order to
take into account the injected fuel mass. The injection and EGR limiter is
independent of the air-path controller and can be implemented in addition
to an existing air-path control structure. It has two tuning parameters to
adjust the level of intervention. The proposed method is validated with
measurements on a production-type automotive engine on a test bench.
These measurements show the effect that the tuning parameters have on
the drivability and the transient emissions.

3.2 Problem formulation

The system assumed here is a turbocharged diesel engine equipped with
high pressure EGR. The turbine load may be controlled using a waste gate
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Figure 3.1: Simplified control structure of a diesel engine. The injection and
EGR limiter is highlighted.

or a variable-geometry turbine. Figure 3.1 shows a simplified overview of
the control structure. The control inputs for the turbo charger and the
EGR valve (utc and uegr) are provided by an air-path controller which
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controls the intake pressure pim and the EGR to the given set points.
The second feedback signal (EGR) is deliberately chosen to be unspecific.
Almost all air-path controllers use the intake pressure as a first feedback
variable, whereas different signals can be chosen for the second feedback
variable. Among others, valid choices are the fresh-air mass flow [37], the
AFR [49], the estimated fresh-air charge [44] or the estimated burnt-gas
fraction [51, 28]. The torque controller calculates the injected fuel mass-
flow

∗
mϕ as a function of the desired torque Tdes and the engine speed ωe.

The air-path controller, the associated set points and the torque controller
are assumed to be available.
The goal of the injection and EGR limiter is to use the estimated cylinder
charge to detect transients which are too fast for the air-path controller to
follow. In that case, the fuel mass flow has to be reduced to the value

∗
mϕ,lim

in order to prevent excessive PM emissions. Simultaneously, the EGR has
to be reduced in order to improve the acceleration of the turbocharger.
Because the air path of a diesel engine is highly nonlinear, coupled, and
sensitive to operating-point changes, it is not advisable to manipulate the
EGR valve directly. Furthermore, a direct manipulation of the EGR valve
necessitates anti-windup and bumpless-transfer measures, which may re-
quire an adaptation of the air-path controller. Instead, the reference value
for the EGR is reduced to the value EGRref,lim. That way, the injection
and EGR limiter can work independently of the air-path controller. This
independence brings the benefit of a high flexibility to deal with various
types of air-path controllers.

3.3 Experimental facility

The engine used for the measurements is a production-type automotive
engine equipped with a VGT and high pressure EGR. An overview of the
specifications of the engine is given in Table 3.1. For the experiments, the
standard engine control unit (ECU) was partly bypassed using an ETAS
ES910 rapid control prototyping module. The air-path controller of the
ECU was fully bypassed. In its place, an experimental air-path controller
was used (see chapter 2). It uses the intake pressure pim and burnt-gas
fraction xim as feedback signals. The intake burnt-gas fraction is defined
by

xim =
mbg,im

mbg,im +mair,im
, (3.1)
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Table 3.1: Specifications of the engine used for the experiments

Number of cylinders 6 cylinders
Displacement 2,987 cm3

Power 160 kW
Turbocharging Single stage VGT
EGR High pressure

with the mass of burnt gas and air in the intake manifold, mbg,im and
mair,im, respectively. These feedback signals have been chosen because
they are closely linked to the cylinder charge. The intake burnt-gas frac-
tion cannot be measured and is estimated instead. The estimator used is
presented in Sec. 3.4.3.
Furthermore, the torque controller was bypassed such that the ECU value
of the desired injected fuel volume can be adapted before being sent to
the injection controller. This bypass of the fuel injection was implemented
in such a way that the synchronization of the data acquisition with the
crank angle which is carried out by the ECU remains intact. All other
ECU functionalities remained active. The NOx emissions were measured
using a Continental Smart NOx Sensor. The PM emissions were measured
using an AVL Micro Soot Sensor. Both sensors were located downstream
of the turbine.

3.4 Controller description

The injection and EGR limiter is active during transients in which a lack
of fresh air occurs because they are too fast for the air-path controller to
follow. Using an estimate for the cylinder charge, the reduction of the
injected fuel mass and the EGR can be determined. The injection limiter
is described in Sec. 3.4.1. The EGR limiter is described in Sec. 3.4.2,
while Sec. 3.4.3 explains the estimator for the intake burnt-gas fraction
which is used to determine the cylinder charge.

3.4.1 Injection limiter

The injection limiter has to reduce the amount of fuel injected such that
excessive PM emissions are prevented. The PM emissions are strongly
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linked to the normalized value of the AFR λ,

λ =
mair,comb

mfuel,comb · σ0
, (3.2)

with the mass of air and fuel taking part in the combustion, mair,comb and
mfuel,comb, and the stoichiometric AFR σ0,

σ0 =
mair,comb

mfuel,comb

∣∣∣∣
stoich.

. (3.3)

Therefore, it is meaningful to define a fixed lower limit for the AFR1. As-
suming the cylinder charge to be known, the maximum allowable amount
of fuel to be injected for a given lower limit of the AFR can be calculated.
In order to derive that equation, first the calculation of the AFR for a
given cylinder charge and amount of fuel injected is considered.
The AFR can be calculated from the burnt-gas fraction after combustion
xcomb, which is defined by

xcomb =
mbg,ac

mbg,ac +mair,ac
, (3.4)

with the mass of burnt gas and air after combustion, mbg,ac and mair,ac,
respectively. The burnt-gas fraction after combustion is linked to the nor-
malized AFR λ and the stoichiometric AFR σ0 by

xcomb =
1 + σ0

1 + λ · σ0
. (3.5)

This relationship can be inverted to yield

λ =
1− xcomb + σ0

σ0 · xcomb
. (3.6)

Assuming a lean combustion, for a given intake burnt-gas fraction xim,
cylinder mass-flow

∗
mcyl, and fuel mass-flow

∗
mϕ, the burnt-gas fraction

after combustion is given by

xcomb =
xim ·

∗
mcyl + (1 + σ0) ·

∗
mϕ

∗
mcyl +

∗
mϕ

. (3.7)

1In the following, the term AFR refers to the normalized AFR unless indicated
otherwise.
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Using (3.7) and (3.6), the AFR λ can be calculated from the intake burnt-
gas fraction, the cylinder mass-flow and the injected fuel mass-flow. This
relationship can be inverted to yield the maximum allowable amount of
fuel injected

∗
mϕ,lim for a given minimum allowable AFR λmin and the

current intake burnt-gas fraction and cylinder mass-flow,

xcomb,max =
1 + σ0

1 + λmin · σ0
(3.8)

∗
mϕ,lim =

∗
mcyl · (xcomb,max − xim)

1 + σ0 − xcomb,max
. (3.9)

The intake burnt-gas fraction xim can be estimated (see Sec. 3.4.3), and the
cylinder mass-flow

∗
mcyl can be calculated using a model for the volumetric

efficiency ηvol [22],

∗
mcyl =

pim
Rϑim

·
Vd · ωe

4π
· ηvol(ωe, pim, pem). (3.10)

Figure 3.2 shows several identical load steps using different values for λmin.
For every value of λmin, the injected fuel volume is limited accordingly. The
minimum values of the measured AFR are always slightly higher than the
specified minimum value λmin. This effect is caused by the fact that the
AFR λem which is measured in the exhaust manifold is not equal to the
AFR λ of the combustion. By measuring λem instead of λ, the time delay
caused by the cyclic operation of the engine and the mixing dynamics of
the exhaust manifold are added to the measurement result. Although the
measured AFRs do not reach the allowed minimum, the actual AFRs of
the combustion are lower and closer to the allowed limit.

3.4.2 EGR limiter

In order to improve the transient response of the turbocharger, the EGR
can be reduced. Such an EGR reduction is only necessary when low AFRs
are predicted. Therefore, the EGR reduction is activated when the injec-
tion reduction is active. The severity of the transient can be judged by the
difference between the minimum allowable AFR λmin and the AFR that
is predicted to occur if the injection is not limited λpred. The latter can
be calculated using (3.7) and (3.6). Because the second feedback variable
of the air-path controller of the engine considered is the intake burnt-gas
fraction, the reference value for this signal is adapted. The reduction of the
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Figure 3.2: Transient behavior of the injection limiter for a load step using
different values for λmin (shown dashed in the lower plot).

reference value (if λpred < λmin) is chosen to be proportional to the differ-
ence between the minimum allowable AFR and the AFR that is predicted
without an injection reduction,

xim,ref,lim = xim,ref −Kegr · (λmin − λpred). (3.11)

The parameter Kegr can be used to tune the level of intervention. For
feedback variables other than the intake burnt-gas fraction, formulations
similar to the linear form shown in (3.11) can be used.

3.4.3 Intake burnt-gas estimator

The injection and EGR limiter is only active during transients. It is thus
crucial that a dynamic estimation of the cylinder charge is used. Because
the cylinder charge is determined by the intake pressure and the burnt-gas
fraction, it is sufficient to measure the former and estimate the latter. The
burnt-gas fraction can be estimated using a measurement of the fresh-air
mass-flow and the air-to-fuel ratio together with an estimate of the cylinder
mass flow [74]. Assuming an isothermal receiver, the equations governing
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the dynamics of the intake-manifold pressure and burnt-gas fraction are

d

dt
pim =

R · ϑim

Vim
· [

∗
mair +

∗
megr −

∗
mcyl] (3.12)

d

dt
xim =

ϑim · R

pim · Vim
· [

∗
megr · xegr − xim · (

∗
mair +

∗
megr)]. (3.13)

The dynamics of the estimator are given by

d

dt
p̂im =

R · ϑim

Vim
· [

∗
mair +

∗̂
megr −

∗
mcyl] (3.14)

d

dt
x̂im =

ϑim ·R

pim · Vim
· [

∗̂
megr · xegr − x̂im · (

∗
mair +

∗̂
megr)] (3.15)

∗̂
megr = KP · (pim − p̂im) +KI ·

∫
(pim − p̂im)dt. (3.16)

The estimated EGR mass flow
∗̂
megr is calculated using an input estimator

[69]. It simulates the intake-pressure dynamics (3.14) and uses an aggres-
sive PI controller (3.16) to control the amount of EGR mass flow needed
in order match the simulated intake pressure p̂im with the measured intake
pressure pim. The estimated EGR mass flow is then used to calculate the
burnt-gas fraction (3.15). The fresh-air mass flow

∗
mair is measured with

a hot-film air-mass meter (HFM) mass-flow sensor. The intake tempera-
ture ϑim is also measured. The cylinder mass flow

∗
mcyl can be calculated

using (3.10). The intake volume Vim and the ideal gas constant of air
R are assumed to be known. The burnt-gas fraction of the EGR xegr

can be approximated with the burnt-gas fraction in the exhaust manifold
xem. Assuming lean combustion, it can be calculated from the measured
air-to-fuel ratio in the exhaust manifold λem using

xegr ≈ xem =
1 + σ0

1 + λem · σ0
. (3.17)

The estimator described by (3.14)-(3.16) is capable of dynamically esti-
mating the intake burnt-gas fraction. It is thus well suited to air-path
control. However, it is not suitable for the estimation of the intake burnt-
gas fraction with the goal of a model-based injection reduction. The reason
for this shortcoming is the following:
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In steady-state conditions, the estimated burnt-gas fraction is

x̂im,ss =
∗̂
megr · xegr

∗
mcyl

(3.18)

=
∗
mcyl −

∗
mair

∗
mcyl

·
1 + σ0

1 + λem · σ0
. (3.19)

Alternatively, (3.5) and (3.7) can be used to obtain a steady-state estimate.
Assuming a steady state (λem = λ) yields

1 + σ0

1 + λem · σ0
= xcomb =

xim ·
∗
mcyl + (1 + σ0) ·

∗
mϕ

∗
mcyl +

∗
mϕ

. (3.20)

Solving (3.20) for the intake burnt-gas fraction yields a second steady-state
estimation for the burnt-gas fraction,

x̂im,ss,ϕ =
1 + σ0

1 + λem · σ0
· (1 +

∗
mϕ
∗
mcyl

)− (1 + σ0) ·
∗
mϕ
∗
mcyl

. (3.21)

Ideally, (3.19) and (3.21) yield the same result. Both equations use the
measurement data of the AFR λem and an estimate of the cylinder mass-
flow

∗
mcyl. Equation (3.19) uses the fresh-air mass-flow

∗
mair as a third

variable, whereas (3.21) uses the injected fuel mass-flow
∗
mϕ. Equations

(3.19) and (3.21) are equivalent because
∗
mair and

∗
mϕ are linked in steady

state (ss) via λem,

λem
ss
= λ =

∗
mair

σ0 ·
∗
mϕ

. (3.22)

In reality, however, (3.22) cannot hold due to sensor inaccuracies. Thus
there is an offset between the results of (3.19) and (3.21). The injection
limiter is based on the same equations as (3.21). Therefore, if offset-free
injection limitation is desired, the estimator has to reach the steady-state
value defined by (3.21). This behavior can be achieved by extending the
burnt-gas equation of the estimator (3.15) by a correction term that forces
the steady-state value to converge to the value x̂im,ss,ϕ,

d

dt
x̂im =

ϑim ·R

pim · Vim
· [

∗̂
megr · xegr − x̂im · (

∗
mair +

∗̂
megr)]

− L · (x̂im − x̂im,ss,ϕ). (3.23)
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Figure 3.3: Stationary behavior of the injection limiter for step changes of
λmin.

The parameter L can be used to adjust the speed with which the estimator
converges to x̂im,ss,ϕ. Using this correction term, the steady-state estimate
of the burnt-gas fraction and the injection reduction are consistent. This
fact can be checked by considering an injection limitation during steady-
state conditions. Figure 3.3 shows the behavior of the injection limiter
during steady-state operation. In that measurement, the minimum al-
lowable value for the AFR λmin is changed stepwise. Once λmin exceeds
the stationary AFR, the injected fuel volume is limited accordingly. Be-
cause the estimator and the injection reduction are consistent, the AFR is
reached without offset by decreasing the fuel mass injected.

3.5 Experimental results

In order to validate the proposed method and to show the influence of the
two tuning parameters λmin and Kegr on the drivability and the transient
pollutant emissions, the injection and EGR limiter has been implemented
on an engine on a test bench. In the experiments, an exemplary load
step is carried out for different values of these parameters. The nominal
reference value for the intake burnt-gas fraction is set constant in order to
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Figure 3.4: Comparison of the fuel quantity and the dynamometer torque
during a load step with constant engine speed.

clarify the effect of the EGR reduction. The reference value of the intake
pressure depends on the speed and load of the engine and it is taken from
a lookup table.
In the following measurements, the drivability, which is the possibility to
deliver the torque desired by the driver, is represented by the fuel quantity.
Figure 3.4 shows a comparison of the fuel quantity and the torque2 during
a load step with injection limitation. The limitation of the fuel quantity
translates directly into a degraded torque development, which is perceived
as a reduction of the drivability. The torque development shows a behavior
which is similar to the increase in fuel quantity. This result is not surprising
if we consider that the torque is generated by combusting the fuel injected.
It is therefore acceptable to consider the fuel quantity as a measure for the
torque available and the drivability.

3.5.1 Influence of the injection limiter

Figure 3.5 shows the results for a variation of λmin for a constant value of
Kegr. As expected, the variation of λmin has a large influence on the PM
emissions and the drivability. The higher the value of λmin is chosen, the
less fuel is injected, which leads to degraded drivability, and the lower are

2The torque signal depicted in Fig. 3.4 is the dynamometer torque. The engine
torque shows a similar development because the dynamometer was controlled to main-
tain a constant engine speed.
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Figure 3.5: Load steps with a variation of λmin and a constant value of
Kegr = 0.1. Reference values are indicated by dashed lines, whereas actual values
are indicated by solid lines. The different shadings correspond with increasing
lightness to the values λmin = [1.2, 1.25, 1.3, 1.35, 1.4].

the amounts of PM emitted. Because the level of EGR reduction depends
on the difference between the minimum allowable AFR and the predicted
AFR, the variation of λmin also influences the EGR reduction. However,
the effect is small and the resulting effect on the NOx emissions is small
as well.

3.5.2 Influence of the EGR limiter

Figure 3.6 shows the results for a variation of Kegr for a constant value of
λmin. The EGR reduction leads to an improved acceleration of the tur-
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Figure 3.6: Load steps with a variation of Kegr and a constant value of
λmin = 1.25. Reference values are indicated by dashed lines, whereas actual
values are indicated by solid lines. The different shadings correspond with in-
creasing lightness to the values Kegr = [0, 0.1, 0.2, 0.4].

bocharger and a faster buildup of the intake pressure. Together with the
leaner gas mixture aspirated, it allows an increased fuel injection, thus im-
proving the drivability. The increased fuel injection also causes increased
combustion temperatures, which leads to an improved oxidation of soot
and a concomitant reduction in PM emissions. But unless the EGR re-
duction is very strong, this effect is much smaller than the effect of the
variations of λmin (Fig. 3.5). Furthermore, the EGR reduction leads to a
slight increase in NOx emissions. However, the transient peak created by
the EGR reduction is small compared to the steady-state value after the
step. This effect is caused by the fact that the disturbance of the air-path
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controller by the load step leads to a temporary increase in EGR. Even
with an EGR reduction, there is always sufficient EGR available to prevent
a substantial NOx peak from occurring. Under other circumstances, the
NOx peak could have been more pronounced.

3.5.3 Transient operating strategies

Using the two tuning parameters λmin and Kegr, various transient oper-
ating strategies can be realized. The following three possible transient
operating strategies are considered:

• Low soot strategy: This strategy has to avoid low air-to-fuel ra-
tios while reducing the EGR strongly in order to realize low soot
emissions. This behavior is achieved by using a high value for both
λmin and Kegr. Here, the parameters λmin = 1.4 and Kegr = 0.4 are
used.

• Good drivability strategy: This strategy has to allow low air-to-
fuel ratios while reducing the EGR strongly in order to realize a good
drivability by maximizing the fuel quantity injected. This behavior
is achieved by using a low value for λmin and a high value for Kegr.
Here, the parameters λmin = 1.2 and Kegr = 0.4 are used.

• Low NOx strategy: This strategy may not reduce the EGR in order
to realize low NOx emissions. This behavior is achieved by using
the parameter Kegr = 0. The minimum air-to-fuel ratio has little
influence on the NOx emissions. The value of λmin should therefore
be chosen such that a satisfying compromise between the drivability
and the soot emissions is achieved. Here, the parameter λmin = 1.35
is used.

Figure 3.7 shows the experimental results for these transient operating
strategies. The results are in agreement with the objectives of the respec-
tive operating strategies.

3.6 Conclusion

In this chapter, a novel combined, model-based injection and EGR lim-
iter has been described. It uses a model-based, dynamic estimation of the
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Figure 3.7: Load steps for different transient operating strategies: Low soot
(dark grey), low NOx (grey), and good drivability (light grey).

intake-manifold burnt-gas fraction. The estimator incorporates an exten-
sion to make the estimate suitable for offset-free control of the fuel injec-
tion. Based on that estimate, the injected fuel mass can be reduced such
that the AFR does not fall below a specified minimum allowable AFR. This
intervention reduces the PM emissions and the drivability. Furthermore,
the severity of the predicted undershooting of the AFR can be used to
activate a temporary decrease of the EGR reference value, forcing the air-
path controller to close the EGR valve. This intervention leads to better
drivability and increased NOx emissions. Using the two tuning parame-
ters of the two measures, the trade-off between transient emissions and
drivability can be adjusted and various transient operating strategies can
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be realized. Future research could analyze the possibility to improve the
performance of the EGR reduction by taking into account the structure of
the air-path controller.



Chapter 4

Equivalent Emission Minimization

Strategy

One of the main challenges during the development of operating strate-
gies for modern diesel engines is the reduction of the CO2 emissions while
complying with ever more stringent limits for the pollutant emissions. The
inherent trade-off between the emissions of CO2 and pollutants renders a
simultaneous reduction difficult. Therefore, an optimal operating strategy
is sought that yields minimal CO2 emissions while holding the cumula-
tive pollutant emissions at the allowed level. Such an operating strategy
can be obtained offline by solving a constrained optimal control problem.
However, the final-value constraint on the cumulated pollutant emissions
prevents this approach to be adopted for causal control. This chapter pro-
poses a framework for causal optimal control of diesel engines. The opti-
mization problem can be solved online when the constrained minimization
of the CO2 emissions is reformulated as an unconstrained minimization of
the CO2 emissions and the weighted pollutant emissions (i.e. equivalent
emissions). However, the weighting factors are not known a priori. A
method for the online calculation of these weighting factors is proposed.
It is based on the HJB equation and a physically motivated approxima-
tion of the optimal cost-to-go. A case study shows that the causal control
strategy defined by the online calculation of the equivalence factor and
the minimization of the equivalent emissions is only slightly inferior to the
non-causal offline optimization, while being applicable to online control.
The content of this chapter is based on [32]. One figure (Fig. 4.1) and a
section discussing it (Sec. 4.3.3) have been added.
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4.1 Introduction

Today, almost 17% of the carbon dioxide (CO2) emissions are caused by
road transportation [1]. By 2035, the global number of road transport ve-
hicles is expected to have almost doubled compared to 2009 [2]. Given the
impact of carbon dioxide emissions on the climate [3], it is clear that the
improvement of the fuel efficiency of powertrains is crucial. Due to their
high fuel efficiency, diesel engines are used in a wide range of applications.
However, because of their lean combustion they cannot be equipped with
a three-way catalyst to reduce the nitrogen oxide (NOx) emissions, such
as is the common practice with spark ignition engines. Furthermore, a
large part of the combustion is diffusion combustion, which leads to the
formation of particulate matter (PM). Since these pollutants are harm-
ful to both humans and the environment, emission legislation is becoming
increasingly stringent with the introduction of ever lower pollutant emis-
sion limits. These emission limits are usually defined as cumulative or
cycle-averaged values for a given test cycle [7].
However, a reduction of the engine-out NOx emissions usually increases the
CO2 emissions because the fast, high-temperature combustion required for
a high combustion efficiency is also favorable for the production of NOx

[4]. On the other hand, a reduction of the tailpipe NOx emissions using
exhaust-gas aftertreatment also increases the CO2 emissions. For exam-
ple, lean NOx traps require periods of rich exhaust gas for regeneration.
Selective catalytic reduction (SCR) does not increase the CO2 emissions
directly, but urea consumption and fuel consumption (i.e. CO2 emissions)
are equivalent in the light of operating costs. Generally, there is a trade-
off between lowering the CO2 emissions and lowering the NOx emissions
of a diesel engine. At the same time, a similar trade-off exists between
the CO2 emissions and the PM emissions. For example, high injection
pressures and post injections can be used to reduce the engine-out PM
emissions. However, they may increase the fuel consumption. The use
of exhaust-gas aftertreatment, such as diesel particulate filters, also in-
creases the fuel consumption due to the requirement of high exhaust-gas
temperatures for regeneration. As a result of these trade-offs, the opti-
mal operating strategy is the one that achieves the lowest possible CO2

emissions while staying below the upper limit for the respective cumulated
pollutant emissions on a given cycle.
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Optimal control theory [75, 76] can be used to determine the optimal
control inputs for a diesel engine [27, 77, 78, 79]. However, those methods
assume full knowledge of the future operating points. This lack of causality
renders them not applicable to real-time control. A significant problem is
posed especially by the handling of the final-state constraint, which is used
to enforce the compliance with the pollutant emission limit. Because the
cumulated pollutant emissions at the end of the cycle are constrained, it is
always necessary to consider the full driving cycle in the optimization. This
problem can be solved by removing the final state constraint and including
the weighted pollutant emissions in the performance criterion. For example
in [80], the weighted NOx emissions are included in an optimization of the
operating costs of a diesel engine. There, the weighting factor is considered
a tuning parameter. Alternatively, the optimal weighting factor can be
obtained by solving the non-causal optimal control problem. However, in
both cases the control system is sensitive to disturbances and model errors.
Furthermore, the driving cycle used for tuning or optimization may not
accurately represent real driving situations. In order to comply with the
pollutant emission limit even in the presence of disturbances, model errors,
and situations not covered by the reference cycle, the weighting factor
needs to be adapted online. So far, no method for the online adaptation
of the weighting factor has been proposed.
This chapter proposes a generic framework for the causal minimization
of the CO2 emissions while keeping the pollutant emissions on a certain
level. It is based on the minimization of the equivalent emissions, which
are defined as the sum of the CO2 emissions and the weighted pollutant
emissions. A simple, yet effective method for the online adaptation of the
weighting factors is derived. Using these weighting factors, the equivalent
emissions can be minimized online to realize a causal optimal operating
strategy. The approach is demonstrated in a case study where its per-
formance is compared with that of the non-causal optimal solution. The
proposed causal approach is shown to achieve CO2 emissions that are only
marginally larger than the non-causal optimum value while keeping the
pollutant emissions very close to the legislative limit.
The framework presented in this chapter is deliberately of a generic na-
ture such that a wide range of problems are covered. No assumption is
made concerning the complexity of the optimization problem in which the
equivalent emissions are minimized. In the case study, a simple, static
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optimization is considered. The online solution of complex, dynamic opti-
mization problems, especially on a series-production ECU, may not yet be
feasible. However, once increased computational power and more efficient
numerical algorithms render the solution of such problems feasible, the
framework presented in this chapter can be applied.
Section 4.2 gives an overview of the optimal control problem and its so-
lution using optimal control theory. In Sec. 4.3, the method used for the
adaptation of the weighting factor is derived. Section 4.4 presents the case
study and Sec. 4.5 concludes the chapter.

4.2 Optimal control of a diesel engine

This section describes the optimal control problem and its solution using
Pontryagin’s minimum principle. Section 4.2.1 describes the structure of
the class of systems considered here. In Sec. 4.2.2 the optimization prob-
lem is defined, and the properties of the optimal solution are analyzed in
Sec. 4.2.3.

4.2.1 System description

The engine is assumed to be described by a system of first-order ordinary
differential equations (ODE),

ẋeng(t) = f eng

(
xeng(t),u(t)

)
, (4.1)

where xeng is the state vector and u the control input vector. The sub-
script ”eng” indicates the fact that the state variables are associated with
the engine. These state variables may represent physical variables, such
as pressures and temperatures, if a mean-value model [22] has been used.
If a data-based, empirical model [81] is used, they do not necessarily have
a physical meaning. The ODE formulation (4.1) also includes engines
equipped with an exhaust-gas aftertreatment (EGA). The chemical pro-
cesses taking place in an EGA are often described by partial differential
equations. However, the EGA can be discretized spatially into a finite
number of cells in order to obtain a set of ordinary differential equations.
For example, in [82, 83] this technique is used to obtain a control-oriented
model of an SCR.
Because the cumulated mass of the pollutant emissions is restricted by
legislation, the engine model is extended by a set of artificial state variables
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xemis to track the cumulative emissions,

x =

[
xeng

xemis

]
, xemis =

⎡

⎢⎣

xemis,1

...
xemis,n

⎤

⎥⎦ . (4.2)

The emission state vector xemis consists of n elements, one for each of the
n pollutant species to be tracked. It is a priori not clear how the elements
of xemis should be defined. The legislative emission limit is often defined
in terms of brake specific emissions [7]. Therefore, a possible approach is
to extend the engine model by a set of state variables, which represent the
current brake specific emissions. The brake specific emissions are defined
by

memis =
memis

W
, (4.3)

with the cumulated mass of the respective emissions memis and the total
amount of mechanical work delivered to the crankshaft W . The time
derivative of the brake specific emissions is

ṁemis =
ṁemis ·W −memis · P

W 2

=
1

W
· (ṁemis −memis · P ) (4.4)

with the power P and the time derivative of the cumulated emissions
ṁemis. Alternatively, the engine model can be extended by state variables
which represent the absolute (i.e. not brake-specific) mass of the respective
emissions memis. The time derivative of such state variables is

ṁemis =
∗
memis, (4.5)

with the instantaneous mass flow of the respective emissions
∗
memis. It is

important to note that the following equations hold for the derivative of
the two potential choices of additional state variables:

∂ṁemis

∂memis
= diag

(
−

P

W

)
̸= 0 (4.6a)

∂ṁemis

∂memis
= 0. (4.6b)

This difference is crucial. Choosing xemis = memis is preferable because
then, the dynamics of xemis are independent of the current value of xemis
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and the derivative with respect to xemis vanishes (4.6b). The advantage
provided by this property will become apparent in the next section. The
state variables of the extended system thus are

x =

[
xeng

memis

]
, (4.7)

and the extended state dynamics are

ẋ(t) = f
(
x(t),u(t)

)
=

[
f eng

(
x(t),u(t)

)

f emis

(
x(t),u(t)

)
]
=

[
f eng

(
x(t),u(t)

)
∗
memis

(
x(t),u(t)

)
]

. (4.8)

The engine model was deliberately chosen to be very general. The ap-
proach described in this chapter is applicable to a wide range of systems,
which is reflected by the choice of the model.

4.2.2 Problem formulation

The control task is to minimize the CO2 emissions while staying below a
cumulative limit for the pollutant emissions memis,lim. Technically, CO2

emissions are also pollutant emissions. But in this chapter, the term ”pol-
lutant emissions” and the emission state variables xemis refer to the emis-
sion species which are limited by legislation (e.g. NOx and PM). Adopting
the notation introduced in [75], the problem can be described by an opti-
mal control problem with a partially constrained final state.

min
u(·)

{
J(u) =

∫ T

0
L
(
x(t),u(t)

)
dt =

∫ T

0

∗
mCO2

(
x(t),u(t)

)
dt
}

(4.9a)

s. t.

x(0) = x0 (4.9b)

ẋ(t) = f
(
x(t),u(t)

)
for all t ∈ 0, T (4.9c)

xemis(T ) ≤ memis,lim (4.9d)

In addition to the constraints given above, the control input could be con-
strained. The engine state variables xeng are assumed to be unconstrained
because state constraints would complicate the solution presented in the
next section substantially [75]. For the same reason, state-dependent con-
straints, such as constraints for the instantaneous emissions, are excluded
too.
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4.2.3 Solution using Pontryagin’s minimum principle

The properties of the optimal solution are analyzed using Pontryagin’s
minimum principle [75]. The Hamiltonian is defined as

H
(
x(t),u(t),λ(t)

)
=

∗
mCO2

(
x(t),u(t)

)
+ λT (t) · f

(
x(t),u(t)

)
. (4.10)

According to Pontryagin’s minimum principle, the following conditions
must hold for the optimal solution, which is indicated by the superscript
”o”. The initial value and the equation governing the dynamics need to
be satisfied.

x(0) = x0 (4.11a)

ẋo(t) = ∇λH|o = f
(
xo(t),uo(t)

)
(4.11b)

For the co-states, the following equation must hold:

λ̇
o
(t) = −∇xH|o

= −∇x
∗
mCO2

(
xo(t),uo(t)

)
−
[∂f
∂x

(
xo(t),uo(t)

)]T
λo(t) (4.11c)

The unconstrained final state of the engine state variables is represented
by the condition

λo
eng(T ) = 0, (4.11d)

whereas the upper limit for the final state of the pollutant state variables
is represented by the condition

λo
emis(T ) ≥ 0. (4.11e)

For all admissible inputs u, the Hamiltonian is minimized with respect to
u.

H
(
xo(t),uo(t),λo(t)

)
≤ H

(
xo(t),u,λo(t)

)
(4.12)

The dynamics of the co-states (4.11c) can be divided into co-states for
the engine and co-states for the emissions. (For the sake of clarity, the
dependencies on the input and the state are omitted.)

[
λ̇
o

eng(t)

λ̇
o

emis(t)

]

=

⎡

⎢⎣
−∇xeng

∗
mCO2

−
[

∂f
∂xeng

]T
λo(t)

−∇xemis

∗
mCO2

−
[

∂f
∂xemis

]T
λo(t)

⎤

⎥⎦ (4.13)
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Because neither the system dynamics nor the CO2 emissions depend on
the cumulated pollutant emissions, the following relations hold:

∇xemis

∗
mCO2

(
x(t),u(t)

)
= 0 (4.14a)

∂f

∂xemis

(
x(t),u(t)

)
= 0 (4.14b)

The dynamics of the co-states are thus

[
λ̇
o

eng(t)

λ̇
o

emis(t)

]

=

⎡

⎣−∇xeng

∗
mCO2

−
[

∂f
∂xeng

]T
λo(t)

0

⎤

⎦ . (4.15)

The optimal co-state vector corresponding to the cumulated emissions
λo
emis is constant. This result is a consequence of the choice xemis = memis.

If xemis = memis had been chosen instead, the term ∂f
∂xemis

would not have
vanished (4.6a). Considering the final value condition (4.11e), we obtain

λo
emis = const. ≥ 0. (4.16)

Using (4.14a), (4.14b) and (4.16), we can rewrite the Hamiltonian (4.10)
as

H
(
xeng,u,λ(t)

)
=

∗
mCO2

(
xeng,u

)
+ λT (t) · f

(
xeng,u

)

=
∗
mCO2

(
xeng,u

)
+ λT

emis · f emis

(
xeng,u

)

+ λT
eng(t) · f eng

(
xeng,u

)

=
∗
mCO2

(
xeng,u

)
+

n∑

i=1

λemis,i ·
∗
memis,i

(
xeng,u

)

+ λT
eng(t) · f eng

(
xeng,u

)
. (4.17)

The time dependency of the inputs u and the states x has been omitted
for clarity. The rewritten Hamiltonian (4.17) is equivalent to the Hamilto-
nian of the minimization of the CO2 emissions and the weighted pollutant
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emissions with a free final state:

min
u(·)

{
J̃(u) =

∫ T

0

(
∗
mCO2

(
xeng(t),u(t)

)

+
n∑

i=1

λemis,i ·
∗
memis,i

(
xeng(t),u(t)

))
dt
}

(4.18a)

s. t.

xeng(0) = xeng,0 (4.18b)

ẋeng(t) = f eng

(
xeng(t),u(t)

)
for all t ∈ 0, T . (4.18c)

In this case, the vector λemis ≥ 0 is not a co-state vector but a set of
parameters. They can be interpreted as the equivalence factors, which are
used to calculate the equivalent CO2 emissions for a certain amount of the
respective pollutant emissions. A strategy that solves (4.18a)-(4.18c) is
thus called an ”equivalent emission minimization strategy” (EEMS). The
unconstrained minimization of the equivalent emissions (4.18a)-(4.18c) is
a reformulation of the original constrained minimization of the CO2 emis-
sions (4.9a)-(4.9d).
This reformulation of the problem is similar to the Karush-Kuhn-Tucker
conditions for static optimization [84], where the constraints are repre-
sented by adjoining them to the performance criterion using Lagrange
multipliers, which are also called the dual variables. The reformulated
problem (4.18a)-(4.18c) is thus called the (partially) dual formulation.
When a causal solution of the optimal control problem is considered, the
dual formulation has a crucial advantage. For model predictive control
(MPC), a rule of thumb is to choose the length of the prediction horizon
to be equal to approximately five times the relevant time constant of the
system [85]. For the original constrained optimization problem the rele-
vant time constant is infinity because the constrained state variables are
integrators. Thus, the entire future driving cycle would have to be consid-
ered in order to obtain a meaningful solution1. For the reformulated dual
optimization problem the relevant time constant is finite because the un-
derlying model consists only of the engine. The slowest relevant dynamic
of the engine is the acceleration of the turbo charger, which is in the order
of one second. Therefore, a prediction horizon in the order of a few sec-

1Shorter horizons are possible if an appropriate end cost term is used. However, this
term can only be determined when the entire driving cycle is known.
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onds is sufficient, which enables causal online optimization strategies with
relatively short prediction horizons.

4.3 Causal control strategies

The last section showed that a constrained minimization of the CO2 emis-
sions can be reformulated to an unconstrained minimization of the equiv-
alent emissions. This reformulation enables the online solution of the dual
optimal control problem with a limited time horizon. However, the equiv-
alence factors, which yield the correct cumulated emissions, are not known
a priori. They may be determined by iterative tuning or by solving the
non-causal optimization problem (4.9a)-(4.9d). However, in order to re-
alize a causal online optimization, which compensates for model errors,
disturbances, and situations not covered by the reference cycle, an online
calculation of the equivalence factors is required.
In Sec. 4.3.1, a method for the online calculation of the equivalence factors
is derived. It is based on feedback control of the pollutant emissions.
Section 4.3.2 describes the calculation of the corresponding reference values
and Sec. 4.3.3 presents the overall causal control structure. Section 4.3.4
discusses the similarities between this approach and the one used for the
causal optimal energy management of hybrid electric vehicles.

4.3.1 Calculation of the equivalence factors

The optimal equivalence factors λemis,i in (4.18a) can be calculated from
the optimal cost-to-go function using the Hamilton-Jacobi-Bellman (HJB)
equation [75, 76]. The optimal cost-to-go function is not known, but it can
be approximated.
The starting point for this approach is the original optimization problem
(4.9a)-(4.9d). Because the goal is to develop a causal strategy, the final
state constraint (4.9d) has to be removed. Without knowledge of the
future, the final state constraint cannot be evaluated. However, we need
to ensure that the pollutant emissions do not exceed the limit. As in [86],
this can be achieved by extending the performance criterion (4.9a) with a
term that penalizes deviations of the cumulated pollutant emissions xemis



Chapter 4. Equivalent Emission Minimization Strategy 83

from the reference value xref ,

Ĵ(u) =

∫ T

0
L̂
(
x(t),u(t)

)
dt

=

∫ T

0

(
∗
mCO2

(
x(t),u(t)

)
+

n∑

i=1

αi ·
(xref,i(t)− xemis,i(t)

∆xnorm,i

)2q)
dt,

(4.19)

with the weighting parameter αi and the normalization of the deviation
∆xnorm,i of the respective pollutants, and the order of the penalty q ∈ N.
This leads to the extended Hamiltonian (the time dependency has been
omitted)

Ĥ(u) =
∗
mCO2

(x,u) +
n∑

i=1

αi ·
(xref,i − xemis,i

∆xnorm,i

)2q
+ λT · f(x,u), (4.20)

and the optimal input

uo = argmin
(
Ĥ(u)

)
. (4.21)

The additional penalty term of the extended Hamiltonian does not depend
explicitly on the control input u. Therefore, the optimal control input
uo, which minimizes the Hamiltonian Ĥ of the unconstrained extended
problem, also minimizes the Hamiltonian H of the original constrained
problem.
Using the optimal cost-to-go function

Ĵ o(x, t) = min
u(·)

{∫ T

t

L̂
(
ξ(τ),u(τ)

)
dτ ξ(t) = x

}
, (4.22)

the equivalence factors corresponding to the cumulated pollutant emissions
can be calculated using the HJB equation [75, 76],

λo(x, t) =
∂Ĵ o(x, t)

∂x
=⇒ λo

emis(x, t) =
∂Ĵ o(x, t)

∂xemis
. (4.23)

The optimal cost-to-go function Ĵ o(x, t) in (4.23) is not known. But a
suboptimal cost-to-go function can be approximated by

Ĵ (x) = Ĵnom(x) + Ĵemis(x)︸ ︷︷ ︸
CO2

+ Ĵpen(x)︸ ︷︷ ︸
Penalty

. (4.24)
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As indicated, the first two terms correspond to the CO2 emissions in the
extended cost function (4.19), whereas the last term corresponds to the
penalty term. More precisely, the terms correspond to:

• Nominal cost Ĵnom(x): The CO2 emissions caused by driving the
rest of the cycle with optimal instantaneous pollutant emissions.

• Emissions-saving cost Ĵemis(x): The additional CO2 emissions caused
by bringing the cumulated pollutant emissions to their respective ref-
erence level.

• Penalty cost Ĵpen(x): The penalty imposed for the deviation of the
respective cumulated pollutant emissions from their reference value.

The following sections will describe the three terms in detail.

Nominal cost Ĵnom(x)

The term Ĵnom(x) describes the CO2 emissions that are produced by run-
ning the rest of the cycle with optimal instantaneous pollutant emissions.
This term is independent of the current cumulated pollutant emissions,

∂Ĵnom(x)

∂xemis
= 0. (4.25)

Since we are only interested in the derivative of the cost with respect to
the state variables xemis (4.23), the term Ĵnom(x) does not have to be
calculated.

Emissions-saving cost Ĵemis(x)

The term Ĵemis(x) describes the CO2 emissions that are produced in addi-
tion to the nominal CO2 emissions described by Ĵnom(x). They are caused
by bringing the cumulated pollutant emissions to the reference level. The
time horizon considered for this process is in the order of minutes or hours.
The time constants of the state variables of the engine are much shorter
than this horizon. On such a long timescale, the current value of the engine
state variables has a negligible influence on the total future CO2 emissions.
It can thus be assumed that the term Ĵemis(x) depends only on the state
variables corresponding to the pollutant emissions xemis. Assuming that
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for the horizon considered, the average value Ki of additional CO2 emis-
sions caused by the saving of the respective pollutant emissions is known,
the CO2 penalty is

Ĵemis(x) = ∆mCO2
=

n∑

i=1

Ki ·∆memis,i =
n∑

i=1

Ki · (xemis,i−xref,i). (4.26)

Penalty cost Ĵpen(x)

The term Ĵpen(x) describes the penalty that is imposed for the control
error between the actual cumulated pollutant emissions and their reference
values. In order to calculate this term, the estimated future control error
is required. The controller is assumed to decrease the control error of the
respective pollutant emissions linearly with time, such that after the time
Th,i it has vanished:

xref,fut,i(τ) − xemis,fut,i(τ) =
(
xref,i(t)− xemis,i(t)

)
·
(
1−

τ

Th,i

)
(4.27)

The total penalty for the deviation of the actual values from the reference
values can be calculated by integration of the future trajectories.

Ĵpen(x) =
n∑

i=1

∫ Th,i

0
αi ·

(xref,fut,i(τ) − xemis,fut,i(τ)

∆xnorm,i

)2q
dτ

=
n∑

i=1

αi · Th,i

2q + 1

(xref,i(t)− xemis,i(t)

∆xnorm,i

)2q
(4.28)

Total cost and resulting equivalence factor

The approximated (suboptimal) cost-to-go function is

Ĵ (x) = Ĵnom(x) +
n∑

i=1

(
Ki · (xemis,i − xref,i)

+
αi · Th,i

2q + 1

(xref,i(t)− xemis,i(t)

∆xnorm,i

)2q
)
, (4.29)

and the resulting co-states are

λemis,i(xemis,i) =
∂Ĵ (x)

∂xemis,i
= 0+Ki+ α̃i ·

(
xemis,i(t)−xref,i(t)

)2q−1
, (4.30)
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with the substitution

α̃i =
2q · αi · Th,i

(2q + 1) ·∆x2q
norm,i

. (4.31)

The average additional CO2 emissions for a given saving of a pollutant
Ki varies with the driving profile. Since the instantaneous value of Ki

depends on the operating point, the average value of Ki depends on the
operating points occurring during the period considered. Therefore, it
needs to be adapted during operation in order to maintain the correct
level of emissions. An integrator with integration time Tint can be used to
achieve this goal,

λemis,i

(
xemis,i(t)

)
= Ki,0 +

∫ t

0

xemis,i(τ) − xref,i(τ)

Tint,i
dτ

+ α̃i ·
(
xemis,i(t)− xref,i(t)

)2q−1
. (4.32)

Assuming a quadratic penalty for the pollutant control error (q = 1), this
equation corresponds to a PI controller for every one of the pollutant emis-
sion species, using the respective equivalence factor as the control input.
When tuning the PI controller, it has to be ensured that the adaptation
of Ki is carried out slowly2. The pollutant emissions can be measured
using a sensor. The reference values can be calculated using the meth-
ods described in the next section. The equivalence factors calculated us-
ing (4.32) are then used for the minimization of the equivalent emissions
(4.18a)-(4.18c).

4.3.2 Calculation of the reference values

The method for calculating the equivalence factors (4.32) requires the pol-
lutant reference values to be known. One possible approach is to assume
that the respective reference values for the instantaneous pollutant emis-
sions

∗
memis,ref,i depend on the operating point, which is defined by the

engine speed ωe and the torque T ,

xref,i(t) =

∫ t

0

∗
memis,ref,i

(
ωe(τ), T (τ)

)
dτ. (4.33)

2One previous assumption was that the time horizon considered for bringing the
pollutant emissions to the reference level is much longer than the time constants of the
engine dynamics.
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These reference values can be stored in a lookup table. They may represent
the steady-state calibration of the engine. If a non-causal optimal solution
has been obtained for the reference cycle, the pollutant emissions of the
optimal solution can also be used to parametrize the lookup table.
Alternatively, a simpler approach is to consider a constant brake-specific
reference value memis,ref,i for the pollutant emissions. For heavy-duty en-
gines, the cycle-averaged limit imposed by legislation is usually defined as
a brake-specific value, which can be used as the reference value. Together
with the power of the engine, the evolution of the reference value of the
pollutant emissions can be calculated,

xref,i(t) = memis,ref,i ·

∫ t

0
ωe(τ) · T (τ)dτ. (4.34)

For passenger-car applications, where it is common to specify the emis-
sion limit in g/km, the integral in equation (4.34) can be replaced by the
integration of the vehicle speed.
Clearly, the assumption of a constant memis,ref,i is a strong simplification
and the resulting reference trajectories may be unrealistic at times. For ex-
ample, in an operating point where the brake-specific emissions are always
considerably higher than the average value of the cycle, it is not possible to
operate the engine such that the reference value can be followed. However,
the advantage of that strategy is that it requires no information except for
the reference brake-specific emissions.

4.3.3 Overall control structure

Figure 4.1 shows the structure of the overall EEMS controller. The refer-
ence values for the pollutant emissions are generated according to (4.33)
or (4.34). For every pollutant species, a PI controller is used to adapt
the corresponding equivalence factor according to (4.32). These equiva-
lence factors are then used in the minimization of the equivalent emissions
(4.18a)-(4.18c). The resulting optimal control inputs are applied to the
engine and the pollutants emitted are measured. The cumulated mass of
the pollutants emitted is calculated and fed back in the control loop.

4.3.4 Comparison to ECMS for hybrid vehicles

The equivalent emission minimization strategy (EEMS) presented in Secs.
4.2.3 and 4.3.1 is similar to the equivalent consumption minimization strat-
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Engine

Optim.:
PI contr.: uλemis

or

(4.33)

(4.34)

xref

(4.32)
(4.18a)

-(4.18c)

Ref. calc.:

xemis ∫
∗

memis

Figure 4.1: Structure of the EEMS controller with the calculation of the refer-
ence values (Ref. calc.), the PI controllers for the adaptation of the equivalence
factors (PI contr.), the minimization of the equivalent emissions (Optim.), and
the cumulation of the measured pollutant emissions. The corresponding equation
numbers are given in the respective blocks.

egy (ECMS) used for the online optimal energy management of hybrid
electric drivetrains [87]. This is caused by the fact that both problems
are structurally similar. In this chapter, the goal is the minimization of
the CO2 emissions while maintaining a certain pollutant emission level.
The goal of optimal energy management is the minimization of the fuel
consumption while sustaining the battery charge. For both problems, the
final state constraint(s) can be represented by an extension of the perfor-
mance criterion. This approach results in a minimization of the equivalent
emissions and the equivalent consumption, respectively. In both cases,
the unknown optimal equivalence factor(s) is/are constant and an esti-
mate can be calculated using feedback in order to allow a causal online
optimization. Due to the similarity of the two problems, the calculation
of the equivalence factors using the HJB equation and the approximated
cost-to-go (Sec. 4.3.1) was inspired by [86]. The main structural difference
between the two problems concerns the reference value. For ECMS, the
reference state of charge is constant or bounded3. For EEMS, the reference
value for the cumulated pollutant emissions is constantly increasing (see
Sec. 4.3.2). Another difference is the fact that for ECMS, the state of
charge of the battery is constrained throughout the entire cycle, whereas
when EEMS is used, the cumulated pollutant emissions are constrained
only at the end of the cycle.
The similarity between the two problems is also likely to lead to future

3There exist approaches where the reference value for the state of charge is adapted
[88]. However, because the state of charge always lies in the interval [0, 1], the reference
value is expected to do so as well.
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combinations of the EEMS approach with the ECMS approach. Clearly,
the NOx and PM emissions are a concern for diesel electric hybrid drive-
trains. In [89, 90, 91, 92, 93, 94, 95, 96, 97, 98, 99, 100], the NOx emissions
are included in the performance criterion of the ECMS problem. However,
there the equivalence factor for the NOx emissions is only a tuning pa-
rameter and it is not adapted actively in order to maintain a certain NOx

emission level, as it is proposed in this chapter.

4.4 Case study

This section presents a case study in which the performance of the EEMS
on a driving cycle is studied. The optimal solution obtained with dynamic
programming (DP) is used as a benchmark for various versions of EEMS.
The case study is carried out in simulation using a validated model of
a diesel engine. Section 4.4.1 defines the control problem and describes
the different controllers to be compared. Section 4.4.2 presents and dis-
cusses the results of the comparison. Due to reasons of confidentiality, all
emissions data have been normalized.

4.4.1 Problem setting

We consider a 8.7 l turbocharged, heavy-duty diesel engine running a driv-
ing cycle lasting 1800 s. It consists of five repetitions of a section of the
urban part of the World Harmonized Transient Cycle (WHTC). Figure
4.2 shows one repetition of that section. The goal is the minimization of
the CO2 emissions while keeping the NOx emissions below the final value
constraint mNOx,lim. The control input is the deviation of the crank angle
for the start of injection (SOI) from its nominal value,

u = δϕSOI. (4.35)

In order to determine the optimal SOI and to simulate the engine on the
driving cycle, an engine model is required which reproduces the influence of
the SOI on the CO2 and NOx emissions. Because we are considering time
scales in the order of entire driving cycles, the dynamics of the engine can
be neglected and the engine may be represented by a steady-state model
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Figure 4.2: Section of the WHTC used in the case study.

with the inputs engine speed ωe, torque T , and control input u,

∗
mCO2

= f
(
ωe, T, u

)
(4.36)

∗
mNOx

= f
(
ωe, T, u

)
. (4.37)

The steady-state engine model (4.36)-(4.37) is realized as a lookup table,
which was derived from a validated dynamic engine model [101].
The driving cycle prescribes the engine speed ωe and the torque T . It is
sampled with the step size ∆t = 1 s and it consists of N = 1800 samples.
The dynamics of the sole state variable x = mNOx

are discretized using
the Euler forward integration scheme, such that a discrete-time optimal
control problem is obtained.

min
u(·)

{N−1∑

n=0

∗
mCO2

(
ωe(n), T (n), u(n)

)}
(4.38a)

s. t.

x(0) = 0 (4.38b)

x(n+ 1) = x(n) +
∗
mNOx

(
ωe(n), T (n), u(n)

)
·∆t , n = 0, ..., N − 1

(4.38c)

x(N) ≤ mNOx,lim (4.38d)
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This is an optimization problem of the structure (4.9a)-(4.9d). Because it
is time-discrete, it can be solved using dynamic programming (DP) [76].
That approach is guaranteed to find the optimal solution of the discretized
problem. It can thus be used as a benchmark for the other approaches.
As shown in Sec. 4.2.3, the dual formulation of the optimization can be
solved alternatively,

min
u(·)

{N−1∑

n=0

∗
mCO2

(
ωe(n), T (n), u(n)

)
+λNOx

(n) ·
∗
mNOx

(
ωe(n), T (n), u(n)

)}
.

(4.39)
This optimization problem has the same structure as (4.18a)4 and, given
the optimal equivalence factor, it will produce the same solution as the
DP. It can be solved online by minimizing the instantaneous equivalent
emissions at every time step,

u(n) = argmin
u(n)

{
∗
mCO2

(
ωe(n), T (n), u(n)

)

+ λNOx
(n) ·

∗
mNOx

(
ωe(n), T (n), u(n)

)}
. (4.40)

In the following, three different versions of EEMS are compared to the
optimal solution obtained by DP. All three versions solve the minimization
of the instantaneous equivalent emissions (4.40). They only differ in the
way the equivalence factor is determined. The following three methods for
determining the equivalence factor are considered:

• EEMS with constant equivalence factor (CEF): This method
applies EEMS using the constant equivalence factor which yields the
correct final cumulated NOx emissions. This equivalence factor can
be obtained by an iterative simulation of the closed loop consisting
of the engine model (4.36)-(4.37) and the control law (4.40). Be-
cause the optimal control problems (4.38a)-(4.38d) and (4.39) are
equivalent, this method yields the same solution as the DP when the
optimal equivalence factor is used. However, it is not applicable for
causal control because the optimal equivalence factor generally is not
known.

4Equations (4.18b)-(4.18c) are not necessary, because in this case the engine model
has no state variables.
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• EEMS with operating-point dependent reference NOx emis-
sions (OPdep): This method applies EEMS using (4.32) to adapt
the equivalence factor and (4.33) to calculate the reference NOx emis-
sions. The reference NOx mass flow is calculated as a quadratic
function of the operating point,

∗
mNOx,ref(ωe, T ) = a0+a1·ωe+a2·T+a3 ·ω

2
e+a4 ·T

2+a5·ωe·T. (4.41)

The parameters a0 . . . a5 are obtained by a least-squares fit of the
NOx emissions of the optimal solution obtained by DP. Figure 4.3
shows a comparison of the optimal NOx emissions resulting from
the DP and the fitted quadratic function. The quadratic model is a
good approximation of the optimal values. However, this approach
requires the availability of an optimal solution.

• EEMS with constant brake-specific reference NOx emissions
(BSconst): This method also applies EEMS using (4.32) to adapt
the equivalence factor; however, it uses (4.34) to calculate the refer-
ence NOx emissions. The reference value for the brake-specific NOx

emissions is equal to the average value, which was demanded for the
DP solution:

mNOx,ref =
mNOx,lim

W
=

mNOx,lim∑N−1
n=0 ωe(n) · T (n) ·∆t

. (4.42)

The two causal EEMS approaches OPdep and BSconst use the adaptation
law (4.32) with identical tuning parameters α̃ and Tint for the adaptation
of the equivalence factor. The tuning parameters were tuned manually.

4.4.2 Simulation results

Figure 4.4 shows the simulation results of the non-causal DP and the three
EEMS approaches when applied to the engine model (4.36)-(4.37). The
section of the WHTC is repeated five times. The optimal solution is a
repetition of the optimal solution of the single section. The reason for
this result is the fact that the only state variable represents the cumulated
NOx emissions, while the rest of the model does not depend on that state
variable.
The first plot in Fig. 4.4 shows the cumulated NOx emissions of the
different solutions. The NOx mass has been normalized with the final value
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Figure 4.3: Normalized NOx emissions of the optimal solution (dotted) and
the quadratic model (4.41).

of the NOx mass of the DP solution. The plot also shows the full range
of attainable NOx emissions, the upper limit corresponding to λNOx

= 0,
and the lower limit corresponding to λNOx

= ∞. The cumulated NOx

emissions of all approaches are very similar such that on the given scale
the respective lines cannot even be discerned. Therefore, the second plot
shows the NOx error

∆NOx = mNOx
−mNOx,dp (4.43)

between the NOx mass of the DP solution mNOx,dp and the respective
EEMS solution mNOx

. Since the NOx mass has been normalized, the NOx

error is normalized as well.
As the results of the CEF approach show, the online solution of the dual
problem (4.40) is equal to the offline solution of the constrained prob-
lem (4.38a)-(4.38d) when the optimal constant equivalence factor is used.
This result confirms the theoretical result which showed that the optimal
equivalence factor of the cumulated pollutant emissions is always constant
(4.15). Both causal EEMS approaches maintain the correct NOx emission
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Figure 4.4: Normalized comparison of the optimal DP solution and the EEMS
approaches. It shows the feasible range (light grey area) and the actual values
of the cumulated NOx emissions mNOx , the NOx error ∆NOx, the CO2 error
∆CO2, and the respective equivalence factor λNOx of the EEMS approaches.
The vertical lines indicate the beginning of a new section. The terms CEF,
OPdep, and BSconst refer to the EEMS strategies with a constant equivalence
factor, operating-point dependent reference emissions, and constant brake-spe-
cific reference emissions, respectively.
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level by following the reference value for the NOx emissions using feed-
back control. The cumulated NOx emissions are kept within less than one
percent of the final value.
The initial value K0 for the equivalence factor in (4.32) was chosen to be
zero. After the second repetition of the section, the two controllers have
converged to a limit cycle, and the behavior for all subsequent sections
remains the same. The OPdep approach keeps both the equivalence factor
and the emissions closer to the DP solution. This result is caused by the
fact that the assumption of operating-point dependent reference emissions
is more realistic than the constant brake specific emissions.
The third plot of Fig. 4.4 shows the CO2 error

∆CO2 = mCO2
−mCO2,dp (4.44)

between the CO2 mass of the DP solution mCO2,dp and the respective
EEMS solution mCO2

. The CO2 mass and the CO2 error have been nor-
malized with the final CO2 mass of the DP solution. The plot clearly
shows the trade-off between NOx and CO2 emissions. When the NOx er-
ror increases, the CO2 error decreases and vice versa. A large part of the
CO2 error is generated during the first two repetitions of the section before
the EEMS controller has reached its limit cycle. In the beginning of the
cycle, the equivalence factor is very low and the engine is operated with a
very high fuel efficiency, thus emitting large amounts of NOx. Then, the
NOx emissions have to be reduced at a later point when the CO2 penalty
is larger than the amount saved in the beginning. However, once the con-
troller has reached the limit cycle after two repetitions of the section, the
CO2 penalty of the causal EEMS controllers is small.
The performance of the various strategies can be compared by considering
the cumulative emissions at the end of the cycle. In order to obtain a
fair comparison and to eliminate the influence of the initial value of the
equivalence factor, only the last three sections shown in Fig. 4.4 are taken
into account. Table 4.1 shows the normalized results. Both causal EEMS
approaches have only slightly higher CO2 emissions than the DP solution.
The NOx emissions are even slightly lower for both strategies. The OPdep
approach has both lower CO2 and NOx emissions than the BSconst ap-
proach because the more realistic reference value leads to an equivalence
factor that is closer to the optimal value. Generally, the performance of
the causal EEMS approaches is very close to the non-causal, theoretical
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Table 4.1: Normalized difference ∆ between the various strategies and the
optimal DP strategy for the last three sections.

Strategy ∆CO2 [%] ∆NOx [%]

DP 0 0

EEMS OPdep +0.032 –0.129
EEMS BSconst +0.050 –0.104

optimum.
Finally, the performance of the various approaches for different reference
NOx emission levels is compared. Figure 4.5 shows the normalized trade-off
between the cumulated CO2 emissions and the cumulated NOx emissions
for the DP solution and the two causal EEMS approaches. The optimal
trade-off can be obtained by varying the constant equivalence factor of
the dual problem (4.39) or by varying the NOx limit value of the original
problem (4.38a)-(4.38d). The causal trade-off is obtained by setting the
reference values for the causal EEMS controllers accordingly. Throughout
the entire range, the Pareto front of the causal EEMS solutions is very
close to the optimal Pareto front. These results show that the EEMS
approach is well suited to an online optimization of the CO2 and pollutant
emissions of a diesel engine.
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Figure 4.5: Normalized Pareto front of the cumulated NOx and CO2 emissions
for the last three sections. Shown are the optimal DP solution and the two causal
EEMS solutions. The solution shown in Fig. 4.4 and Table 4.1 is indicated by
crosses.
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4.5 Conclusion and outlook

This chapter presented a generic framework for the minimization of the
CO2 emissions of a diesel engine while maintaining a certain pollutant
emission level. It consists of an online adaptation of the equivalence fac-
tors in combination with a minimization of the equivalent emissions. First,
it was shown that the constrained state variables associated with the pol-
lutant emissions can be eliminated by minimizing the equivalent emissions
instead. The optimal equivalence factors, which weigh pollutant emissions
versus CO2 emissions, are constant for a given cycle and emission limit. A
method for the online adaptation of the equivalence factors was then de-
rived using the HJB equation and a physically motivated approximation
of the optimal cost-to-go function. Finally, a case study combined this
adaptation method with an online minimization of the equivalent emis-
sions. The performance of the proposed causal control strategies was very
close to the theoretical non-causal optimum, which was determined using
dynamic programming. This result confirmed that the EEMS framework
is well suited to causal optimal control of the CO2 and pollutant emissions
of a diesel engine.
The case study considered a static minimization of the equivalent emissions
in combination with an adaptation of the equivalence factor. The results
are very encouraging. In a next step, the EEMS framework could be ap-
plied to a more complex optimization problem. For example, additional
control inputs, such as the injection pressure or additional injections, could
be considered. In that case, the steady-state engine model (4.36)-(4.37)
has to be extended in order to cover these inputs as well. The optimiza-
tion carried out in every time step (4.40) gains additional arguments. Its
solution becomes computationally somewhat more expensive, however, it
remains straightforward. Furthermore, the method used for the adaptation
of the equivalence factor (4.32) remains the same.
Another topic worth pursuing is the realization of an EEMS with multiple
pollutant emission limits. The implementation is straightforward; In ad-
dition to the weighted NOx emissions, the dual formulation of the control
problem (4.39) and the optimization carried out in every time step (4.40)
contain terms for the other weighted pollutant mass-flows. However, the
solution of (4.40) does not become more complex. The additional equiv-
alence factors are each adapted by an additional PI controller for the re-
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spective emission species (see (4.32)). It may prove advantageous to take
into account the interaction among the various equivalence factors and the
pollutant emissions by using a centralized multivariable controller instead
of the individual PI controllers.
Furthermore, instead of the steady-state model (4.36)-(4.37), a dynamic
engine model could be used for the optimization. The static optimization
solved in every time step (4.40) is then replaced by a dynamic optimiza-
tion of the structure (4.18a)-(4.18c). The solution of such dynamic opti-
mization problems for diesel engines is currently under research [27]. The
computational cost is significantly higher than for the solution of a static
optimization, such as (4.40). However, the method used for the adaptation
of the equivalence factor (4.32) remains the same.
Finally, future research could aim at the combination of EEMS and ECMS
for hybrid vehicles. As discussed in Sec. 4.3.4, the goal would be to achieve
a fuel-optimal, charge-sustaining operation while respecting the legislative
limit for the pollutant emissions.



Chapter 5

Conclusion and Outlook

5.1 Conclusion

This thesis presents three main contributions to the research and develop-
ment of model-based control strategies for diesel engines. First, a cascaded
control structure for air-path control is presented. It is derived on the ba-
sis of a system analysis. It handles the disadvantageous properties of the
plant well, while being applicable to a wide range of engine types. The
calibration of its two controllers is straightforward because they can be
tuned sequentially. The control performance of this control structure is
superior to that of a conventional control structure, which is shown in an
experimental comparison using two test-bench engines. With its combi-
nation of versatility, ease of tuning, and good performance, the cascaded
control structure represents a solid framework for air-path control of diesel
engines.
Then, a model-based method to adapt the fuel injection and the EGR dur-
ing transients is presented. It can be used to adjust the trade-off between
the transient pollutant emissions (NOx and PM) and the drivability. The
effectiveness of the controller is shown in experiments. Due to the model-
based implementation, only two easily interpretable tuning parameters are
required to realize various transient operating strategies. This ability to
adjust the transient operation of the engine using only two tuning pa-
rameters renders it a valuable add-on feature for existing engine control
systems.
Finally, a generic framework for causal optimal control of diesel engines is
presented. It can be used to find an online solution to the inherently non-
causal optimal control problem of operating a diesel engine with minimum
fuel consumption while complying with an upper limit for the cumula-
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tive pollutant emissions. A case study shows that the performance of the
proposed causal controller is only marginally inferior to that of the non-
causal, optimal solution obtained by dynamic programming, while being
applicable to online control. This promising first result and its generic
nature suggest that the proposed framework is an important step towards
an online optimization of diesel engines.
The findings of this thesis lead to a better understanding of existing sys-
tems, they introduce new degrees of freedom, and they pave the way for
future control algorithms. They therefore contribute to the research and
development of model-based control strategies for diesel engines.

5.2 Outlook

All three topics discussed in this thesis show the potential for further re-
search. Further analyses could show how the cascaded air-path controller
has to be adapted in order to operate with more complex air-path config-
urations including more than two turbo chargers or a low-pressure EGR.
The injection and EGR limiter could be adapted to take into account the
structure of the air-path controller to improve the performance of the EGR
reduction. The framework for causal optimal control could be applied to
a dynamic optimization using several inputs and emission species.
More generally, future research should continue to seek improvements in
the control of the subsystems air path, combustion, and exhaust-gas af-
tertreatment. The constant development of the hardware of these subsys-
tems necessitates a simultaneous development of the corresponding con-
trol systems. At the same time, the computational power of engine control
units continues to increase. As a result, computationally expensive control
algorithms, such as the solution of an optimization problem or the sim-
ulation of a detailed model, become feasible. Furthermore, new sensors,
such as sensors for the pollutant emissions or the cylinder pressure, intro-
duce new possibilities for control. This simultaneous development of the
demands and the possibilities for the control systems of these subsystems
ensures a continued need for research in these fields.
Finally, there still lies some untapped potential in the coordinated control
of the three subsystems air path, combustion, and exhaust-gas aftertreat-
ment. Although they may be controlled separately, an optimal operation
of the engine can only be achieved if they are being coordinated by a super-
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visory controller. Such a supervisory controller could adapt the reference
values of the underlying control systems such that the performance of the
overall system is optimized. The EEMS approach presented in chapter 4
would be suited well to carry out such an online optimization of the overall
system. In the case of an application in a hybrid vehicle, this supervisory
controller could also carry out the energy management. To this end, a
combination of the EEMS approach with the ECMS approach could be
considered. Such a development would be a step toward a global power-
train controller, which could help unlock the full potential of complex
power trains combining various prime movers.
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