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Abstract:

The main objective of this thesis is the time-dependent Monte Carlo simulation of
lung cancer patient treatments with scanned beams of protons.

Lung cancer remains the leading cause of cancer death worldwide, and radiother-
apy plays a crucial role in its management. Due to their superior physical properties,
protons are becoming more popular in the field of radiotherapy, which is conven-
tionally delivered using photons. Proton therapy is currently mainly delivered using
passively scattered beams, though most centers in planning will employ scanned
beams for treatment. Irradiation with scanned beams of protons promises further
improvements, however challenges remain in the areas of dose calculation accuracy
and concerning the interference between beam and respiratory motion, termed the
interplay effect.

To enhance the delivery accuracy of scanned proton beams and exploit their
properties, improved dose prediction is crucial. To quantify the increased accuracy
in dose calculation that can be gained by using Monte Carlo methods, they are
validated experimentally in the first part of this work using a passively scattered
proton beam in a static lung phantom. Comparing the results to analytical dose
calculation methods currently employed clinically, we can confirm the superiority of
Monte Carlo methods, especially in the modeling of multiple coulomb scattering in
the complex lung geometries under investigation.

Subsequently the Monte Carlo code is adapted to two specific active scanning
beam lines at Paul Scherrer Institut (PSI) and Massachusetts General Hospital
(MGH), confirming that the limited amount of scattering in the gantry enables
us to perform phase space based simulations starting close to the patient surface.
It is also demonstrated how to model the initial energy spectrum accurately to
reproduce dose measurements in water. Furthermore we show how to translate the
output of the treatment planning system to a phase space of protons and perform
static simulations in patients for liver, head&neck and lung.

Thereafter motion of the patient is added to the Monte Carlo simulations by
using four-dimensional computer tomography data and deformable image registra-
tion. The interplay effect is then quantified in 10 patients with varying tumor motion
treated with scanned proton beams of two different sizes, representing the spot sizes
at PSI (SmallSpots) and MGH (BigSpots). The results show the profound impact of
the beam size and estimate the averaging that can be expected from fractionation,
i.e. the spreading of the irradiation over many sessions.

Finally, various methods to mitigate the interplay effect are investigated, such
as rescanning the target repeatedly and gating, the restriction of the irradiation to
specific motion states. Techniques to mitigate the effect even for single treatment
sessions are important, as there is a trend to restrict the treatment of lung cancer to
just a few sessions, termed Hypofractionation. The simulations show the efficiency
of rescanning and gating in mitigating the interplay effect up to extensive target
motion, as well as circumstances in which their performance is inadequate.

The work presented explores the motion effects from the interference of scanned
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proton beams and moving targets in patients using Monte Carlo simulations. The
encouraging results demonstrate how to prevent this interplay effect and bring the
treatment of lung cancer with scanned proton beams closer to application.
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Zusammenfassung:

Das Ziel der vorliegenden Dissertation ist die vier-dimensionale Monte Carlo Simu-
lation der Behandlung von Lungenkrebspatienten mit magnetisch deflektierten Pro-
tonenstrahlen (pencil beam scanning).

Lungenkrebs ist nach wie vor einer der weltweit am häufigsten auftretenen Kreb-
sarten und Strahlentherapie spielt eine zentrale Rolle in seiner Behandlung. Konven-
tionelle Strahlentherapie mit Röntgenstrahlen ist weit verbreitet, die Verwendung
von Protonenstrahlen erfreut sich jedoch aufgrund Ihrer überlegenen physikalischen
Eigenschaften zunehmender Beliebtheit. Zur Zeit verwenden die meisten Zentren
für Protonentherapie eine passive Streutechnik (passive scattering), der Grossteil
der in Bau und in Planung befindlichen Zentren wird jedoch auf die fortschrit-
tlichere Technik der magnetischen Deflektion von dünnen Teilchenstrahlen (pencil
beam scanning) setzen. Diese Technik verspricht weitere Verbesserungen in der
Genauigkeit der Behandlung, lässt aber noch weitere Fragen offen bezüglich Inter-
ferenzeffekten zwischen der Bewegung des Strahls und des Tumors aufgrund der
Atmung des Patienten (interplay effect).

Um die Vorteile von pencil beam scanning optimal zu verwenden sind bessere
Arten der Dosisberechnung in Patienten notwendig. Der zusätzliche Nutzen von
Monte Carlo Simulationen zu diesem Zweck wird im ersten Teil der vorliegenden
Arbeit quantifiziert. Darin werden klinisch verwendete Methoden zur Dosisberech-
nung von passiv gestreuten Protonenstrahlen mit Monte Carlo Simulationen und
Messungen in einem statischen Thoraxphantom verglichen.

Anschliessend wird der Monte Carlo Code angepasst um die Behandlung mit
pencil beam scanning an zwei verschiedenen Zentren zu simulieren, wobei das En-
ergiespektrum der Protonenstrahlen jeweils an Messungen angepasst werden muss.
Die geringe Streuung der Protonen in dieser Technik erlaubt es uns die Strahlen
erst kurz vor dem Eintritt in den Patienten zu modellieren und wird an Tumoren in
unterschiedlicher Lage erfolgreich erprobt.

Darauffolgend wird die Bewegung der Patienten durch vier-dimensionale Com-
puter Tomographie und Bildregistrierung (deformable image registration) in die
Simulationen integriert. Der sogenannte interplay effect wird daraufhin für 10
Patienten und zwei verschiedene Strahlgrössen evaluiert, die denjenigen am Paul
Scherrer Institut (PSI = SmallSpots) und Massachusetts General Hospital (MGH =
BigSpots) entsprechen. Die statistischen Auswirkungen von Fraktionierung, d.h. der
Aufteilung der Behandlung über mehrere Sitzungen, werden ebenfalls abgeschätzt.

Schliesslich werden unterschiedliche vorbeugende Massnahmen gegen den in-
terplay effect studiert, insbesondere das mehrmalige Abtasten des Tumors (res-
canning) und die zeitliche Einschränkung der Behandlung auf gewisse Phasen im
Atmungzyklus (gating). Die Verhinderung dieses Effektes auch für einzelne Be-
strahlungssitzungen wird immer wichtiger, da klinische Behandlungprotokolle zu im-
mer weniger Sitzungen tendieren (Hypofraktionierung). Die Resultate zeigen unter
welchen Randbedingungen rescanning und gating die geplante Dosisverteilung im
Tumor wiederherstellen können und wann diese Methoden unzureichend sind.
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Die vorliegende Arbeit untersucht die unerwünschten Effekte, die sich aus dem
Zusammenspiel von Tumor- und Strahl-Bewegung ergeben können, mittels Monte
Carlo Simulationen. Die vielversprechenden Resultate zeigen Möglichkeiten auf
diesen interplay effect zu mindern und sind ein wichtiger Schritt zur Behandlung
von mobilen Lungenkarzinomen mit magnetisch deflektierten Protonenstrahlen.
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1.1 Proton Therapy: Background and Significance

Figure 1.1: Original figure from Wilson’s publication on the radiological use of fast protons. The dotted
curve shows the dose deposition for a single 140MeV proton, the full curve a qualitative
estimation for a beam of monoenergetic protons of that energy [142].

The use of protons to treat cancer was first suggested by Robert Wilson 1946 in
his seminal publication [142], in which he noted
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"It will be easy to produce well collimated narrow beams of fast
protons, and since the range of the beam is easily controllable, precision
exposure of well defined small volumes within the body will soon be
feasible."

Figure 1.1 from his original publication demonstrates the physical characteristics
of proton energy loss, namely the finite range of penetration and their relatively low
initial energy loss at the surface that increases towards the end of their range,
leading to a narrow region of high ionization density, termed the Bragg peak. The
interactions of protons and the reasons for these characteristics will be discussed in
detail in chapter 2.1

Soon thereafter, first investigations into the biological effects of protons were
undertaken at the University of California, Berkeley, and the first patients were
treated from the 1950’s on in Berkeley, Sweden and the Soviet Union [2]. Up to
this date, over 90’000 patients have been treated with protons worldwide and the
number of centers employing protons or other charged ions is steadily increasing1.

Figure 1.2: Energy deposition as a function of depth for 15 MV photons and a proton spread out Bragg
peak. The tumor is marked in red and the red lines indicate an "ideal" dose distribution,
delivering a uniform dose solely to the target [127].

In order to deliver a homogeneous dose, i.e. energy deposition, to a specific
volume, many individual Bragg peaks of different energies can be weighed together
to create a so called spread out Bragg peak (SOBP), as visualized in figure 1.2.
It shows the dose deposition as a function of depth in water for a proton SOBP
and a photon beam for comparison. Photons have an initial build-up over the first
millimeters, after which they deposit an exponentially decreasing dose, delivering

1For a list of particle therapy center currently in planning and operating, please visit the home-
page of the Particle Therapy Co-Operative Group (PTCOG) at http://ptcog.web.psi.ch.



1.1. Proton Therapy: Background and Significance 3

significant amounts of dose proximal and distal to the target. Protons on the other
hand deposit less dose before and no dose after the target due to their finite range.

After acceleration to high enough energy, protons typically form a nearly mono-
energetic beam of small lateral size and angular divergence. To be useful to treat
extended volumes in patients the beam has to be spread laterally and in depth, as
described in the next chapter.

1.1.1 Delivery Techniques

Two main approaches exist for spreading the beam laterally and in depth in order
to irradiate the target in proton therapy, passive scattering and active scanning.

1.1.1.1 Passive Scattering

range shifter scatter

collimator
compensator

patient

target100 dose
wheel foils

Figure 1.3: Schematic representation of passive scattering, showing the range shifter modulating the beam
in depth and the scatter foils spreading it laterally. Collimator and Compensator then conform
the beam to the target, though high proximal dose remains due to the constant modulation
width. Figure courtesy of Silvan Zenklusen (NIRS, Chiba).

In passive scattering the lateral spread of the protons is produced by placing
scattering foils in the beam to provide a near uniform fluence across the field, as
shown schematically in figure 1.3.

As the resulting angular distribution after scattering in a single foil is Gaussian,
one either has to place the scatterer far upstream and only include the central part
of the field, or place a second scatterer in the beam to make the fluence uniform [71].
The former approach requires a large drift distance and results in low efficiency of
the beam used, as most of the protons are removed from the field. The latter,
more popular, approach includes a second scatterer which is made of a combination
of high- and low-Z materials to ensure the same energy loss of all protons and a
spatially uniform fluence.

To provide uniformity of irradiation in depth, the nearly mono-energetic beam
either passes a wheel of varying thickness that rotates in the beam, such as the
range shifter wheel in figure 1.3 [70,142], or a ridge filter constructed from ridges of
variable thickness absorbers [76].
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After the spreading of the beam to a field homogeneous in depth and laterally, the
field is then restricted using a patient- and field-specific collimator and compensator.
The collimator restricts the dose to the outline of the tumor in beam’s eye view,
and the compensator shapes the dose distribution in depth to conform to the distal
edge of the tumor.

The SOBP’s width in depth however remains constant, leading to over-
irradiation of healthy tissue proximal to the tumor, indicated in figure 1.3, which
becomes especially important for irregular targets.

In this passive beam dispersal technique the entire volume is essentially irradi-
ated simultaneously, which has advantages in the case of motion as we will discuss
in chapter 1.3.

1.1.1.2 Active Scanning

patient

target

sweeper magnets

T U

degrader

S

Figure 1.4: Schematic representation of active scanning: the sweeper magnets deflect the beam laterally
and the degrader switches the energy to irradiate multiple layers. Figure courtesy of Silvan
Zenklusen (NIRS, Chiba).

In Active Scanning, the desired dose distribution is formed by scanning the
pencil beam laterally using magnetic fields and in-depth by changing its energy
[104]. Shown schematically in figure 1.4, this technique allows conformation in all
dimenions and irradiates less normal tissue than passive scattering, especially for
targets of irregular geometry. Since there is no need for field-specific hardware
(collimators and compensators), multiple fields can be delivered consecutively and
the treatment can be adapted more easily in case of geometric changes [128].

The main advantage of this method is the possibility to optimize the fluence
of each pencil beam independently, allowing for the delivery of inhomogeneous
fields. This so called Intensity Modulated Proton Therapy (IMPT) [80] allows for
higher conformity and sparing of critical structures in proximity to the target.This
is demonstrated in figure 1.5, where the three inhomogeneous dose distributions in
the top row cover the target while sparing the spinal cord in its middle.

In this work we focus on discrete spot scanning, in which the beam is interrupted
between the delivery of single spots to allow for accurate settling of the scanning
magnets. In raster and continuous scanning the beam remains on while scanned
laterally, for the latter the beam intensity can vary dynamically as well [2].
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Figure 1.5: Example of Intensity Modulated Proton Therapy: the ensemble of inhomogeneous dose dis-
tributions cover the target homogeneously while sparing the spinal cord in its middle. Figure
courtesy of Jan Unkelbach (Harvard Medical School, MGH).

1.1.2 Biological Effect of Protons

Different types of radiation do not result in the same biological effect for the same
amount of physical dose, which is given in Gray ([Gy] = [J/kg]). To relate biological
effects from different types of radiation the concept of relative biological effectiveness
(RBE) has been introduced. The RBE of a specific kind of radiation is the ratio of
the physical doses

RBE =
Dreference

D
, (1.1)

that produce the same biological effect (for example cell kill), where the reference
radiation is usually Cobalt-60 [55]. The RBE therefore normalizes the dose for
different types of radiations to give rise to the same biological effect.

As protons lead to different patterns of microscopic energy deposition, their RBE
is generally slightly higher than for photons. Even though the exact ratio depends
on the energy of the protons and the cell type irradiated among other factors, for
clinical purposes we generally assume a fixed RBE of 1.1 [46,101].

For this reason absorbed doses throughout this thesis are usually denoted by
Gy(RBE), i.e. corrected for the relative biological effectiveness of protons.

1.2 Treatment of Lung Cancer

Lung cancer is the most common cancer worldwide, in terms of incidence as well
as mortality. The incidence is highest in North America and Europe. In the US,
the estimated lung cancer incidence 2008 was 215’000 cases, with a mortality of
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161’840 [61], in Europe the figures are 390’900 and 342’100, respectively [41]. Figure
1.6 shows the incidence of common cancers for males in the United States.

Figure 1.6: Annual age-adjusted rates of cancer for males in the United States [61]

Survival depends strongly on stage, ability to undergo surgery and other factors,
but overall the prognosis tends to be poor, with a 5-year overall survival rate of only
10-15% [43].

For early stage lung cancer (i.e. stage I-II), the gold standard remains surgical
resection, if the patient’s performance status allows for it and the tumor is judged
to be completely resectable. Unfortunately only 30% of lung cancer patients present
with early stage disease, in the other 70% the disease has already locally advanced
(stage III) or spread metastatically to distant organs (stage (IV).

Radiation therapy plays a significant role in the management of lung cancer since
the 1960’s, when a trial by the Veterans administration [143] assessed its role in the
treatment of unresectable Non-Small-Cell Lung Cancer (NSCLC).

For radiation therapy of early stage NSCLC, Stereotactic Body Radiation Ther-
apy (SBRT) is now preferentially applied instead of normally fractionated treat-
ments. SBRT usually delivers high biologically equivalent doses (>100Gy) in typ-
ically <5 fractions, and has shown superior local control and overall survival. For
centrally located and larger lesions however, SBRT has proven too toxic [22,97,136].

For locally advanced disease, concurrent chemo- and radiation therapy is often
the treatment of choice. Due to high failure rates the prescribed dose has been
escalated over the past decade, with a host of studies now reporting the safety and
efficacy of 74 Gy in 2 Gy/fraction in a concurrent setting [16,29,116].
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Figure 1.7: Comparison between passive scattering (left) and active scanning (right) in a lung cancer
patient. The green contour indicates the tumor to be treated [149].

1.2.1 Proton Therapy in the Treatment of Lung Cancer

Protons have been shown to improve the dose distribution further due to their supe-
rior physical characteristics. Especially IMPT could be able to reduce the dose to the
lung and other normal tissues significantly, particularly for complicated cases involv-
ing lymph nodes. Therefore IMPT could be used to either further escalate the dose
to improve patient outcome or reduce the toxic side-effects of the treatment [149].
Figure 1.7 shows the comparison in an actual lung cancer patient between active
scanning on the right and passive scattering on the left, demonstrating the difference
in dose conformity and excessive dose to the normal lung in passive scattering.

Furthermore active scanning techniques could be used to adapt the treatment
to changes in anatomy, such as tumor shrinkage, which usually increase the dose to
the normal lung if not accounted for [58].

1.3 The Interplay Effect

There is increasing interest in treating lung cancer with actively scanned protons, not
only to improve treatment outcome and reduce side effects, but also because most
proton centers under construction and in planning will only offer active scanning as
delivery modality [153].

Targets in the lung, as well as liver and to some extent prostate, exhibit intra-
fractional motion due to respiration [75]. For passive scattering delivery this can
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be adequately accounted for by enlarging the treatment field to cover the tumor
in every breathing phase, due to the simultaneous nature of the field delivery [65].
Though this approach causes additional irradiation of healthy normal tissue, it is
successful in maintaining a homogeneous dose to the tumor and is used at several
institutions.

Figure 1.8: Two dose distributions in the patient. Left: simulated on the static CT Right: simulated
on the 4D-CT including respiratory motion. The orange contour shows the position of the
target at the end of exhalation and the yellow contour the envelope of tumor motion over all
breathing phases. The color bar is in percent of prescribed dose to the target.

For active scanning delivery on the other hand, interference between the motion
of the pencil beam and the target can cause complex patterns of over- and under-dose
within the target, first reported by Phillips et al [109]. Figure 1.8 shows the severe
dosimetric consequences of this interplay effect : on the left is the dose distribution
simulated in a static geometry, and on the right a simulation including respiratory
motion, showing large areas of lower than expected dose within the target.

Several techniques have been proposed to mitigate this effect [9], for example
re-irradiations of the target (rescanning) and restriction of the treatment to certain
phases of the breathing cycle (gating). These techniques will be introduced in detail
in chapter 6.1.1.

1.4 Structure & Aims

The previous section (chapter 1) served to introduce the merits of proton therapy,
introduced the techniques to deliver the treatment and motivates the use of actively
scanned protons for lung cancer. Furthermore the main obstacle of introducing
the technique of active scanning to the treatment of moving lung tumors has been
presented, the interplay effect.
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The overall goal of this work is the time-dependent Monte Carlo simulation
of Lung Cancer patients treated with scanned beams of protons to simulate the
interplay effect and investigate methods to mitigate its consequences.

To achieve this goal four aims were realized:

I Evaluation of Monte Carlo simulations in a static lung phantom for
passive scattering
The next section (chapter 3) first gives an overview over the interactions of
protons and further describes the Monte Carlo code used to simulate them
(chapter 2.2). Next the clinical algorithm (chapter 2.3) is presented, which
is then compared to Monte Carlo simulations and measurements in the first
results section (chapter 3).

II Development of Monte Carlo code for active scanning
Thereafter we adapt our Monte Carlo code to active scanning simulations
(chapter 4), deriving the energy spread with the help of an analytical model
(described in chapter 2.1.4) and performing first patient simulations of active
scanning treatments (chapter 4.3.1).

III Time-dependent patient simulations of active scanning to quantify
the interplay effect
For simulations in moving targets we need methods to map between motion
states (deformable image registration, chapter 2.4) and to evaluate the re-
sulting inhomogeneous dose distribution (chapter 2.5). Subsequently time-
dependence of the patient CT is introduced into the Monte Carlo simulations
(chapter 5) and the interplay effect is quantified for 2 different pencil beam
sizes in 10 patients.

IV Mitigation of the interplay effect
Finally, various techniques (chapter 6.1.1) to mitigate the dosimetric conse-
quences of motion are tested in patients that have shown a significant interplay
effect and the results presented in chapter 6.
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This section gives first an overview over the interactions of protons in matter
(chapter 2.1), followed by how they were simulated with Monte Carlo methods
(chapter 2.2) and finally how the dose distributions are calculated in the clinic
(chapter 2.3).

Chapter 2.4 describes deformable image registration, which is necessary to com-
pute the dose to a moving geometry and 2.5 introduces metrics to analyze such
deformed dose distributions in the patient.

2.1 Physical Interactions of Protons with Matter

Passing through matter, protons are subject to three main phenomena [47]:

Stopping describes the slowing down and energy loss process, mainly through elec-
tromagnetic interactions with atomic electrons.

Scattering results in angular deflections due to electromagnetic interactions with
atomic nulei.

Nuclear Interactions are relatively rare compared to the electromagnetic inter-
actions with electrons and nuclei, yet have significant effects on the patterns
of energy absorption.
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2.1.1 Stopping Theory

Generally the rate of energy loss for charged particles, the stopping power S, is
expressed as energy lost per unit path length MeV/cm, divided by the density ρ of
the material to give the mass stopping power

1

ρ
S = −dE

dx
=

1

ρ
Scol +

1

ρ
Srad, (2.1)

which can be further subdivided in to a collision and radiative term [152]. Srad,
indicating Bremsstrahlung interactions, is negligible for heavier charged particles
like protons compared to the collision term Scol, why we’ll focus on the latter.

In the early 1930’s Bethe [13] published a theory in which the energy loss of
heavy charged particles in an absorber is calculated using the Born approximation,
which is applied to the collision of the heavy charged particle with atomic orbital
electrons. It assumes quantized momentum transfer and was extended to relativistic
energies, to yield the Bethe equation for mass stopping power

1

ρ
Scol = −4πr2emc

2

β2
1

u

Z

A
z2L(β), (2.2)

where re = e/mc2 is the classical electron radius, mc2 the electron rest energy,
atomic mass u, β = v/c, Z and A atomic number and relative atomic mass of the
target atom and z the charge number of the projectile. These first terms give the
general features of the interactions of charged particles with matter, while the last
term, the stopping number L(β) describes the fine details. The energy loss due
to collisions with electrons is therefore proportional to the charge z2 and inversely
proportional to the velocity v2 of the projectile

dE
dx
∝ z2v−2, (2.3)

which already explains the increasing energy deposition with depth resulting in the
Bragg peak described in the introduction (figure 1.1).

L(β) is usually grouped into a main term L0(β) and additional terms for the
Barkas correction (zL1) and the Bloch correction (z2L2). The main term is

L0(β) =
1

2
ln
(

2mc2β2Wm

1− β2

)
− β2 − lnI − C

Z
− δ

2
, (2.4)

where I is the mean excitation energy of the target absorber, C/Z the shell correction
and δ/2 the density correction factors. Wm is the maximum kinetic energy that can
be imparted to an electron by a particle with mass M :

Wm ≈
2mc2β2

1− β2
, if M >> m. (2.5)

In the energy range and dimensions crucial to proton therapy, i.e. around 3-
300 MeV, the corrections mentioned above are all small and the main uncertainty
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comes by far from mean excitation potential I. In principle I can be derived from
atomic structure calculations, though these results have been shown not to be suf-
ficiently accurate [152]. In practice I is fitted to experimental results or otherwise
interpolated according to theory.

For charged particles stopping in mixtures or compounds Bragg’s additivity rule
is used, which approximates the stopping power by a linear combination of the
constituents j weighed by their mass fraction wj

(1/ρ)Scol ≈
∑
j

(1/ρ)wjScol,j , (2.6)

which is again a good enough approximation for energies in our range, non-linearity
only becoming important for very low energies.

For water multiple tabulated stopping power and range tables exist [60, 152],
though they differ slightly, leading to an uncertainty in I on the order of 1-2 %.

2.1.1.1 Range and Straggling

As heavy charged particles transfer only small amounts of the incident particle’s
kinetic energy in individual ionizing collisions, it is convenient to think of the particle
that is moving through an absorber as losing its kinetic energy gradually in the so
called continuous slowing down approximation (CSDA) [7]. Once the stopping power
S is know as a function of energy, the CSDA range is defined as

RCSDA =

∫ Ei,k

0

dE · ρ
S(E)

, (2.7)

where Ei,k is the initial kinetic energy of the charged particle.
The mean projected path length is slightly smaller due to the small angular de-

flections (described in the next chapter), however the difference is on the order of ≈
0.1% for clinical energies [60]. This is the reason it makes sense to discuss stopping
before multiple scattering, as latter has almost no effect on the slowing down of
protons.

As many individual interactions in the absorber affect the particles path, there
are statistical fluctuations among the particles even in a mono-energetic beam.
Therefore not all of them will stop at the same depth, which is termed range strag-
gling. Janni [60] tabulates range straggling for different materials, which only in-
creases slightly for higher Z and is ≈ 1% for light materials [47].

2.1.2 Scattering Theory

While interactions with the atomic electrons hardly deflect fast protons, they are
scattered by a multitude of Coulomb interactions with atomic nuclei, termed Multi-
ple Coulomb Scattering. The theory behind it was described in the 1940’s by Moliere,
first for single scattering in the Coulomb field of the nucleus, which is screened by the
atomic electrons [87]. He further applies the results to plural scattering, which he
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defines as "several events", and multiple scattering for very many scatter events [88].
I will just sketch the broad strokes of the theory here, a more involved discussion
can be found in [48].

Instead of a single scattering parameter θ0 as in Gaussian scattering, Moliere
introduces two important quantities, the characteristic single scattering angle χc
and the reduced target thickness B, which is a dimensionless quantity proportional
to the logarithm of the normalized target thickness. These can then be used to
define a characteristic multiple scattering angle

θM =
1√
2

(χc
√
B), (2.8)

which plays a similar role as θ0 in Gaussian scattering.
In the simple case of a thin scatterer, i.e. under the assumption that the incident

particle with charge number z, momentum p and speed v does not lose significant
energy to change the kinematics, the characteristic single scattering angle is given
by

χ2
c = 4πNA

(
e2

~c

)2

(~c)2
z2Z2

A
· t

(pv)2
, (2.9)

with Avogadro’s constant NA, the fine structure constant (e2/~c) and the target
described by atomic number A, atomic weight Z and its thickness t (in g/cm3). On
average a particle suffers one single deflection >χc in its traversal. Together with
the screening angle χa, which incorporates the Born parameter, B from above is
defined as

ln
(

χ2
c

1.167χ2
a

)
= B − lnB. (2.10)

With a reduced angle variable

θ′ ≡ θ

χc
√
B
, (2.11)

Moliere writes the distribution function f(θ) as a power series in 1/B starting with
a simple Gaussian:

f(θ) =
1

2πθ2M

1

2

[
2e−θ

′2
+
f (1)(θ

′)

B
+
f (2)(θ

′)

B2

]
, (2.12)

where

f (n)(θ′) =
1

n!

∫ ∞
0

y dy J0(θ
′y) ey

2/4

(
y2

4
ln
y2

4

)n
. (2.13)

Equations 2.12 and 2.8 can be used to compute the scattering probability density
f(θ) and the multiple scattering angle for targets with Z»1. For lighter nuclei, where
scattering off atomic electrons plays a role, Bethe [12] proposed a modification of
equation 2.9 with Z(Z + 1), while Fano [40] in a more exact correction modifies the
screening angle χa and therefore B.
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2.1.3 Nuclear Interactions

Additional to the electromagnetic interactions with electrons and nuclei discussed
in the last chapters, protons also interact via the strong interaction with target
nuclei [47]. ICRU report 63 differentiates between three kind of nuclear interaction:

elastic reactions refer to those in which total kinetic energy is conserved and the
internal states of incident particle and target remain unchanged, i.e. no exci-
tation occurs.

nonelastic are all reactions in which the kinetic energy is not conserved, i.e. the
target nucleus might disintegrate and new particles (e.g. alpha particles) can
be ejected or particle transfer reactions can take place.

inelastic interactions are actually a sub-class of nonelastic ones in which the final
target nucleus is of the same kind as the initial one, but the kinetic energy is
not conserved, for example because of excitation of the target nucleus.

Figure 2.1: Monte Carlo simulations showing the absorbed dose as a function of depth and its components
for a 160 MeV pristine peak in a water phantom. The total absorbed dose is shown as
percentage of the total peak dose and the individual components are shown as percentage of
total dose at that depth. The distribution is cut at the depth where no primary particle is
detected anymore (the total dose deposited at this point is 0.041% of peak dose).

Nuclear interactions occur above a proton energy of around 20 MeV at a rate
of ≈1% per g·cm−2 [14, 60]. Their consequences on the dose distribution are the
following:
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• They create a halo of neutrons, part of which interact outside the field yielding
a low dose envelope, while the other part escapes the patient without further
interaction, leading to a slight mismatch between the absorbed dose and the
initial energy of the protons [115].

• The scattered incident protons and other secondary protons ejected in nonelas-
tic nuclear interactions further contribute to the halo of low dose far out of
the primary radiation field [27].

• In the case of target fragmentation heavy nuclei can deposit biologically very
effective doses, i.e. with a high RBE, in very close proximity of the interaction.

• They reduce the fluence of primary protons, as already mentioned above.

Figure 2.1 shows the contribution of the different particles to absolute dose by
a 160 MeV proton beam simulated in a water phantom as a function of depth. The
secondary protons account for up to 8% at a given depth and show a build-up effect
due to their forward peaked emission. This includes the contribution of neutrons,
which deposit their dose indirectly via secondary protons.

Among the other light secondaries (A<5), only alpha particles cause a significant
contribution to the dose deposited, while deuteron, helium-3 and triton are orders
of magnitude below. Note the relatively large contribution of heavy secondaries
(A>4) to the total dose deposited, i.e. up to 0.6%. Detailed investigations have
shown however that the remaining range of these heavy recoil particles is in most
cases too small to inflict biological damage [50].

2.1.4 Analytical Model of the Bragg Peak

The energy deposition of charged particles in matter leading to the Bragg peak is
well described by the Bethe equation discussed previously. However, this analyt-
ical description of the depth-dose curve is not easily integrated [39]. This means
numerical methods are typically used to interpolate between Bragg curves or to su-
perimpose them to calculate SOBPs. Bortfeld derived an analytical approximation
of the depth dose distribution for protons based on the assumption that the range-
energy relationship follows a power-law [14, 15]. Hence we sketch the derivation of
this analytical expression here, as we will use it later in chapter 4 to derive the
energy spread of the proton beam.

The model is based on a power-law relationship describing the dependency be-
tween range and energy

R0 = αEp, (2.14)

with range R0 and energy E. For range straggling within the medium, a Gaus-
sian distribution of ranges of individual protons within a Bragg peak is assumed.
This arises from the statistical nature of the many electromagnetic interactions be-
tween the protons and the electrons in the target. Even though multiple Coulomb
scattering is expected to render the distribution slightly asymmetric towards lower
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energies, for protons in a clinical significant energy range this is however a good
approximation. Consequently, the Gaussian around the mean depth z(E,E0) with
the standard deviation σz(z) can be folded into the ’pure’ dose distribution D̂(z), in
which every proton has the exact same remaining energy (and hence range) at each
depth z. The width σz(z) of this distribution increases with depth and peaks at
σ ≡ σz(R0). Use of a constant is highly accurate since at low depths, where the real
value would differ most, the depth dose profile is very smooth, such that the effects
of folding a Gaussian are mitigated, allowing us to write the depth dose curve as

D(z) =
1√
2πσ

∫ R0

−∞
D̂(z)e

−(z−z)2

2σ2 dz, (2.15)

where D̂(z) is the dose distribution of a mono-energetic beam and σ ≡ σz(R0). This
still assumes the proton beam is initially mono-energetic, while the beam at nozzle
exit of a proton therapy beamline will typically consist of two major components:
a Gaussian peak around E0 and a tail towards lower energies, coming from scatter
of components in the beam transport and energy selection systems. Since we are
interested in the area around the peak, the impact of the low-energy tail of the
distribution will be negligible in our calculations and thus we will focus on the
Gaussian. Assuming a small standard deviation σE,0 � E0, the power-law governing
the range-energy relation can be linearized around E0, permitting us to write it as
a range spectrum using 2.14, added to that of the mono-energetic beam

σ2 = σ2mono + σ2E,0

(
dR0

dE0

)2

= σ2mono + σ2E,0α
2p2E2p−2

0 . (2.16)

Including a linear model for the fluence reduction based on Janni’s tables [60], the
depth dose curve can be written using the gamma function Γ(x) and the parabolic
cylinder functions ∆y(x) as

D(z) = Ψ0
e−ζ/4σ1/pΓ(1/p)√
2πρpα1/p(1 + βR0)

×
[

1

σ
∆−1/p(−ζ) +

(
β

p
+ γβ

)
∆−1/p−1(−ζ)

]
,

(2.17)
with

ζ =
R0 − z
σ

, (2.18)

where Ψ0 is the primary fluence, b is the slope parameter of the fluence reduction
relation and γ the fraction of locally absorbed energy from nuclear interactions. The
parameters α and p stem from the range-energy relationship in 2.14.

With this analytical expression it is now possible to relate the shape of a mea-
sured depth dose distribution directly to the initial energy spread, which will be
used in chapter 4 to derive the input parameters necessary for the Monte Carlo
simulations.
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2.2 Monte Carlo Simulations

Monte Carlo Simulations offer numerical solutions to the behaviour of macroscopic
systems through simulations of its microscopic interactions. A solution is determined
by random sampling of the probability density functions, and as the number of
individual events (histories) increases, the reported average behaviour of the system
improves, i.e. its statistical uncertainty decreases.

The Geant41 Monte Carlo toolkit [3] provides a computational environment to
simulate the passage of particles through matter. It is being developed in a col-
laboration led by CERN2 and is geared towards high energy physics. The physics
processes cover a wide range, including electromagnetic, hadronic and optical pro-
cesses in an energy range from several TeV down to in some cases 250eV , depending
on the model.

2.2.1 Physics Models

Geant4 offers a wide range of models for various physical interactions in different
energy ranges, which can have a significant effect on the ensuing simulations. The
exact physics models used in the simulations have been validated against measure-
ments for protons of clinical energies [147].

2.2.1.1 Electromagnetic

Electromagnetic processes model the interaction of photons and charged particles:
multiple scattering, photoelectric effect, Compton scattering, ionization, Brems-
strahlung, Rayleigh scattering, positron annihilation, Cherenkov effect, synchrotron
and transition radiation, Auger emission, refraction, reflection, absorption, scintil-
lation and fluorescence. The analytical model used is derived directly from QED
calculations and applied down to 1keV , neglecting the binding energy of atomic
electrons (except for the photoelectric effect) and the recoil momentum of the nu-
cleus. We used the low-energy extension, which accounts for atomic and shell effects
down to 250eV .

The energy loss and ionization of hadrons above 2MeV is described by the Bethe
formula, as described in the last chapter. Below 2MeV a parametrization based on
ICRU49 [1] is used down to 1keV .

A condensed history algorithm is employed for multiple scattering [138], which
calculates the angular and spatial distribution of the scattered particle without using
the Moliere formalism [88].

2.2.1.2 Hadronic

Inelastic scattering is modeled by different formalisms applied to the different stages
of the interaction.

1GEometry ANd Tracking
2Centre Europeenne pour la Recherche Nucleaire = European Organization for Nuclear Research
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Intra-nuclear cascade: Primary (projectile) interacts with the nucleons residing
in the target in a series of two-particle collisions, leading to an intra-nuclear
cascade. For this stage the G4BinaryCascade [42] model is used, which is valid
in the range 100MeV -10GeV . The implemented cross sections are parame-
terizations of experimental data from the Particle Data Group [54].

De-excitation of the pre-equilibrium state nucleus is simulated by the
G4PreCompoundModel, which is applied to nuclei <100MeV until equilib-
rium is reached. The nucleons are viewed as ’exciton’ states that are not in
ground state and whose number defines the state of the nucleus. Additional to
interactions between excitons light ions can be emitted from the nucleus (up
to 4He). When all transitions are equally probable the nucleus has reached
statistical equilibrium, which invokes the next stage.

De-excitation of the equilibrium state nucleus: compound nucleus further
de-excites until energy-cutoff is reached, modeled by G4VEvaporation. Nu-
cleus is defined through mass, charge and excitation energy, which can be
above the separation energy, leading to further emission of particles.

Elastic scattering is modeled by combining the G4UHadronElasticProcess [59]
with the G4HadronElastic model, which includes an additional dataset for the scat-
tering of nucleons off hydrogen.

2.2.2 TOPAS: TOol for PArticle Simulations

We used TOPAS [107], a toolkit layered on top of Geant4, for all Monte Carlo sim-
ulations. TOPAS is aimed at medical physics applications and includes important
features, such as material conversion for computer tomography (CT) datasets and
efficient voxel navigation [119].

The patient CT contains the geometrical information needed for tracking the
particles in Hounsfield Units (HU), which are related to the attenuation coefficient
of the diagnostic x-rays used in the CT scanner. To model the interactions in
Monte Carlo simulations however, the exact chemical composition and mass density
is needed to calculate the cross section for various physics processes. We use a con-
version from HU to human tissues based on [117], which uses 26 elemental material
compositions to describe the patient anatomy. Each tissue is given a varying density
as function of HU, leading to over 3000 distinct materials, from air (HU=-1000) to
titanium (HU=3061), as described in [100].

2.3 Treatment Planning & Optimization

Treatment planning is the process of simulating a given arrangement of beams and
their weighing factors, a treatment plan, in a specific patient anatomy based on imag-
ing studies. Usually the planning is done on CT studies with additional delineation
of target volumes and organs at risk (OAR).
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For the patient study described in chapter 3, clinical medical physicists planned
the treatments using XiO (Computerized Medical Systems). These plans were op-
timized manually, as the planners select appropriate beam angles and weights by
hand. For the pencil beam treatments calibrated in chapter 4 and simulated in
chapters 5&6, we use ASTROID [72], an in-house developed software, to optimize
the plan.

The planning was done on the average intensity CT of the patient, which is
the average of the phases of the 4D-CT. The target specified was the envelope of
motion of the tumor, so that the target remains within the field in every breathing
phase. The voxel values in this so called IGTV (Internal Gross Tumor Volume), were
replaced by a value representing tumor density (HU=50) to guarantee coverage in
every breathing phase. This method has been shown to provide a good trade-off
between target coverage and irradiation of normal tissue for passively scattered
proton therapy [65].

We have consistently used two beams for each patient, with beam angles chosen
to minimize exposure of the normal lung. The multi-criteria optimization [28] within
ASTROID was used to minimize the dose to the normal lung while maintaining
target coverage >99% of the prescribed dose.

Both XiO and ASTROID use a similar pencil beam algorithm to calculate the
dose distribution of the proton beams in the patient, as described in the following
chapter.

2.3.1 Pencil Beam Algorithm

To calculate the dose in the patient, ASTROID and XiO use a pencil beam algorithm
based on [57]. The dose to a point from a specific pencil beam is given by a central
axis term C(z′) and an off-axis term O(x′, y′, z′)

d(x′, y′, z′) = C(z′)O(x′, y′, z′), (2.19)

where the central term is taken from the measured broad-beam depth dose distri-
bution in a water phantom, modified by an inverse-square correction:

C(z′) = DD(deff )

(
ssd0 + deff

z′

)2

. (2.20)

ssd0 denotes the source surface distance for the measurement and deff the effective
depth

deff = R0 − (Rr − rpl(z′)), (2.21)

where R0 is the initial range of the protons and Rr the residual range upon entering
the patient. rpl(z) denotes the radiological path length

rpl(z) =

∫ z

surface
dz′WED(CT(z′)), (2.22)

where WED is the water-equivalent density of the CT value at the point z’.
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The off-axis therm is a Gaussian and represents the lateral flux distribution from
the radial emittance suffered by protons along the pencil beam’s central axis

O(x′, y′, z′) =
1

2πσtot(z′)2
exp

(
− x′2 + y′2

2σtot(z′)2

)
, (2.23)

where σtot(z′) is the standard deviation of the radial emittance which will be dis-
cussed in detail below.

The dose to a given point in the patient is now determined by integration over
all contributing pencil beams

D(x, y, z) =

∫∫
dx′dy′Ψ0(x

′, y′)
C(x′, y′, z′)

2πσtot(x′, y′, z′)2
exp

(
−(x′ − x)2 + (y′ − y)2

2σtot(x′, y′, z′)2

)
,

(2.24)
where Ψ0(x

′, y′) is the intensity profile of the open beam.
The total gaussian radial emittance is composed of three components,

i) scattering in devices upstream of the beam-limiting devices (if applicable) is
implemented as increasing the effective source size σsource.

ii) scattering in devices downstream of the beam-limiting devices is incorporated as
increasing the spatial standard deviation at the depth of the point of interest
by an additional emittance σsrm.

iii) multiple scattering within the patient is modeled as scattering in an infinitely
thick material, and is only a function of the water-equivalent depth rpl(z):

σpt = y0(rpl(z)). (2.25)

y0 is a Gaussian distribution describing the radial distribution of fluence and
can be calculated using the generalized Highland approximation [48] to have
a standard deviation at depth t′ of

y0(t
′) = 14.1

(
1 +

1

9
log10

(
t′

LR

))[∫ t′

0

(
t′ − z
pv

)2 ρ

LR
dz

]1/2
, (2.26)

where LR is the radiation length of the material and pv the product of momen-
tum and velocity of the protons at depth t′. Usually the curves are normalized
by the full residual range and pre-tabulated to enable quick look-up by the al-
gorithm. This formula is obtained by fitting Bethe’s modification of Moliere’s
theory, as described in equation 2.8, over a range of target thicknesses and
materials. This approximation has been well tested and yields results almost
as accurate as Molieres full theory [48].

The contributions from these three components are summed in quadrature to
provide the total standard deviation of the radial distribution of the pencil beam
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profile:

σtot =

[
σ2source

(
zp − zbld
zbld

)2

+ σ2rms + σ2pt

]1/2
, (2.27)

where zbld is the distance from the source to to the downstream face of the beam-
limiting device.

In active scanning, where little material is in the beam path, the first two terms
are replaced by the intrinsic lateral spread of the scanning nozzle σ0(RS , zp)2, which
is determined by the properties of the scanning nozzle, magnetic steering and the
scatter in air, and which is a function of range and position along the beam axis [72].

2.3.1.1 Computational Implementation

Within ASTROID the physical pencil beams are given by their position at nozzle
exit, their spread σ and the total number of protons contained in them. To reach
sufficient lateral accuracy these pencils are sub-divided into bixels for computational
purposes, as schematically presented in figure 2.2.

Figure 2.2: Schematic of pencils j subdivided into bixels k(j), which receive contributions from multiple
pencils. Image courtesy of Hanne Kooy (Harvard Medical School, MGH).

Summing over all bixels in a surrounding area K the dose from a pencil j to a
point i is therefore

Dij =
∑
k∈K

Fj(k)Dik, (2.28)

with Fj(k) the fraction of protons to bixel k from pencil j. The dose in the patient
can therefore be computed by convolving the bixels with the fluence of the pencil
beams. The geometric accuracy of modeling pencil beams through inhomogeneous
geometries is greatly affected by the resolution of this computational bixel grid,
which is usually kept constant in the algorithm. For all calculations in this work
the bixel grid used by the pencil beam algorithm has been 2x2mm.
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2.4 Deformable Image Registration

To perform dose calculation in a moving geometry, it is necessary to map the co-
ordinates between different motion states to be able to calculate the dose that has
accumulated at a specific point. Figure 2.3 shows two such motion states, exhala-
tion (left) and inhalation (right), for a patient’s anatomy. The vectors superimposed
on the inhale phase point to their corresponding position on the exhale phase. To
find this vectorfield deformable image registration with B-splines was used, which is
briefly outlined in the chapter below.

(a) CT in exhale phase (b) CT in inhale phase with vec-
torfield to exhale

Figure 2.3: Coronal slice view of a right lung at full exhalation (a) and inhalation (b) from two phases of
4D CT set. The two volumes were registered by B-spline registration using the mean squared
error similarity metric. The full inhalation image (b) shows the voxel correspondence to the
full exhalation image as a superimposed vector field, which was subsampled and projected
into two dimensions for the sake of visualization. Figure courtesy of Tony Shackleford (Drexel
University).

Image registration is the process of transforming different sets of images into a
common reference coordinate system. Rigid registration is limited to global trans-
lations and rotations, which is sufficient to detect and correct misalignments in
rigid geometries, such as head and neck, but does not model changes due to organ
deformation, weight loss or tumor shrinkage [18].

Deformable image registration (DIR) on the other hand includes complex local
variations to find the mapping between points in one image and the corresponding
points in another. DIR is an ill-posed problem and there is generally no unique
solution to a registration problem. In its most general form DIR is formulated as
an optimization problem: finding the function g and h for two images I1(x, y, z)
(reference image) and I2(x′, y′, z′) (moving image), so that
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I1(x, y, z) = g(I2(h(x, y, z))). (2.29)

g is an intensity mapping function that describes the differences in image inten-
sities (essential for multi-modal registration, i.e. between different imaging modali-
ties), while h is a spatial 3D transformation so that h(x, y, z) = (x′, y′, z′) [18].

There is a variety of deformable image registration algorithms to solve the above
problem, which vary in the choice of similarity measure, transformation model and
optimization process [92].

Plastimatch, an open source software for high-performance volumetric registra-
tion [124], was used throughout the project for deformable image registration. It
is a common method to describe parametric elastic transformations as deformation
fields defined by a linear combination of a class of basis functions. Plastimatch uses
B-splines to define a continuous displacement field ν to map the corresponding vox-
els in images. The B-splines, short for basis splines, are piecewise cubic polynomials
that are combined in a linear fashion to represent the deformation

νx =
∑
l

piβi(x). (2.30)

First, the image is partitioned into equally sized tiles. In the 3D case, the vector
field ν at any given point is given by the 64 control points surrounding the voxel’s
tile. So for the x-component of the field at (x, y, z)

νx(x, y, z) =
3∑
l=0

3∑
m=0

3∑
n=0

βl(u)βm(v)βn(w)Px(i+ l, j +m, k + n) (2.31)

represents the B-spline interpolation and Px is the spline coefficient defining the
x-component of νx for the control points affecting the voxel. βl is the uniform cubic
B-spline basis function along the x-direction, expressed by the cubic basis splines

β0(u) = (1−u)3
6

β1(u) = (3u3−6u2+4)
6

β2(u) = (−3u3+3u2+3u+1)
6

β3(u) = u3

6

, (2.32)

with anolog expressions for βm for the y and βn for the z coordinates.
To measure and optimize the similarity between images, a cost function C is

necessary. We use the mean square error (MSE) to compare the deformed moving
image I2(x+ νx, y + νy, z + νz) to the reference image I1

C =
1

N

∑
x

∑
y

∑
z

(I1(x, y, z)− I2(x+ νx, y + νy, z + νz))
2 , (2.33)

where N is the number of voxels in the image. If the grid of control points is coarser
than the underlying image, tri-linear interpolation is used to create the intermediate
voxels.
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We used a multi-level approach, where optimization was first performed on a
coarser control grid and further used as input for a fine registration on the grid of
the original image.

A feature of B-splines is the fixed resolution of the control points, meaning that
the resolution of the optimization can only be improved globally, leading to large
numbers of control points in areas where the underlying image does not provide
much structure. Alternatively Bernstein polynomials or Bezier curves could be used
as basis functions for the transformation [131].

For minimization of the cost function in 2.33 gradient descent optimization is
used. The cost function gradient

∂C

∂P
=
∑

(x,y,z)

∂C

∂ν(x, y, z)

∂ν(x, y, z)

∂P
, (2.34)

quantifies the variation of C with varying underlying coefficient values P at each
control point and the summation includes all neighboring points affecting it. The
first term is only a function of the exact parametrization and cost function employed
and can be expressed as

∂C

∂ν(x, y, z)
= 2 · (I1(x, y, z)− I2(x+ νx, y + νy, z + νz))∇I2(x, y, z), (2.35)

using the deformed images gradient ∇I2(x, y, z).
The second term, ∂ν(x,y,z)∂P , describes how the vector field changes with the coef-

ficients at the control-points and can be written as

∂ν(x, y, z)

∂P
=

3∑
l=0

3∑
m=0

3∑
n=0

βl(u)βm(v)βn(w) (2.36)

according to 2.31, which is only dependent on the location of the voxel and the
exact parametrization 2.32.

So during the iterative optimization process this term does not have to be re-
computed at each step and can be stored in a look-up table. 2.35 on the other hand
depends on the current values of the deformation field ν and changes with each
iteration in the optimization process.

To find the coefficient P that minimizes the MSE (2.33), a quasi-Newtonian
optimizer (L-BFGS-B) is used. The optimization algorithm is a limited-memory
version of the Broyder-Fletcher-Goldfarb-Shanno algorithm, which stores only a
few vectors to represent an approximation to the inverse Hessian matrix implicitly.
This results in linear memory requirements, which is important as the number of
coefficients to be optimized in deformable image registration can become quite large
[19,151].
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2.5 Evaluating Inhomogeneous Dose Distributions

The aim of the treatment planning process described earlier is generally to deliver a
homogeneous dose to the target [55]. As described earlier (chapter 1.3), the interplay
effect leads to an inhomogeneous dose distribution that we model correctly using the
Monte Carlo code (chapter 2.2.2) and deformable image registration (chapter 2.4).
This chapter describes how best to evaluate these inhomogeneous dose distributions,
in terms of pure physical dose as well as outcome of the treatment.

Figure 2.4: Dose Volume Histogram of 2 dose distributions with same mean dose to the structure, yet
different degrees of homogeneity within the volume of interest. The dotted lines signify the
D95 and D5 of each distribution, i.e. the minimum dose to that is given to 95% or 5% of
the volume. The spread between the values can be taken as a measure of dose homogeneity
(D5−95).

Figure 2.4 shows 2 cumulative Dose Volume Histograms (DVH), which plot the
fractional volume on the y-axis versus the dose received by that volume. The 2 DVHs
belong to different dose distributions with the same mean dose, yet different degrees
of homogeneity. To quantify the difference in homogeneity within that volume one
can define D5−95 as the difference in dose received by the highest 5% of the volume
minus the dose received by 95% of the volume, which can be expressed in Gy or as
percentage of the prescribed dose. The dashed blue and red lines demonstrate the
difference in D5−95 for these two dose distributions.

Alternatively, the concept of Equivalent Uniform Dose (EUD) has been devel-
oped:

"For any dose distribution, the corresponding Equivalent Uniform
Dose is the dose (in Gy), which, when distributed uniformly across the
target volume, causes the survival of the same number of clonogens." [94]

This concept has been further expanded [144] to the generalized EUD for both
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tumors and normal tissues:

EUD =

[
1

N

∑
i

Da
i

]1/a
, EUD →

Dmin a→ −∞
Dmean a = 1
Dmax a→∞

. (2.37)

Di is here the dose in the i-th voxel and a is a parameter which is negative for
tumors and positive for normal tissues, and can be fitted to experimentally observed
responses. Generally, the EUD will be between minimum (for a→ −∞) and mean
dose for tumors and between mean and maximum dose (for a → ∞) for normal
tissues. This allows to account for different functional organizations in structures
at risk, such as the liver (parallel organization, a ≈ 1) and the spinal cord (serial
organization, a � 1). To analyze the dose to the target we generally used a value
of a = −20, though we analyzed the sensitivity of our results and our conclusions
were independent of the exact value chosen.

To translate the results into clinical outcome, we used a model for tumor control
probability (TCP), based on a Poisson statistical model of cellular damage described
by a logistic function [84,118]. The probability to control the tumor is accordingly

TCP =
1

1 +
(

D50
BED2

)4γ50 , (2.38)

where D50 is the dose for a 50% tumor control rate and γ50 the normalized
slope of the sigmoid-shaped dose-response curve. BED2 is the total dose corrected
for conventional 2GyRBE fractionation, as we planned treatments with 2.5GyRBE
in each fraction, which can be converted following the linear-quadratic model [98]
using

BED2 = D0

(
1 + d0

α/β

1 + 2
α/β

)
, (2.39)

where a α/β-ratio of 10 was used to describe tumor tissue.
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This chapter1 investigates the accuracy of Proton dose calculation in the treat-
ment of lung tumors. As mentioned in the introduction, proton therapy has only
relatively recently started to be investigated for the treatment of lung cancer and
the results of the on-going clinical trials will determine the future role of proton
therapy in the treatment of lung cancer.

For photon dose calculations, it has long been known that equivalent-path-length
(EPL) algorithms severely overestimate the dose to the target [26, 67]. This has
been the motivation for the development of alternative methods, such as convolu-
tion/superposition and Monte Carlo (MC) algorithms and their introduction into
the clinic over the last decade [26]. The adequacy of current clinical dose calcula-
tion algorithms for protons in this challenging geometry needs to be ensured. This
deserves special attention, since the finite range of protons and the lower number of
incident beam angles in proton compared to photon therapy leave less margin for
error.

The aims of study described here are to:
1Results from this chapter have been presented as oral presentation entitled "Experimental

Validation of Clinical as well as Monte Carlo Dose Calculation for Proton Therapy of Lung Cancer
Patients" at the 2013 Annual Meeting of the American Association of Physicists in Medicine
(Indianapolis, USA) and have been submitted for publication.
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1. Assess a clinical treatment planning system and a MC dose calculation algorithm
through measurements in a lung phantom, focusing on:

1A. the dose to the target

1B. range uncertainties at the distal fall-off

2. Analyze the difference between the treatment planning system (TPS) and Monte
Carlo in a cohort of 19 patients treated with passively scattered proton therapy.

3.1 Study Details

3.1.1 Phantom Study

Figure 3.1: Explanation of experimental setup and measurements for various depths. (A1) middle part
of lung phantom on ionization chamber array. (A2) CT of the phantom with planned dose
distribution. (B1-2) Measurement results in planes proximal and distal to the target. (C1-2)
Line profiles through the central axis of (B1-2), shown together with the predictions of Monte
Carlo and the Pencil Beam Algorithm.

Experiments were conducted at Massachusetts General Hospital. The Wellhofer
I’mRT phantom consisted of 10mm slabs of cedar wood with a stopping power (SP)
of 0.33, according to the HU-SP conversion curve used by the TPS. The tumor
(20x20x20mm3, SP=1.15) is divided in two halves and embedded in two thicker
slabs (20mm), to enable measurements in a plane within the target. Figures 3.1A1
and 3.2A show the experimental setup, the structure placed on top of the ionization
chamber array (I’mRT MatriXX, Ion Beam Applications) is the middle part of the
phantom, a CT scan of which is shown in figure 3.2B. For all experiments we used
the beam’s-eye-view x-ray system, reducing the setup uncertainty to <1mm.

The uncertainty in dose measurement was assumed to be 1.5% according to
vendor specifications, and the statistical uncertainty of the MC simulations was
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<1%, due to the high number of protons (108) simulated per field.

We used the TPS to plan a treatment with a prescribed dose of 1Gy(RBE) to the
clinical target volume (CTV), defined as 8mm expansion of the gross tumor volume
(GTV). Subsequently, we delivered the treatment to the experimental setup (figure
3.2A) and measured the dose distribution across a plane in the middle of the target.

For the range measurements, we modified the homogeneous phantom by includ-
ing an artificial chest wall (figures 3.1A2 and 3.2C), consisting of Lucite (20mm
thickness) embedded with bone equivalent ’ribs’ (11mm diameter). Following clin-
ical protocols, we developed a single-field treatment plan to cover the target. 64
ionization chambers of the detector-array were located within the field. By gradu-
ally adding lung slabs (water-equivalent thickness=3mm) to the setup, we were able
to measure the dose at each of these 64 points with increasing depth, allowing us to
calculate the range in the phantom. This is exemplified in figure 3.1, which shows
measurements (B1-B2) at differents planes in the phantom (A2), and line profiles
comparing Monte Carlo to the Pencil Beam Algorithm and measurements.

We chose Range50, i.e. the range where the dose has fallen to 50% of the
prescribed dose, to compare the measured and predicted ranges.

3.1.2 Patient Cohort

All patients undergoing proton therapy to treat tumors in the lung at our institution
dating from July 2011 to July 2013 (n=18) were included in the study. Additionally,
one patient that was planned with protons but randomized to the photon arm of an
ongoing clinical trial was also included.

As this study focused on the accuracy of clinical dose calculations in the lung,
the specific tumor histology did not impact the study design. Prescribed doses
and fractionation schemes varied, the patient cohort included 6 stereotactic cases, 2
boost-plans complementing photon plans, and 11 fractionated schedules. To account
for these variations, all deviations are given in percentages of the prescribed dose.
Tumor sizes ranged from 2-318cc, with clinical stages from IA-IV.

To compare to a site with less complex patient geometry, an additional set of 10
liver fields, with similar water-equivalent ranges (108-194mm) and field sizes to the
lung cohort was included.

All patients were planned and treated using passively scattered proton therapy.
The treatment planning system employed was XiO (Computerized Medical Sys-
tem) with an analytical algorithm as described in chapter 2.3.1. The patients were
planned according to clinical protocols, either developed at our institution [37] or
methods used in multi-institutional trials [65]. For recalculation, the plans were ex-
ported from the TPS to the MC system TOPAS, as previously mentioned in chapter
2.3.
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3.2 Dose to Target

Figures 3.2D-E show the experimental results, obtained with the setup in figures
3.2A-B, together with the predictions of the TPS and MC along a profile through
the center of the target. The measurements in the periphery of the high dose region
(figure 3.2E, top right) are consistently lower than planned by the TPS, within
measurement uncertainty of the MC prediction. In the low-dose penumbra (figure
3.2E, lower right) measurements and MC coincide as well, showing a higher dose than
predicted by the TPS. Across the measurement plane within the target, the average
difference between measurement and MC is 1.6% of prescribed dose, compared to
5.6% for the TPS.

The reason for the lower dose in the periphery, and conversely higher dose in the
penumbra, is that protons interacting in the chest wall are scattered further out of
field due to the low-density lung tissue that follows. The mechanism will be further
discussed below.

Figure 3.3: Summary of the patient study. (A) Mean target dose difference (MC-TPS) in % of prescribed
dose plotted against the size of the aperture opening. (B) Changes in MLD, V5 and V10 in
percent of planned values as a function of tumor volume. (C-F) Example field: TPS dose
(C), MC dose (D), DVHs (E) and dose difference (F=C-D). All color bars are percentages of
prescribed dose, transparent <0.1%. Orange/blue contours represent the GTV/CTV.

A similar effect is observed in MC recalculations of patient treatment plans,
shown in figure 3.3A. The mean dose difference predicted by MC and TPS is plotted
as a function of size of the aperture opening. The crosses represent the 54 fields from
the 19 treatment plans and the circles correspond to the 10 liver fields. The MC
algorithm consistently predicts a lower target dose, and the effect is higher in the
lung compared to liver. The average(maximum) mean dose loss in is -2.3%(-5.4%)
for all 54 fields. The minimum target dose for a specific field decreases by up to
-7.6%. The average(maximum) mean dose loss per patient is -2.2%(-4.1%), as the
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effect averages out over multiple fields.
Figure 3.3B demonstrates the effect of the calculation algorithm on the dose to

normal lung, showing that MC predicts a lower dose to normal lung for small targets
and a higher dose for large ones. The difference (MC-TPS) in mean lung dose (MLD)
and the volumes receiving greater than 5Gy(RBE) (V5) and 10Gy(RBE) (V10) were
between -5-+12%, -1-+22% and -4-+13% respectively.

Figures 3.3C-F show the results for one field of a lung patient, i.e. a single data
point in figure 3.3A. The TPS and MC predictions and their DVHs are shown in
figures 3.3C, 3.3D and 3.3E respectively. The dose difference in figure 3.3F highlights
the lower target dose predicted by MC. Note the increasingly lower dose towards
the CTV edges in figure 3.3F, which resembles the experimental results shown in
figure 3.2E.

3.3 Beam Range in Patients

Figure 3.4: Experimental verification of proton range using a heterogeneous lung phantom (shown in Fig
3.2C): prediction of TPS (A), MC (B), difference MC-TPS (C). Red areas in (C) indicate
higher dose predicted by MC. All color bars are percentages of prescribed dose, transparent
<0.1%. (D) Histograms representing the difference in measured Range50 compared to MC
(top, blue) and the TPS (bottom, red). The vertical lines represent range margins discussed
in [99]: 2.4%+1.2mm (solid blue), 4.6%+1.2mm (solid red), 3.5%+1mm (dashed red).

Figures 3.4A and 3.4B show the predictions of the TPS and the MC algorithms
in the modified lung phantom which included an artificial chest wall. The differ-
ence between the two (MC-TPS) is shown in figure 3.4C, with red and blue areas
indicating higher doses in MC and TPS, respectively. The histograms in figure
3.4D demonstrate the results, displaying the differences in Range50. Each entry
represents the difference between predicted and measured range in one of the 64
measurement points on the distal surface. The average(maximum) range differences
were 3.9mm(7.5mm) and 7mm(17mm) for MC and TPS respectively. Note that the
range differences in figure 3.4D are given in lung tissue, i.e. are magnified by a factor
3 compared to soft tissue.

These differences are caused by inaccuracies in the modeling of multiple Coulomb
scattering in the TPS algorithm, which only accounts for the material along each
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pencil’s central axis [57,108,135,137].
In the Monte Carlo algorithm on the other hand, the protons and all secondary

particles produced are transported step-wise through the voxelized geometry. This
then determines the angular and spatial distribution produced by the scattering with
nuclei, as described in chapter 2.1.2. So the protons can take various paths through
the patient, even for the same initial conditions. In the pencil beam calculation on
the other hand this is estimated through the path of the central axis of the pencil,
even for protons deflected away from the central axis.

The second approximation by the pencil beam algorithm is the assumption that
the patient is water-like, so the all parameters (including lateral scattering) are
dependent on this water-equivalent depth. Monte Carlo on the other hand takes the
material composition of the material into account for scattering, so considers the
different scattering in bone compared to water.

These effects are prominent when heterogeneities are along the beam path, which
is the case for most lung patients due to rib-lung interfaces. Figure 3.5 shows the
dose distribution calculated by the TPS, MC, their difference (MC-TPS) and the
DVHs of target and the spinal cord (from left to right). This patient was ultimately
treated with photons, however the data shows the impact range uncertainties can
have. The increased range in the superior part of the field leads to a marked increase
in dose to the spinal cord, which clearly alters the DVH.

Figure 3.5: Example of underestimated range in a patient by an analytical dose calculation algorithm.
Dose calculation by TPS (A), MC (B) and difference MC-TPS (C). Red areas in (C) indicate
higher dose predicted by MC. (D) shows the dose-volume-histograms of spinal cord and CTV
for the MC and TPS dose distributions. All color bars are in percent of prescribed dose.
Contours shown are the GTV (pink), CTV (green) and spinal cord (red).

3.4 Discussion

The experiments confirm that the dose to peripheral regions of a target embedded in
low-density tissue is lower than expected by the TPS and can be correctly predicted
by MC simulations. The reason lies in the degradation of the lateral penumbra,
which increases as a function of depth more pronounced compared to the prediction
by the TPS. Analytical algorithms [57,108,135,137] assume that the penumbra width
is a function of water-equivalent depth only. Yet after scattering in the chest wall,
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the beam diverges over a longer distance, because of the higher geometric range of
the beam in low-density tissue. The implication for the target dose is visualized in
figure 3.6, which shows the dose profile as predicted by TPS and MC for the patient
shown in figures 3.3C-D, replicating the phantom results presented in figures 3.2D-E.

This effect is related to the well-known field-size-effect [30], which is exacerbated
in low-density lung tissue. This is demonstrated by the liver fields also shown in
figure 3.3A, which exhibit a similar size and range compared to the lung fields, yet
do not show degradation in mean dose greater than 1%. This discrepancy of MC
and analytical algorithms in lung compared to liver targets has already been noted
in a recent simulation study [145].

Figure 3.6: Left: Dose profile of TPS and MC along the horizontal axis of the dose distribution in figures
2C-D Right: Visualization of the impact of tissue density on the range margin (cyan area).
Both fields have the same (water-equivalent) range and therefore range margin, indicated in
cyan, yet the margin of the superior field is enlarged by a factor ≈3.

3.4.1 Impact of MC Dose Calculation on Dose to Target and Crit-
ical Structures

The dose reduction measured in the phantom, see figure 3.2E, is similar to the in-
patient effect predicted by MC (figures 3.3C-F). The MC dose is slightly reduced
compared to the TPS in the center, while towards the edge of the target the reduction
becomes substantial (>5%).

As visible in figure 3.3A, there is a significant correlation between the loss of
mean target dose and the aperture size (Spearman’s p=0.0002). The spread among
the values in figure 3.3A for the same aperture size suggests additional confounding
factors to the field-size [30], visualized in figure 3.7. In addition to the aperture size,
the tumor-chest wall distance (figure 3.7, left) also significantly correlates (Spear-
man’s p=0.004) with lower dose. The range of the field (figure 3.7, right) also has a
significant correlation (Spearman’s p=0.0001) to lower dose, though only for fields
of similar size (>20cm2). Therefore fields with a large tumor-chest wall distance
and a high range are most at risk of delivering lower target doses than predicted by
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the TPS.
As shown in the results, analytical dose calculation methods in the lung can lead

to a mean dose loss in excess of 5% for small targets, while the lung V5 can increase
by >20%. Not accounting for these deviations could inherently introduce bias into
randomized clinical trials comparing photon and proton therapies for lung cancer.

First, due to the steep dose-response curve of most lung cancer cell lines [31], a
lower mean target dose can have a significant effect on outcome, as shown in previous
clinical studies [121]. As figure 3.6 demonstrates, the TPS underestimates the dose
specifically in the CTV periphery, a region that has been linked to increased cancer
stem cell density [130]. Consequently, the effect on local control could be higher
than the mean dose loss initially suggests. It has also been shown in clinical studies
that prescription of dose to isocenter, leading to lower peripheral tumor doses, is
linked to decreased local control [121].

Secondly, as the MC algorithm predicts consistently higher doses to the normal
lung for large targets, conclusions regarding the toxicity of protons could be ad-
versely affected. This would especially concern trials designed around iso-toxic dose
escalation strategies [140].

3.4.2 Impact of MC Dose Calculation on Range Uncertainty and
Associated Margins

Figure 3.7: Factors leading to lower mean dose to the target. Left: distance chest wall-tumor. Right:
range of proton field in water. CW=chest wall.

The second area in which MC algorithms can impact clinical practice is through
reduced range uncertainty margins. The impact will be greatest for large targets
located in the lung, because the range margin is defined as an increase in the water-
equivalent range. If the distal fall-off occurs in low-density tissue, as is shown in the
right of figure 3.6, the volume of normal tissue irradiated is increased compared to
other soft-tissue sites.

It has been proposed that by employing MC algorithms for treatment planning,
range margins associated with dose calculation uncertainty could be reduced from
4.6%+1.2mm to 2.4%+1.2mm [99], represented by the solid lines in figure 3.4D. The
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results of this work indicate that the latter is an adequate margin for dose calculation
uncertainty, though additional margins certainly have to be added to account for
other uncertainties encountered in patient treatments. The lower histogram in figure
3.4D suggests that 4.6%+1.2mm is a necessary margin for the current TPS. Further-
more, applying a margin of 3.5%+1mm, a commonly used value for proton range
uncertainty , is not sufficient in this inhomogeneous geometry. Acknowledging this,
we currently use additional range margins at our institution for lung treatments.

The reduction in range uncertainty margins by 2.2%, i.e. from 4.6% to 2.4%,
can make a sizable difference if in lung tissue. For example, at 20cm range, MC
algorithms could decrease the distal range margin by 4.4mm water-equivalent range,
which corresponds to approximately 15mm of lung tissue.

3.4.3 Clinical Impact

A short-term solution could be to triage patients to specific risk groups based on
figure 3.7 and apply a parameterized increase in delivered monitor units or to per-
form retrospective MC dose calculation, particularly for patients with small tumors
far from the chest wall. The treatment plan could then be amended as required to
counter the lower dose. Various scenarios can be envisioned as medium- to long-term
solutions. Current shortcomings of analytical algorithms could be addressed in more
advanced versions, such as pencil-beam redefinition algorithms [35], to improve the
dose calculation accuracy in the presence of lateral heterogeneities.

As the effects described in this publication are not the only weakness of cur-
rent analytical algorithms [77, 114], the authors advocate the incorporation of MC
algorithms into treatment planning. Monte Carlo algorithms have been the gold-
standard for proton therapy dose calculation for decades [20], and the latest devel-
opments have shown promising results in terms of speed [62,63].

Though we studied the problem only for passively scattered proton therapy,
the observed effect is a consequence of the shortcomings of current analytical al-
gorithms, variants of which are employed by most clinical TPS. Therefore similar
effects will likely be observed for active scanning proton therapy, which relies on
these algorithms as well.

3.5 Conclusion

It has been demonstrated experimentally that current analytical dose calculation
algorithms for protons used in the clinic can overestimate the mean dose to tumors
situated in lung by over 5%, and underestimate the dose to the normal lung, espe-
cially V5 and V10. Monte Carlo dose calculation techniques have the potential to
reduce range margins and increase the accuracy of the relationships between dose
and effect, concerning tumor control as well as normal tissue toxicity. This is of
ever-increasing importance, as the role of proton therapy in the treatment of lung
cancer continues to be evaluated in clinical trials.
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The last chapter has shown the impact that Monte Carlo simulations can have
on the dose accuracy of passively scattered Proton Therapy (PSPT). This chapter
will now describe the process of adapting the Monte Carlo code to simulate active
scanning beam delivery systems.

As already mentioned in the introduction, Intensity Modulated Proton Therapy
(IMPT) is becoming more available as more proton facilities become equipped with
beam scanning technology. In IMPT steep dose-gradients can occur within the tar-
get, which makes the treatment more sensitive to uncertainties in the exact position
of the individual Bragg peaks. Lomax [79, 81] studied how changes in CT values,
inter-fraction and inter-field motion affect IMPT plans, concluding that especially
plans with steep intra-field gradients are highly sensitive to such errors. Albertini et.
al [4] examined in detail the usefulness of margins in accounting for setup and range
uncertainties in IMPT. They concluded that while safety margins are adequate to
increase the robustness of plans with uniform fields and those with low in-field gra-
dients, highly modulated IMPT plans show degradations of dose conformity also in
the middle of the target volume.

Improving the ability to accurately predict the range of protons in the patient
has other benefits as well. In current clinical practice, beam directions that place
the sharp distal fall-off adjacent to a critical structure are generally avoided due
to the range uncertainties, even though the anatomical locations of organs at risk
(OAR) around the target might favor such arrangements. For scanning systems
with relatively large spot sizes (e.g. with sigma values above 10 mm) a situation
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can occur in which the distal fall-off of the beam is significantly sharper than the
lateral one. In this case, using the distal edge would lead to steeper dose-gradients
towards critical structures located close to the target. In order to take full advantage
of the increased conformity that protons offer, it is therefore paramount to predict
the range of proton beams in the patient as accurately as possible.

While the Monte Carlo code for passive scattering used in the last chapter is well
tested and commissioned, the active scanning version developed has to be validated
with experimental results to assure correct simulations.

This chapter will present the development and commissioning of phase space
based Monte Carlo simulations that interface the treatment planning system (AS-
TROID, see 2.3), with the Monte Carlo code (TOPAS, see 2.2.2).

The aim of this chapter is to

i. perform simulations of the complete MGH Scanning Nozzle to assess secondary
particle production and the feasibility of phase space based patient calcula-
tions.

ii. outline a generic method to calibrate a Monte Carlo code to measured depth-dose
data and apply it to two different institutions using pencil-beam scanning.

iii. translate treatment plans to proton phase spaces treatment head exit and per-
form absolute dose Monte Carlo simulations in patients of varying complexity
(liver, head and neck, lung).

4.1 Validity of Phase Space based MC Simulations

Figure 4.1: Full nozzle versus phase-space based simulations for a 12x12cm field of 91.015 MeV protons.
Fluence in air at isocenter in relative units for phase-space based (A) and full nozzle (B)
simulations. (C) profile through the central axis, full black line indicating phase-space based
results from (A), red dotted line full nozzle results from (B). The scale is in log relative fluence,
inset in linear scale.

Active Scanning Proton Therapy offers the possibility to perform Monte Carlo
simulations starting at nozzle exit, which offers benefits in terms of speed compared
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to a simulation of the full nozzle geometry. Figure 4.1 shows the results for the
fluence of a 12x12cm field in air at isocenter for the phase-space based (A) and full
nozzle simulations (B) for the lowest energy (91.015 MeV). The low-fluence back-
ground around the main field originates from scattering in the ionization chambers
in the full nozzle simulations. The central axis profile in figure 4.1C demonstrates
that below ≈1% of the in-field fluence the phase-space method starts to underesti-
mate the fluence. This means that for calculations of dose far out-of-field, e.g. for
the estimation of secondary cancer, phase-space based active scanning simulations
could severely underestimate the dose and the full nozzle has to be simulated. We
have chosen the lowest energy available as the scattering reduces for higher energies,
and this represents a good estimation for the upper bound of the effect of scattering
throughout the nozzle.

Figure 4.2: Top: fluence in air at isocenter for the full nozzle simulations of a 230MeV beam: protons
and electrons (top left), secondary protons only and neutrons (top right). Bottom: energy
spectra for protons, electrons, photons and neutrons at nozzle exit. 109 protons were simulated
entering the nozzle in these simulations.

Figure 4.2 shows details about the type and angular distributions of secondary
particles emitted from the nozzle, together with their energy spectra. Electrons
are by far the most numerous secondary particle produced, and are emitted with
a relatively narrow angular distribution (see figure 4.2, top left). Due to their
low energy, they are nevertheless negligible in terms of dose: even if the would be
deposited with a 5mm radius in skin of 70µm thickness, their contributions would
only be 2.37·10−13 Gy per gigaproton (Gp). As an average plan only delivers several
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hundred Gp, their contribution to skin dose is minimal.

4.2 Calibration in Water Phantom

4.2.1 Derivation of Input Parameters
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Figure 4.3: (a) Distal range80 of a set pristine Bragg peaks plotted against energy in a water phan-
tom calculated with TOPAS. (b) width80 in mm of that same dataset, shown together with
measurement data of PSI (circles) and MGH (squares).

The first step in the commissioning of a given Monte Carlo code to measured
data is to establish its range-energy relationship, since many parameters can affect
simulations of the proton range in water. Especially the exact choice in ionization
potential for water can change the range of the beam by several millimeters for high
energies [11]. This information will be necessary in the next step, when the output
of the treatment planning system has to be converted to input suitable for Monte
Carlo simulations of patient treatments.

Figure 4.3a shows the depth in which the dose has fallen to 80% of its maximum
at the Bragg peak (range80), plotted against the energy. It should be noted that the
range-energy relationship on display is not the exact equivalent of the range-energy
tables found in ICRU 49 [1] or Janni’s report [60], since they use the mean projected
range, which is independent of the initial energy spread while the range80 can vary.
However, previous work [7, 90] has shown that the deviations are minimal, so the
range80 of the beam including initial energy spread will not change significantly
compared to the range80 of the mono-energetic beam. Furthermore, range80 has
the advantage that it is a characteristic of the depth-dose profile, while accurately
determining the mean projected range necessitates fluence measurements [1, 90].

The width80 (the distance of the two points on the depth dose curve that equal
80% of the maximum dose) as a function of energy for the same set of mono-
energetic peaks is shown in figure 4.3b. The width80 is sensitive to the initial
energy spread of the beam and is readily available through standard commissioning
or quality assurance measurements. Also shown in figure 4.3b is the width80 for
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sets of measured peaks from MGH and PSI. To derive the energy spread to use in
our simulations, we can thus employ Bortfeld’s analytical model (as described in
chapter 2.1.4) to determine the amount of energy spread needed to calibrate the
width80 of our mono-energetic beams to match those obtained in measurements.
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Figure 4.4: Predictions of the analytical model (as discussed in chapter 2.1.4) for the increase in width80
with energy spread (in percent of initial energy) for different energies.

Figure 4.4 shows the result of the analytical model for the energies of the MGH
calibration peaks: the increase in width80 is plotted as a function of initial energy
spread in %. The peaks with lower energy are generally more sensitive to relatively
small variations in absolute increase of width80, as they experience less range strag-
gling along the beam path due to their shorter range. Above a non-linear region for
very low energy spreads (< 0.2%) the relationship appears almost linear. Solving
for the desired increase in width80 results in the functions displayed in 4.5, which
show the initial energy spread as a function of initial proton energy. They reflect
the differences in beam transport at the two beam lines: MGH has higher values
for low ranges, yet falls below PSI for higher ranges, which is consistent with the
measured data for width80 shown in figure 4.3b.

4.2.2 Comparison to Depth-Dose Measurements

To test the accuracy of the polynomial fits shown in figure 4.5, we now simulate the
measured peaks with their initial energy E0 drawn from the function in figure 4.3a
and their energy spread σE from the fit in figure 4.5. Figure 4.6 shows a comparison
of the results of TOPAS simulations with measurements. The upper part shows
six peaks from the MGH dataset, highlighting the good agreement in the peak-to-
plateau ratios for all ranges. The magnifications of three of the peaks in the lower
part also illustrate the match of the exact peak shapes and ranges (within 0.5 mm).

The results for the PSI dataset agree to a similar degree: figure 4.7 shows an
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Figure 4.5: (a) energy spreads according to the fit of the analytical model to the measured width80.
Energy spread in percent of initial energy plotted as a function of energy. The red line
represents of cubic Derived polynomial fit to the values
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magnifications of the first, third and sixth peak.
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Figure 4.7: (Differences in range80 (squares) and width80 (crosses) in mm between the TOPAS simula-
tions and the measured depth dose distributions for different ranges.

overview over the differences in width80 and range80 for all ranges for the data
from MGH (left) and PSI (right). The agreement for range80 and width80 is within
0.5mm for all ranges considered.

As the exact settings of the physics lists, the step size and even the secondary
particle creation threshold can have implications for the exact range of protons and
their energy straggling, it is of paramount importance to determine these relation-
ships with the same settings that will be in use later in the patient simulations.

4.3 Translation TPS to Phase Space

To translate the information given by the treatment planning system into input for
Monte Carlo patient simulations, corrections must be applied. The energy in the
treatment plan is chosen according to energy-range tables within ASTROID, that
are based on Janni’s tables [60]. These don’t represent actual energies measured at
nozzle exit, but rather reproducible machine settings that lead to a specific range
as measured in a water phantom.

We have to obtain the requested range80 and use the appropriate energy in our
Monte Carlo code as determined by the relationship shown in figure 4.3a. The spot
positions are given at isocenter, thus together with the position of the scanning
magnets and the exact location of the nozzle relative to isocenter one can transform
these easily to the position and momentum of each spot at nozzle exit. Together
with the energy-dependent spot size, which is tabulated as well, we have now all
the necessary information to create a phase space distribution of protons at nozzle
exit. As we start our simulations just before the surface of the patient, we assume
a parallel beam without divergence, as scattering becomes the main factor affecting
the path of the protons as soon as they enter the patient.

To determine the number of protons delivered per spot is straightforward. The
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weight of the spot wi is given by our treatment planning system in units of gigapro-
tons (Gp). Thus, we can simply introduce a spotfactor S, which determines the
number of protons to be simulated per Gp prescribed. The Bragg peak database
within the treatment planning system has been corrected with a small range depen-
dent correction factor CD(range80), which is a necessary to fit the absolute dose
in the center of a broad field to measurements (for details see [27]). Including this
correction, we simulate

wi[Gp] · S · CD(range80) (4.1)

protons per spot. Generally we use a spotfactor of 105, meaning that we simulate
approximately 1 in 104 protons that are actually delivered in the clinic. The exact
spotfactor chosen for a simulation can vary, since the spot weight also depends on the
total dose delivered in a given treatment. During the simulation the dose is scored in
Gy and simply scaled by 109/S after the simulation to yield the absolute dose in the
patient. Thus, through the use of direct mapping between Bragg peak intensities
given by the treatment planning system and the measured current in the reference
ionization chamber, one can perform truly absolute Monte Carlo simulations of dose
inside the patient.

This approach is more direct than in Monte Carlo simulations of passively scat-
tered fields, where a normalization run in a water phantom and knowledge of the
prescribed dose per field is necessary to normalize the energy deposited in the pa-
tient [100]. The reason for this is that most treatment planning systems prescribe a
dose or a beamweight to a beam, while ASTROID determines directly the number
of protons to be delivered.

4.3.1 Patient Simulations

Having characterized the relevant beam parameters, we can now use this informa-
tion to create a phase space at nozzle exit and perform absolute dose Monte Carlo
simulations in patients. To demonstrate our implementation we analyze fields that
are part of clinical treatment plans for three different patients with varying degrees
of complexity in geometry: liver, head and neck, and lung. The patients have orig-
inally been treated with passively scattered proton therapy and we used the same
beam directions to create the active scanning plans. The spotfactor S used for the
Monte Carlo simulations was variable, so as to simulate approximately the same
number of protons (≈ 107) for each field.

Figure 4.8 shows the results of the simulations: the first two images in each
row display the results for Monte Carlo (MC) and pencil-beam (PB) simulations
respectively, while the difference picture on the right shows the difference in absolute
dose, i.e. [Dose(MC) - Dose(PB)].

The first row shows the results for the anterior-posterior (AP) field of a pa-
tient treated for hepatocellular carcinoma. The patient was originally treated using
passive scattering to a prescribed dose of 58.05 Gy(RBE). The field presented in
the figure is part of the active scanning plan and delivers a maximum dose of 30
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Figure 4.8: Top row: anterior-posterior field in liver patient, structures on display are the clinical target
volume (CTV, pink) and the planning target volume (PTV, blue). Middle row: head and
neck patient, visible structures are gross tumor volume (GTV, green) and CTV (blue). Lower
row: lung patient, red line indicates the CTV. All values given are Gy(RBE). The scale of the
difference image on the right is 10% of prescribed dose for row 1 and 2, while 30% for row 3.
Red areas in the diff(MC-PB) images indicate higher dose in the MC simulations, blue areas
higher dose in the TPS.
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Gy(RBE). The dose yielded by Monte Carlo simulations agrees well with the dose
predicted by the treatment system, as is expected for such a simple geometry. Even
the dose ripples within the field are reproduced and the difference picture on the
right does not show significant variations (agreement within ±2%).

The second row shows the field of a treatment plan for a petroclival meningioma,
originally treated with passive scattering using 4 fields. The dose predicted by
Monte Carlo deviates more from the treatment planning system than in the liver
case. Especially in the area in which the zygomatic bone introduces a sharp lateral
inhomogeneity in the beam path, the difference in the handling of multiple coulomb
scattering apparently leads to dose differences of up to 5% at some points within
the CTV and up to 10% in the brainstem.

A field in a treatment plan for a lung patient is shown in the bottom row. This
patient was originally treated with photons, we re-planned it with a coplanar 2-field
treatment plan to a prescribed dose of 87.5 Gy(RBE), adhering to clinical constraints
for mean lung dose and lung V20 (the percentage of normal lung that receives more
than 20 Gy(RBE)).

The bone-lung interfaces in the beam path lead to increased multiple coulomb
scattering and due to the extension from gross tumor volume to clinical target
volume the distal fall-off is situated in lung tissue. This represents a similar situation
as in the lung phantom discussed in the last chapter (3), leading to a magnification
of range errors in low-density tissue. The observed range differences between the
Monte Carlo simulations and the analytical algorithms are significant. Note that
compared to the first 2 patients in figure 4.8, the scale of the difference image for
the lung patient is ±30% of the prescribed dose. Monte Carlo predicts differences
in the heart, the descending aorta and the spine, and even significant underdosage
stretching right into the CTV (contoured in red). While the range differences seem
large, it must be kept in mind that event though for example the aorta is located
around 20 mm behind the target, this is just ≈5 mm in water-equivalent pathlength.

The differences observable in figure 4.8 are due to differences in the modeling of
multiple coulomb scattering of the protons in the patient. The analytical algorithm
assumes that the interactions along each computational pencil beam’s central axis
(a so called bixel, see chapter 2.3.1) are representative within the whole proximity
of other affected voxels. This makes pencil beam models insensitive to lateral in-
homogeneities, where bone-tissue interfaces can lead to a lateral disequilibrium of
scatter. Additionally the pencil beam algorithm assumes all media are water-like in
scattering, meaning the physical depth is converted to its water-equivalent and the
scattering width is based on this parameter alone.

In Monte Carlo on the other hand the chemical composition of the tissue is taken
into account when calculating the interaction cross sections for scattering, so bone
will scatter differently from lung or water. The particles are also transported step-
by-step through the voxelized patient anatomy and this determines the resulting
angular and spatial distribution of the protons.
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4.4 Discussion

The steep dose gradients present in proton fields cannot be fully utilized whilst
uncertainties in the proton range are still prevalent. The range differences demon-
strated here stem from approximations in the modeling approach of pencil-beam
algorithms. Yet range uncertainties arise also from other sources, such as incor-
rect patient setup and CT calibration uncertainties. Approaches to mitigate these
are under development: robust planning can reduce the impact of setup uncertain-
ties [25], image guidance techniques minimize the errors in setup themselves [32,132]
and dual-energy CT is under investigation to reduce the uncertainty in Hounsfield
Unit to stopping power conversion [146].

We derived the initial beam energy spread using a published analytical model
by Bortfeld, described in detail in section 2.1.4. Other groups have determined the
energy spread by obtaining a set of mono-energetic peaks and then weighing them
with a Gaussian distribution [27, 66] By fitting this weighted sum to the measured
data, they were able to determine the mean energy E0 and standard deviation σE
of the peak. This method does not necessarily produce a unique solution, but has
shown to yield results with sufficient accuracy. Theoretically, one could also model
the accelerator and the beam transport system up to the nozzle to determine the
initial energy spread [21].

Our simulations use a phase-space based approach, i.e. we characterized the
beam at nozzle exit and from this point we also start tracking protons. The advan-
tage of this approach is its simplicity: all that is needed is a thoroughly tested Monte
Carlo code capable of patient simulations based on CT data, TOPAS in this case,
and a set of measured Bragg peaks from the Gantry. The exact nozzle geometry
does not have to be modeled, which saves time (tracking of protons through mag-
netic fields is especially time-intensive) and effort, since no blue prints and material
composition have to be obtained.

For passive scattering (as used in the last chapter) this approach would not be
feasible, due to the interactions taking place with the components in the beam’s
path, such as range modulator wheels and scatterers. Event though in active scan-
ning there is almost nothing in the beam path, some particles can undergo wide-
angle scatter due to interactions with the ionization chambers. Such interactions
are not accounted for in the approach used here. For modeling far out-of-field doses
in distant organs for secondary cancer risk estimation, this approach is therefore
inadequate and a full simulation of the scanning nozzle is advisable [34]. For the
high-dose regions within the treatment field and comparisons to the treatment plan-
ning system on the other hand, phase-space based simulations are sufficient, as our
simulations in water and patient cases show. Our approach also allows studying the
effect of hardware on scanning treatments, as we can start our phase space upstream
of any patient specific apertures or range compensators that might be employed to
reduce the lateral penumbra.

The above method to calibrate the Monte Carlo code to the measured depth dose
curves used by the treatment planning system does not guarantee proper modeling
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of the halo in the latter, i.e. the contribution of large angle scattering that forms a
low dose envelope around the primary pencil beam. This is usually modeled by a
second Gaussian in the lateral beam profile, and can be parameterized using input
from simulations or measurements [27,106,114,115].

4.5 Conclusion

The characterization of all beam parameters at nozzle exit, together with the exact
number of protons to be delivered from the treatment plan, enabled us to perform
absolute dose Monte Carlo simulations of treatments plans in patients. As expected,
the agreement is excellent for a simple case such as liver, where the agreement is
within 2% for most of the volume, while deviations of up to 30% can arise in complex
geometries such as lung.

Using the well calibrated active scanning Monte Carlo simulations presented
here, we hope to gain further understanding under which circumstances the results
in the patient deviate significantly from those produced by pencil-beam calculations
and facilitate developments to increase their accuracy.
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After validating our Monte Carlo code against experiments (chapter 3) and
matching its calculations in water to the treatment planning system (chapter 4),
we can now take a step further and introduce motion into the simulations1.

As already discussed in the introduction, spot scanning proton therapy has been
shown to outperform passively scattered proton therapy, especially for targets of high
geometric complexity [149]. However, for targets that move during irradiation there
is interference between dynamic pencil beam delivery and target motion, typically
referred to as interplay effect, as described in chapter 1.3. In passively scattered
proton therapy, where all parts of the field are essentially delivered simultaneously,
this effect is not significant [65].

Previous studies [10, 69, 74] were limited by the use of rigid image registration,
small number of patients and analytical dose calculation methods, which are ex-
pected to have significant uncertainties in lung. In this study we use the current

1Results from this chapter have been presented as oral presentation entitled "Four-dimensional
Monte Carlo simulations of lung cancer patients treated with proton beam scanning to assess in-
terplay effects" at the 2012 Annual Meeting of the American Association of Physicists in Medicine
(Charlotte, USA) and have been published [49].
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state-of-the-art Monte Carlo dose calculation and deformable image registration
methods, applied to ten clinical lung cancer patients.

The aim of this chapter is to answer the following questions:

i. What is the magnitude and spectrum of tumor amplitudes observed in lung
cancer patients?

ii. How does the interplay effect vary with tumor motion amplitude?

iii. Is there an impact of the spot size on the interplay effect?

iv. How much does conventional fractionation mitigate the interplay effect?
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5.1 Tumor Motion in Radiotherapy Patients

Table 5.1 shows studies reporting the motion amplitude of lung tumors and lymph
nodes in patients undergoing radiotherapy. It is important to include only pub-
lications which report unbiased estimations of patient populations that were not
pre-selected, meaning that for example studies investigating gating were mostly
excluded, as they will most probably select patients based on significant motion
amplitude.

Unfortunately those studies do not all report motion the same way, and some
only report an average value. Drawing on 20 of the studies listed above we can
derive an approximate motion spectrum of patients in the clinic, as shown in figure
5.1. The average motion is 7.7mm based on 509 patients, 28% of the tumors move
more than 10mm (based on 356 patients) and 9% >20mm (based on 288 patients).

These values are based on 3D motion estimations, though in all studies the main
motion direction reported was cranio-caudial. The tumor motion is correlated to
other factors as well, such as clinical stage and performance status of the patient.

Figure 5.1: Spectrum of motion amplitudes based on the studies in table 5.1.

5.2 Study Details

Ten patients treated for lung cancer at our institution were retrospectively included
in this study. Cases were selected to give a representative range of tumor motion,
volume and location. Table 5.2 gives an overview over peak-to-peak motion ampli-
tude, gross tumor volume (GTV) in end-exhale and the average delivery time per
field.



5.2. Study Details 55

Patient motion GTV delivery
# amplitude volume time per field

[mm] [cc] [s]
1 30.6 21.1 65
2 3.5 64.9 99
3 10.7 26.0 65
4 20.2 82.3 63.5
5 14.6 4.0 19
6 10.0 21.7 59.5
7 5.1 2.6 17.5
8 15.1 15.4 40
9 9.1 24.5 79.5
10 2.9 33.9 63.5

Table 5.2: Patient characteristic: motion amplitude (peak to peak), tumor volume and average delivery
time per field.

5.2.1 Treatment Planning

The treatment planning method was based on a clinical trial (ClinicalTrials.gov ID:
NCT00495040) [23]. The internal gross tumor volume (IGTV) was outlined on the
maximum intensity projection CT (MIP-CT) and validated on the 4D-CT, to en-
sure it encompassed the gross tumor volume (GTV) in every phase. The clinical
target volume (CTV) was defined as the GTV plus an 8mm margin to account for
microscopic disease, with the ICTV encompassing the CTV in all phases. A con-
ventional planning target volume (PTV) was defined as a 5mm isotropic extension
of the ICTV to account for uncertainties in patient setup and deformable image
registration (DIR).

Treatment plans were designed on the average intensity projection CT (ave-IP
CT) with the IGTV volume set to a generic tumor density (HU=50). This approach
has been shown to provide adequate tumor-coverage, while minimizing treatment
uncertainties and dose to normal tissue [65].

We used the ASTROID treatment planning system for proton beam scanning
as described in a previous chapter (2.3). The prescription dose was 87.5Gy(RBE),
delivered to >99% of the ICTV and >95% of the PTV. All plans employed 2 coplanar
fields and satisfied our target coverage requirements and the clinical normal tissue
constraints [83]. Beam angles were chosen to minimize lung dose and to avoid
placing a distal edge immediately proximal to a critical structure. The dominant
motion direction was perpendicular to both beams for all patients, i.e. cranio-
caudial. Normal lung was defined as the combined lungs, excluding the IGTV. The
spot spacing is expressed relative to the spot size: we used a spacing of 1 sigma
per default, reducing it to 0.7 sigma only if necessary to satisfy target coverage
requirements.
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5.2.2 Active Scanning Delivery System

The simulation of the delivery was based on the hardware available at Massachusetts
General Hospital. We planned and simulated two different spot sizes, where the
BigSpots (BS) sigma varies between 8-17mm (230-70MeV). The smallest spot size
currently used for proton treatments has a sigma of 2-4mm (230-70MeV), which
we define as SmallSpots (SS) [105]. The treatment plans for the 10 patients were
comprised of spot energies between 100-170MeV, reducing the used spot sizes to
11-15mm for BigSpots and 2-3mm for SmallSpots. Figure 5.2 shows the energy-
dependent spot sizes for BigSpots and SmallSpots used in the simulations.
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Figure 5.2: Energy-dependent spot size for the gantry at MGH (blue) and PSI Gantry 2 (red). PSI values
are the minimum values achievable and might be slightly larger in clinical practice.

The dynamic delivery was simulated using energy switching time of 1 second and
lateral scanning speeds of 3/30ms in x/y direction. There was a 5ms spot settling
time before beam delivery, to allow for settling of the magnets and the associated
field, and the delivery time of each spot was based on a beam current of 2nA.

5.2.3 Monte Carlo Simulation and Post-Processing

Figure 5.3 shows an overview of the study design. After treatment planning (I. in
the figure), Monte Carlo (MC) techniques were used to simulate the delivery to the
patient. All calculations employed TOPAS, as described in chapter 2.2.2.

In arm A, the fluence maps acquired from the treatment planning system were
delivered to the static ave-IP CT, using an automated suite of scripts (MCAUTO-
3D, II. in figure 5.3). The resulting dose distributions are denoted as static.

For arms B and C, MCAUTO-4D (III. in figure 5.3) retrieves the 4D-CT and
combines it with the timing information of the proton gantry to deliver the pencil
beams to the appropriate phase in the breathing cycle. The resulting dose dis-
tributions are then deformed back to the reference phase (T50=end exhale) using
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deformable image registration (DIR). To this end we use plastimatch, a toolkit that
has been described in chapter 2.4 and extensively benchmarked [92].

For each patient, 4 different starting phases were simulated to determine any
variation in the interplay effect based on the initial phase. Simulations were per-
formed with the scanning treatment starting at T0 (peak inhale), T25 (mid exhale),
T50 (end exhale) and T75 (mid inhale). This yielded 4 dose distributions with vary-
ing interplay effect as shown in figure 5.4a-d for patient 1. The values reported for
the 1-fraction case (arm B), are the average of the values of each metric obtained
from these 4 dose distributions.

Figure 5.4: Sagittal view of the dose distributions for patient 1 with CTV in end-exhale phase (red, small
contour) and ICTV (pink, large contour). a-d denote the 1-fraction cases for the 4 initial
phases, e the n-fraction and f the static case.

5.2.4 Simulation of Fractionation: the n-fraction approximation

We define the n-fraction case (arm C, n=35, 2.5Gy/fx) as the average of the dose
distributions from the 4 initial phases, as illustrated in figure 5.4: 5.4a-5.4d show
the dose distributions for the 4 starting phases, revealing over- and under-dosage
within the target. Averaging these 4 to arrive at the n-fraction case (5.4e), the hot-
and cold-spots are reduced, yielding a dose distribution similar to the static case
(25.4). The quantities reported for n-fractions are the values obtained from this
average dose distribution (25.4).

Averaging the distributions of the 4 starting phases is a valid assumption, since
it can be expected that at the delivery of each fraction, scanning would start at a
random phase, leading to an even distribution after many fractions.
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Our estimation of the n-fraction case rests on the following assumptions, which
all cause a conservative assessment of the interplay effect:

1. We use 4 different starting phases to calculate the n-fraction case, notwith-
standing it would be more accurate to use more starting points for the average.
However, the interplay effect is thus overestimated: using more initial phases
would lead to a more homogeneous dose distribution, since an even wider ar-
ray of distributions to average would wash out the inhomogeneities caused in
the delivery of single fractions to a greater extent.

2. We rely on a single 4D-CT scan, which assumes that the patient breathes the
same way during a whole course of fractionated therapy lasting weeks. Varying
the tumor trajectory for different fractions would decrease the interplay, since
the same rationale holds true as for point 1.

3. We do not include a biological equivalent dose (BED) correction to account
for the fact that different parts of the tumor receive on some days more, on
some days less, dose. By not correcting for essentially non-uniform fraction
sizes to different tumor sub-volumes, we underestimate the biological effect
within the tumor. The concave dose response curve for doses relevant to this
study means a non-uniform fractionation will always yield a biological effect
greater or equal than uniform fractionation.

This n-fraction approximation estimates the interplay effect that can be expected
over a conventionally fractionated treatment.

Finally, we note that this method, particularly point 2, assumes the tumor stays
within the drawn IGTV over the course of the whole treatment. Geometrical misses
due to increasing motion or a non-representative 4D-CT are not considered.

5.2.5 Metrics to assess the Interplay Effect

To quantify the impact of interplay on the target dose distribution, the minimum
dose (Dmin), maximum dose (Dmax), mean dose (Dmean), the dose homogeneity
quantified by D5−95 and the EUD (see chapter 2.5)were analyzed.

To estimate the effect on treatment outcome, the tumor control probability
(TCP), given by the 2-year local control rate (2y-LC) was calculated. The val-
ues used for the 2y-LC calculations were taken from Willner et al. [141] (γ50=3.52
and D50=74.5).

Additionally, changes in mean lung dose (MLD) and in the volumes of normal
lung receiving at least 20 and 5 Gy(RBE), V20 and V5 respectively, were calculated
to determine any effect on normal lung resulting from interplay.
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Figure 5.5: Percentage of healthy lung receiving 20Gy(RBE) or more, plotted against tumor motion
amplitude. Squares denote BigSpots (BS), triangles SmallSpots (SS), full blue symbols the
static values and open red ones the 1 fraction average.

5.3 Results

5.3.1 Interplay Effect in the Normal Lung

The V20 and V5 are often used during treatment planning to dictate the num-
ber of beams and their angles. The change in V20 and V5 for a single fraction
compared to the static plan is on average -0.12±0.9%(range -1.4% to 1.5%) and
0.22%±1.1%(range -1.0% to 2.7%) for BigSpots, 0.12±0.7%(range -1.0% to 1.2%)
and 0.52%±1.3%(range -1.1% to 3.2%) for SmallSpots. The average MLD occur-
ring in all patients is 11.6Gy(RBE) (range 3.1-23.5) for BigSpots and 7.3Gy(RBE)
(range 1.7-13.0) for SmallSpots. The changes caused by the interplay effect are
<0.6Gy(RBE) for all patients. There is no significant correlation to tumor motion
(Spearman’s p >0.21 for all parameters above) for these patients.

Figure 5.5 shows normal lung V20 values for all patients plotted against the
tumor motion amplitude for the static cases and including motion. The influence
of motion is limited and does not have a consistent effect on the dose to the normal
lung, as the location of hot- and cold-spots may vary, though the integral dose to
the lung remains almost constant.

The difference in MLD between the spot sizes is primarily due to the larger
penumbra of BigSpots, which leads to a higher volume of normal tissue being irra-
diated. This is also demonstrated in Figure 5.5, which shows that the V20 for the
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smaller spot size is consistently smaller, up to a factor ≈2.

5.3.2 Interplay Effect in the Target: Dose Distribution

Figure 5.6: Dmin (blue), Dmax (red) and Dmean (green) values for the CTV for the 1-fraction (open
symbols) and n-fraction (closed symbols) case. The open and closed Dmean symbols coincide.
The error bars for the 1-fraction values represent the standard deviation of the 4 initial phases.
The shaded areas represent a linear fit through the maximum and minimum values among
the initial phases to guide the eye.

Figure 5.6 demonstrates the effect of motion on Dmin, Dmax and Dmean in the
CTV. The 1-fraction values for Dmin and Dmax show a clear relationship with tumor
motion. The effect is more pronounced for the SmallSpots, where the minimum
dose in the CTV drops to 49% of the prescribed dose for the largest motion studied,
compared to 78% for the same patient and motion amplitude using the larger spot
size.

The 1-fraction mean dose stays within ±1.2% of the static plan for all motion
amplitudes, except for a small systematic loss (-3%) for the SmallSpots machine
and the highest motion amplitude. The standard deviation increases with motion
amplitude, implying that in the delivery of a single fraction, larger motion is more
likely to cause a mean dose which differs from the static plan. The stability of the
average mean dose confirms that the dosimetric impact on Dmin and Dmax is due
to interplay.

There is a distinct difference in the Dmin and Dmax values for the 1-fraction and
n-fraction cases. Fractionation partly mitigates the creation of hot- and cold-spots,
as they occur at different locations for each starting phase.

Dmin and Dmax are widely used clinically, however they refer to a single voxel
and thus may overestimate the dose degradation resulting from interplay. Previous
work [69] has used D5−95 as measure of the homogeneity of the dose distribution.

Figure 5.7 shows the change in D5−95 for BigSpots and SmallSpots for the 1-
fraction and n-fraction cases as a function of motion amplitude. For the static case,
the DVH fall-off is comparable between the two spot sizes for all patients. If the
plans are delivered on the 4D-CT, the 1-fraction values differ significantly between
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the two spot sizes. On average, the increase in D5−95 is 5.6±4.2% of prescribed dose
for BigSpots compared to 15.8±11.1% for SmallSpots.

The n-fraction values show little interplay effect for all motion amplitudes, ex-
cept for the largest motion and small spot size. In that case D5−95 increases by
9.48Gy(RBE), i.e. 10.8% of the prescribed dose.

Figure 5.7: D5−95 values for the CTV for the 1-fraction (open symbols) and n-fraction (closed symbols)
case for BigSpots (squares) and SmallSpots (triangles). Blue symbols denote the static case.
The error bars for the 1-fraction values represent the standard deviation of the 4 starting
phases. The lines represent a linear fit through the 1-fraction values to guide the eye (full
line: BigSpots, dotted line: SmallSpots).

Figure 5.8 shows the EUD as a function of motion amplitude for the BigSpots and
SmallSpots machines. The average reduction for the large spot size is consistently
<5% of the prescribed EUD, and for the n-fraction case there is no significant effect
of motion, i.e. no EUD reduction in excess of 2% of the prescribed value. For the
smaller spot size (figure 5.8b) the reduction in EUD is substantial for some patients,
up to 15Gy(RBE) for the largest motion. Also in this scenario the n-fraction values
are close to the static prediction, only for the two largest motion amplitudes the
deviation is >2%.

5.3.3 Interplay Effect in the Target: TCP

To quantify the change in tumor control, we calculate the 2y-LC for all simulated
plans. The 1-fraction value here can be interpreted in 2 different ways: either as the
worst-case scenario for a fractionated treatment in which scanning always starts at
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Figure 5.8: EUD values as function of motion amplitude for static (blue symbols), 1-fraction average
(open symbols) and n-fraction (closed symbols) case. The error bars for the 1-fraction values
represent the standard deviation of the 4 initial phases.

the same phase, or as the 1-fraction scenario where the prescribed dose is deposited
at once. In the latter scenario the time to deposit the dose would be longer, possibly
leading to additional smearing out of the interplay effect. However, it can serve as
an estimation of the maximum TCP reduction in such a scenario.

Figure 5.9 shows the effect of motion on 2y-LC with varying tumor motion. For
BigSpots, the TCP for the average 1-fraction case stays within 1.2% of the static case
up to 20mm tumor motion amplitude. Only for the patient with >30mm motion,
2y-LC decreases by an average of 7.7±6.2% (for the worst initial starting phase by
14.7%) for the 1-fraction case compared to the static plan. For the n-fraction case,
however, TCP is retained for all patients (average change 0.4±0.8%, range -0.4% to
2.4%).

Figure 5.9: 2y-LC for the static (blue symbols), 1-fraction average (open symbols) and n-fraction (closed
symbols) case. The error bars for the 1-fraction values represent the standard deviation of
the 4 initial phases, and the cross denotes the worst 1-fraction result.
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The same trend is visible for SmallSpots, but the magnitude of the changes is
greater. The average loss in 2y-LC over all patients is -18.5±25.2%(range -84.3%
to -0.3%) for the 1-fraction case. Even though the largest decrease is seen for the
highest motion amplitudes, the changes are not significantly correlated with motion
(Spearman’s p=0.26). For the patient with the lowest motion amplitude the 1-
fraction value decreases on average by 24%, while there is little change (-2.5% and
-1.8%) for the 2 patients with 15mm motion. It appears motion amplitude alone is
not a good predictor of the interplay effect and inter-patient variability is high.

In the n-fraction scenario for SmallSpots, the interplay effect seems to be miti-
gated for motion amplitudes up to 20mm in this patient cohort, as modeled 2y-LC
decreases <0.4%. Only for the patient with >30mm motion 2y-LC drops from 87%
to 71.6%.

We did not observe a correlation between any of the chosen metrics and tumor
volume (Spearman’s p>0.16 for all parameters).

5.4 Discussion

For motion amplitudes <10mm, the n-fraction treatment yields dose distributions
more homogeneous than the static plan, as visible in figure 5.7. This is due to the
intrinsically imperfect static plan, which always includes some hot- and cold-spots.
Small motion averages the dose distribution such that the over- and under-dosage
inherent in the static plan is lessened, thereby making it more homogeneous. A
similar phenomenon has already been reported for multiple rescans of the target [69].

Bert et al. [10] also ascertained the strong influence of starting phase on the in-
terplay effect, yet in our patient cohort the motion amplitude seems to dominate the
general appearance of possible interplay effects less: the changes in D5−95, EUD and
TCP show little correlation to motion amplitude for the SmallSpots machine. Kraus
et al. [74] observed a similar averaging out of the interplay effect for a fractionated
treatment, which they also approximated by averaging over the initial phases. They
also showed that irregular breathing motion, which was not included here, led to
less distorted dose distributions.

Interplay effects can be reduced by a variety of techniques. Different re-scanning
methods can provide additional averaging out of hot- and cold-spots. Gating reduces
the effective motion of the tumor, thereby possibly reducing the interplay, but re-
quires higher confidence in movement reproducibility. Tracking has been studied
extensively for carbon-ion beams, but would not necessarily reduce the interplay
effect.

To reduce the spot size at any established facility requires significant changes in
hardware. However, several methods (e.g. decreasing quadrupole strength, inserting
pre-absorbers) can be employed to increase the spot size, thereby making the system
more robust against interplay.
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5.5 Conclusion

For the 1-fraction scenario, Dmin and Dmax show a clear relationship with tumor
motion, decreasing and increasing respectively, as the motion amplitude increases.
This change is consistently higher for SmallSpots (σ ≈3mm) than for BigSpots
(σ ≈13mm). The degradation of target homogeneity is on average a factor of 2.8
higher for SmallSpots than for BigSpots.

Even in the presence of the interplay effect from tumor motion up to ≈30mm,
local control is preserved using a large spot size and conventional fractionation for
this patient cohort. Thus gating may not be required for treatments with these
characteristics, except when its main purpose is to reduce the dose to normal lung.
For motion amplitudes less than ≈20mm, the large spot size mitigates deterioration
in modeled 2y-LC for the delivery of a single fraction in our patient population.

For treatments with a small spot size, conventional fractionation retains dose
homogeneity for motion less than ≈20mm in our patient group. In the delivery
of single fractions, however, modeled 2y-LC falls on average by 18.5%. The de-
terioration of the dose distribution is highly patient-specific, and is not predicted
accurately by tumor motion amplitude alone.

While the smaller spot size is significantly less robust toward motion, we want
to highlight that it also reduces dose to the normal lung considerably due to the
sharper lateral penumbra, as can be seen in the different MLD values.

Hypofractionated regimens consisting of only a few fractions are not specifically
simulated here, though it can be expected that the interplay effect in such a case will
be bound by our estimates of the 1-fraction case and the n-fraction approximation.





Chapter 6

Mitigating the Interplay Effect in
Patients

Contents
6.1 Study Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6.1.1 Motion Mitigation Techniques . . . . . . . . . . . . . . . . . . 69

6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.2.1 Effect of Motion Mitigation in Tumor . . . . . . . . . . . . . 71

6.2.2 Effect of Motion Mitigation in Lung Tissue . . . . . . . . . . 73

6.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

In the previous chapter we have investigated the extent of the interplay effect
for two different spot sizes in the delivery of single fractions and estimated it for
conventionally fractionated treatments. The results demonstrate that fractionation
can play a large role in mitigating the interplay effect for motion amplitudes up to
20mm.

In the last years studies have shown improved survival for lung cancer patients
treated with hypofractionated regimes [64, 103]. Hypofractionation refers to large
doses given to the tumor in usually less than 5 fractions, compared to >30 fractions
for conventionally fractionated treatment courses. This prevents averaging of the
hot- and cold-spots created by the interplay between beam and tumor motion and
necessitates motion mitigation techniques.

The aim of this chapter1 is to investigate various forms of rescanning and gating
(described below) to mitigate the interplay effect in five lung cancer patients who
have previously shown degradation of the target dose distribution through motion.

6.1 Study Details

We selected five patients from the previous study who have shown a significant
interplay effect, their characteristics are shown in table 6.1. The treatment planning

1Results from this chapter have been presented as oral presentation at the Young Investigator
Symposium at the 2013 Annual Meeting of the American Association of Physicists in Medicine (In-
dianapolis, USA), title: "Motion Mitigation in Active Scanning Proton Therapy for Lung Cancer:
a 4D Monte Carlo Study". Submission for publication is pending.
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process was similar to the last study, as described in the previous chapter, with
the exception that we deliver now 12Gy(RBE) per fraction, which is a common
fraction size in hypofractionated treatment regimens for lung cancer [121]. We
studied 2 different energy-dependent spot sizes termed BigSpots (σ = 8-17mm) and
SmallSpots (σ = 2-4mm), which represent the extremes used in proton therapy. The
energy switching time was set to 1s and the spot settling time, which determines
the dead time before delivery of each spot, to 5ms. The spot-spacing was 1σ and
varied with energy, similar to the layer-spacing, which was equal to the width80.

The time to deposit a spot is given by

time[s] =
spotweight[#p] · q
beam current[A]

, (6.1)

where q = 1.602 · 10−19 C and the spotweight is given in the number of protons to
be delivered. We used a constant beam current of 2 nA as currently employed by
MGH.

The scanning speed varied depending on the axis, due to the different position
of the scanning magnets in the nozzle. The fast magnet is parallel to the SI axis
with a maximum speed of 30ms for the lowest energy setting. The other magnet
perpendicular to the SI axis has a maximum speed of only 3ms . The scanning
pattern consists of a zig-zag pattern with the longer axis parallel to the fast scanning
direction to minimize scanning time. It has been shown previously that the direction
of the fast scanning axis has no consistent impact on the interplay effect [33].

Patient Tumor
Location

Motion Motion
Nr Size[cc] Axis Amplitude[mm]
1 21.1 RLL SI 30.6
2 26.0 LLL SI 10.7
3 82.3 RUL SI/AP 20.2
4 24.5 RML SI 9.1
5 33.9 RUL SI 2.9

Table 6.1: Patient characteristics in rescanning study: tumor size, location, axis of main
motion and motion amplitude. Tumor location encoded as [R/L][L/M/U][L] =
[Right/Left][Lower/Medium/Upper]Lobe of Lung. SI = Superior-Inferior, AP = Anterior-
Posterior.

We assumed a constant breathing period of 5s and for every scenario studied 4
evenly spaced initial breathing phases were simulated: T0% (peak inhale), T25%
(mid-exhale), T50% (peak exhale) and T75% (mid-inhale).

Additional to the equivalent uniform dose (EUD) and the dose homogeneity, as
quantified by the D5−95, we also analyzed the D99, the dose received by 99% of the
target. This quantity is a proxy for the minimum dose received by the tumor, but
is more robust to the statistical uncertainties of the Monte Carlo simulation.
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6.1.1 Motion Mitigation Techniques

6.1.1.1 Rescanning

Rescanning (also called repainting) refers to the target being scanned multiple times,
with each scan only delivering a fraction of the intended dose. It was first proposed
by Phillips et al. [109] and many ways to rescan a target have been proposed since:

Layered/Volumetric: in layered rescanning (also called slice-by-slice [113]), the
layer of the target volume is repainted several times before changing the energy
and irradiating the next energy slice. This minimizes the number of energy
changes required, which is usually the slowest part of the beam delivery system.
In volumetric rescanning the whole 3-dimensional volume is scanned multiple
times, including switching between energy layers. In this case the delivery
time grows almost linearly with the number of rescans N , as the only time
saved is the time to deliver the dose to a spot, which is usually only a small
part of the treatment time.

Scaled/Iso-layered: in scaled repainting the dose to be delivered in one repainting
to each spot is simply 1/N for N rescans. The main drawback of this tech-
nique is that the dose to be delivered to low-weighted spots with high number
of rescannings can become very small, which can lead practical problems in
the accurate delivery of these spots. In iso-layered repainting on the other
hand, the dose per spot at each repainting is kept at a constant value. As a
result, spots with different weightings receive a different number of repaint-
ings. This means the spot map to be delivered grows sparser at every painting,
representing an issue similar to the traveling-salesman problem [148].

Breath-Sampled: Breath-sampling means that the start times of each rescan are
evenly distributed throughout the breathing cycle, necessitating further dead
times at the end of each painting. If T were the breathing period of a patient
for example, 4 times breath-sampled rescanning (4x-BSR) would entail 4 res-
cans starting at times 0, T/4, T/2, 3T/4 throughout the breathing cycle [120].

We have included scaled volumetric and layered rescanning in our study (2x,
4x, 6x, 8x and 10x), as well as breath-sampled volumetric rescanning (BSR, 2x
and 4x). Figure 6.1 shows the dose distribution through the transverse slice of
a patient without rescanning (6.1A) and employing 2x (6.1B), 6x (6.1C) and 2x
breath-sampled (6.1D) rescanning. Figure 6.1F shows the nominal dose distribution
on the static planning CT.

6.1.1.2 Gating

Gating has been developed for tumors unable to stay stable because of respiratory
motion [95] and is used at several particle therapy centers [82,86].
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Figure 6.1: Example of dose distributions through the transverse slice after 4D-simulation for different
motion mitigation approaches: (A) no motion mitigation, (B) 2x-layered rescanning, (C) 6x-
layered rescanning, (D) 2x breath-sampled rescanning and gating (E). (F) shows the nominal,
i.e. expected, distribution without any motion, simulated on the planning CT. The color
bar is in percent of prescribed dose, the contours represent the GTV (orange) and the CTV
(magenta).

Based on motion monitoring data the treatment delivery is restricted to certain
parts of the breathing cycle. Usually the breathing phases around end-exhale (T50)
are chosen, as they tend to be more reproducible [5].

Gating reduces the size of the target volume compared to rescanning, as only the
phases within the treatment window will be used to delineate the target. This leads
generally to less irradiation of normal tissue, while the treatment time increases
based on the gating window.

Comparing to rescanning gating is technically more challenging, as additional
hardware has to be implemented into the beam control system.

The main difficulty with gating is the robustness of the motion signal and its
correlation to tumor motion, which depends heavily on the motion monitoring sys-
tem [45], and irregular motion.

We have used a 30% duty cycle in our studies, using only the T40-T50-T60
phases to deliver the treatment. The treatments have been re-planned to take into
account the reduced motion of the tumor in these phases. Figure 6.1E demonstrates
the effect of gating, bringing the non-mitigated dose distribution (figure 6.1A) closer
to the nominal one (figure 6.1E).
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6.2 Results

6.2.1 Effect of Motion Mitigation in Tumor

Figure 6.2 shows the impact of the analyzed motion mitigation techniques on the
interplay effect in the target of an example patient: top shows EUD, middle D99

and D5−95 at the bottom. The large beam size is given in blue, the smaller one in
red. The values plotted for rescanning are the averages for the 4 initial breathing
phases that were simulated, with the error bars marking the standard deviation. The
triangles represent volumetric rescanning, squares volumetric rescanning. Further
on the right the full circles give the values for 2x and 4x breath-sampled rescanning
(BSR in the figure), the diamonds for gating and the stars for the nominal plan
simulated without motion. The values in the EUD and D99 graphs are percentages
of the static case, to avoid any bias due to differences in plan quality.

Volumetric and layered rescanning mitigate motion equally well in the patient
shown in figure 6.2. 2x rescanning is sufficient in this patient for the large spot size,
while 6x are necessary for the smaller spot. For more than 6 repaintings the EUD
becomes higher than the nominal value, which has been observed by other authors
for liver cases as well [69]. The reason for this is that the interplay effect together
with rescanning can average out hot- and cold-spots that were present in the static
dose distribution, making the dose distribution more homogenous.

Breath-sampling the timing of the rescanning proves to be a factor ≈2 more
efficient than consecutive rescanning in this patient, as demonstrated by figure 6.2.

Table 6.2 shows the results for the EUD for all patients using the big spot size
(top) and the small spot size (bottom). The bold numbers indicate that the EUD is
within 2% of the planned value for the lowest number of repaintings, meaning that
the interplay effect was successfully mitigated by the respective method.

The dose distribution for Patient 1, which shows the largest tumor motion am-
plitude (30.6mm), is only successfully restored by using gating and a large spot size.
Even for a large number of rescans the EUD plateaus for BigSpots at ≈95%, for
SmallSpots just below ≈90%. For the small spot size, the residual motion during
the gating window is apparently large enough to reduce the EUD to 93.1% of the
planned value.

For all other patients, table 6.2 shows that 2x rescanning is sufficient to restore
the dose for the large spot size, even for motion of ≈20mm. For SmallSpots on the
other hand, up to six repaintings are necessary to achieve an EUD >98% of the
prescribed plan. If the rescannings are evenly sampled across the breathing period,
2 scannings are adequate. Gating succeeds in giving a uniform dose distribution for
all patients except for the largest motion amplitude and small spot size (patient 1).

In three out of the five patients studied the efficacy of rescanning is compromised
by a synchronization effect, which occurs if the total time to scan the tumor is close
to an integer multiple of the breathing period. As the total dose deposited per
painting changes with the number of rescannings and influences the total time to
scan, this effect usually surfaces only for a specific number of rescannings. Figure
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Figure 6.2: Results for patient 3: EUD (top), D99 (middle) and D5−95 (bottom). Triangles denote layered
rescanning, squares volumetric rescanning, circles breath-sampled rescanning (BSR) and dia-
monds gating. The values for EUD and D99 are relative to the static dose distribution. Error
bars represent the standard deviation from the 4 starting phases studied for each rescanning
setting. Layered and volumetric symbols have been slightly offset to ease differentiation.
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6.3 demonstrates this effect: for 4 consecutive rescannings with the small spot size
the EUD is significantly reduced, almost to the level of no motion mitigation at all.
This synchronization effect has been observed only for volumetric rescanning, while
layered rescanning has not been affected.

6.2.2 Effect of Motion Mitigation in Lung Tissue

The effect of motion mitigation on the dose to the normal lung depends heavily on
the quantity to be analyzed. Rescanning has almost no effect on the V20 and the
mean lung dose: The V20 changes on average <0.4% and the mean lung dose stays
within 0.3Gy(RBE) of the original values without any motion mitigation, even for
10 repaintings.

The effect on the maximum dose to the lung is however significant, and it leads
to more reduction for the small spot size, as here the maximum values in the lung
without motion mitigation are higher. For the large spot size 10x rescanning reduces
the maximum dose to the lung on average 6.9Gy(RBE), for the small spot size
17Gy(RBE). For gating the reduction is similar, 6.8 Gy(RBE) for the large spot
size and 6.9 Gy(RBE) for the small spot size.

Gating is on the other hand far more efficient in reducing the V20 and mean
lung dose, as the treatment field is being reduced. For the large spot size the mean
reduction in V20 and MLD is 0.9% and 0.4Gy(RBE) respectively, for the small
spot size 2.8% and 4.9Gy(RBE). The exact reduction depends on the size of the
tumor and the motion amplitude, the maximum reduction observed for our patient
population was in patient 2, combining a large tumor (82.3cc) with significant motion
(20.2mm). In this patient the mean lung dose and V20 reduced by 8.8 Gy(RBE)
and 10% respectively.

6.3 Discussion

For the five patients investigated it has been demonstrated that rescanning can
restore the dose distribution for motion up to ≈20mm. The number of required
repaintings is relatively low, 2x for the large spot size and 6x for the small spot size.

Furthermore it has been shown that layered rescanning is more robust with re-
spect to synchronization effects compared to volumetric rescanning. Each layer has
a different number of spots and cumulative dose to be deposited, taking a varying
amount of time to scan them, which makes synchronization of every layer with an
almost constant breathing period improbable. For volumetric rescanning on the
other hand only one timeframe counts, the total time to scan the target, making a
synchronization more likely, as we have seen in three out of the five patients inves-
tigated. Layered rescanning has the advantage of being faster as well, depending
on the exact time it takes to switch the energy layer. For systems developed with
a focus on speed this can be as low as 80ms [105], though switching times above
1 second are more common in most treatment centers. This advantage of layered
rescanning has recently been demonstrated for liver patients as well [8].
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Figure 6.3: Example for synchronization effect in rescanning (patient 2), note the increase in interplay
effect for 4x volumetric rescanning. EUD (top), D99 (middle) and D5−95 (bottom). Triangles
denote layered rescanning, squares volumetric rescanning, circles breath-sampled rescanning
(BSR) and diamonds gating. The values for EUD and D99 are relative to the static dose
distribution. Error bars represent the standard deviation from the 4 starting phases studied
for each rescanning setting. Layered and volumetric symbols have been slightly offset to ease
differentiation.



76 Chapter 6. Mitigating the Interplay Effect in Patients

Breath-sampling the timing of volumetric rescans has been shown to be highly
effective in overcoming the synchronization effect and is rendering rescanning more
effective. As can be seen in table 6.2, 2 volumetric repaintings starting half a
breathing period apart are as efficient as 4-6 consecutive rescans, depending on the
patient. If breath-sampling would make sense for layered rescanning is doubtful.
On one hand the time needed would go up significantly, as dead times to wait for
the correct breathing phase would have to be introduced at every single layer. On
the other the synchronization effect does not affect layered rescanning as much as
the volumetric variant, removing the other motivation for breath-sampling.

Other rescanning methods that have not been investigated here include random-
izing the order of layers to be scanned, introducing random waiting times [120] and
varying the scan paths of repaintings, either in 2 or even 3 dimensions [113].

What has not been investigated here is the dependence on the plan quality
or number and incident angles of the beams, as we used always the same plans
consisting of 2 fields. Knopf et al [69] have shown that more fields per plan have an
averaging effect similar to rescanning.

We have planned according to a method which prescribes the dose to the envelope
of target motion, which is then filled with tumor equivalent density to retain coverage
in every phase. Other authors [68] use instead a range-adjusted ITV, which also
includes the variations present in the entrance region of the beam. Even though
the results suggest that the method used is also an adequate margin definition, it
can not be excluded that using the latter methodology could have an impact in
individual cases.

Furthermore the results have shown that gating with a 30% duty cycle is valid
option for movement amplitudes up to 20mm in the patients studied. For the largest
motion amplitude gating can only restore the EUD to >98% of the prescribed value
for the large spot size. For the small spot size the residual motion in the gating
window is apparently still significant, which would warrant further countermeasures.
Restriction of the gating window is possible, but in this case time delays [82] and
the performance of the motion monitoring itself becomes critical, requiring accuracy
on the order of ≈1mm [113]. Another option would be to combine gating with
rescanning, which would lead to further lengthening of the treatment time [44].

Regarding dose to normal tissue, rescanning is more effective in reducing max-
imum doses to the lung (or other tissues located distal to the target) while gating
can significantly reduce the V20 and mean lung dose through the reduction of the
treatment field. As the latter quantities are more suitable proxies to estimate the
incidence of severe lung complications such as radiation pneumonitis [83], gating is
superior to rescanning regarding lung side effects. The exception might be cases in
which critical structures sensitive to the maximum dose, such as spinal cord and to
some extent the heart, are located behind the distal edge of the beam. In this case
rescanning could be necessary to reduce the impact of hotspots, possibly in addition
to gating.

Tracking the target is another technique proposed for motion compensation, as
it would combine the reduced normal tissue irradiation of gating with higher effi-
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ciency in beam utilization [51, 139]. Even though experimental tests in phantoms
successfully mitigated interplay effects, the implementation for patient treatments
has proved difficult. Online volumetric imaging of the patient would be the optimal
solution, as we need not only the target motion but the complete geometry prox-
imal to the target to be able to identify range changes. As this is not achievable
at the moment, range compensation for every pencil beam spot would have to be
pre-calculated for all motion states based on a pre-treatment 4D-CT scan. This
however neglects irregular motion, inter- and intra-fractional changes and motion
states outside the spectrum acquired by the 4D-CT [129]. This problem can be
circumvented by building patient-specific motion models from extended image ac-
quisitions beforehand and then reconstruct the motion using for example beams eye
view imaging acquired during treatment [150].

6.4 Conclusion

We studied volumetric, layered and breath-sampled volumetric rescanning together
with gating to mitigate the interplay effect from active scanning protons treatments
in five patients. The following conclusions can be drawn from the results:

i. For motion amplitudes up to 20mm in out patient population, 2x-rescanning
restores the dose distribution for a spot size σ of 8-17mm and 6x for a σ of
2-4mm.

ii. Layered rescanning proves to be more robust than volumetric rescanning in the
mitigation of interplay. Three out of five patients show a synchronization effect
for volumetric rescanning, reducing the effectiveness of volumetric rescanning
significantly.

iii. Rescanning has no effect on the normal lung V20 or mean lung dose, indepen-
dent of spot size and rescanning method. Maximum dose to the lung, however,
is significantly reduced through rescanning.

iv. For the largest motion amplitude of 30mm, only gating in combination with
a large spot size were able to mitigate motion effects.

v. Gating leads to a significant reduction of the dose to the normal lung only for
the small spot size, -2.8% in V20 and -4.9Gy(RBE) in MLD on average over
all patients.
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This last chapter will give a short summary of the main conclusions and the
clinical impact for each part of this work, followed by future developments that are
expected to move the field forward.

7.1 Experimental Validation and Implementation of
Monte Carlo simulations

In the first part (chapter 3) the adequacy of the Monte Carlo code was assessed by
comparing it to the clinical dose calculation algorithm and experiments in a static
lung phantom. It has been shown that the use of Monte Carlo methods in the
clinic could reduce the range margins that have to be applied for dose calculation
uncertainty in complex geometries from 4.6% to 2.4%. In the subsequent study
of a patient cohort Monte Carlo generally estimates a lower dose to the tumor,
especially for small targets (up to 5.4% in average dose and 7.6% in minimum
dose), and a higher dose to the surrounding lung, which was both confirmed in
the experiments. The measurements in a lung phantom showed that the average
difference to the Monte Carlo predictions in the target was 1.6%, while 5.6% for the
clinical algorithm.

After demonstrating the benefits of Monte Carlo simulations in patients, the
implementation for active scanning is presented in chapter 4. The results show
that for calculation of the high-dose region in proximity of the treatment field, it
is valid to approximate the pencil beams in a phase space approach at the surface
of the patient. For secondary cancer estimation in the low-dose penumbra (<1% of
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maximum dose) this method is not valid, as it underestimates the out-of-field dose
due to scatter in the ionization chambers.

Furthermore the energy spread to be used in the MC simulations is derived from
the shape of measured depth dose distributions with the help of an analytical model
(introduced in chapter 2.1.4), reproducing measurements in water to within 0.5mm.

7.1.1 Clinical Impact

Verification of patient treatments with Monte Carlo methods and the inherent re-
duction in range uncertainty could give the treatment planners more flexibility to
chose beam angles in their design of an optimal treatment plan. The general re-
duction in dose to normal tissues could potentially benefit all patients, though lung
cancer patients would benefit disproportionately due to the large extent of range
margins in low-density lung tissue. The ≈2% margin reduction enabled by Monte
Carlo could reduce the range margin in lung by ≈15mm for a proton beam of 20cm
range, therefore reducing normal tissue irradiation significantly.

The increased dose calculation accuracy, in the target as well as for the healthy
lung surrounding it, would increase the accuracy with which we can relate dose and
effect, which is especially important for clinical trials comparing proton therapy to
other modalities.

The insight that phase space based Monte Carlo simulations are accurate enough
for in-field predictions of active scanning is especially important for the clinical im-
plementation of such methods. GPU codes under development have shown promis-
ing results in terms of speed [63] and are far easier to implement for phase space
based approaches.

7.2 Interplay Effect in Patients and Countermeasures

Subsequently the complexity has been increased by including the time-dependency of
the patient’s respiratory motion into the simulations. Chapter 5 describes the results
for 10 clinical lung cancer patients for two pencil beam sizes employed by different
institutions (SmallSpots = PSI, BigSpots = MGH), highlighting the important role
the size of the beam has for the interplay effect. While the large beam shows almost
no interplay effect up to motions of 20mm, the small spot size leads to an average
loss in tumor control of 18.5% over all patients. Also the loss in dose homogeneity
within the target is on average a factor 2.8 higher for the small beam. Additionally
it is shown that tumor motion amplitude is not an ideal predictor for the severity
of the effect in patients, contradicting studies in moving phantoms.

By using a number of conservative assumptions (the n-fraction approximation,
see chapter 5.2.4) the mitigating effect of fractionation is analyzed, showing the
effectiveness of this phenomenon to reduce the dose inhomogeneity in the target.
For most patients fractionation kept tumor control within 1% of the planned value,
only for the largest motion and small spot size tumor control fell by >15%.
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As the trend in the treatment of lung cancer moves towards regimen employing
fewer fractions (see chapter 1.2), methods to mitigate the interplay effect in a single
fraction are investigated thereafter. Chapter 6 analyzes the efficiency of rescanning
and gating in restoring the dose distribution in the patient.

The most important result is the robustness of layered compared to volumetric
rescanning for patient cases, as the latter is often subjected to synchronization effects
reducing its effectiveness. Surprisingly few rescannings are necessary to return the
equivalent uniform dose to within 2% of its planned value: two for the large spot
size and six for the small one are sufficient for the patients studied with motion up
to 20mm. For the largest motion amplitude studied only gating in combination with
a large spot size was able to mitigate the interplay effect, emphasizing the influence
of residual motion during the gating window.

7.2.1 Clinical Impact

The important influence of the beam size on the interplay effect highlights the trade-
off between robustness and dose conformity that can be exploited in the treatment
of moving tumors. As it is relatively straightforward to increase the beam’s size,
variable beam sizes might be investigated to take advantage of this fact.

The superiority of layered rescanning shows that technical developments in this
field should focus on in-plane beam speed and beam current more than the time to
switch the energy. If slow scanning speeds make the clinical application of rescanning
impractical, our results show that timing of rescanning with regard to the patient’s
breathing phase can increase its efficiency more than twofold.

Finally the failure of rescanning and gating for very large motion amplitudes
treated with very small beams highlights the importance to combine different motion
mitigation techniques, such as rescanning and gating or rescanning and tracking
(termed retracking [139]).

7.3 Outlook

7.3.1 Monte Carlo Methods in a Clinical Environment

Fast GPU codes that would enable Monte Carlo based treatment planning are al-
ready under development [63] and will hopefully bring the Monte Carlo method
into the proton clinic in the near future. The main uncertainty in Monte Carlo
simulations remains the imperfect estimation of mean excitation energy I of patient
tissues, which can possibly be reduced by employing dual-energy CT [146].

Further development of in-vivo verification of the dose to the patient, for exam-
ple by positron emission tomography or prompt gamma imaging, offers the prospect
of further understanding and reducing the uncertainties of Monte Carlo dose calcu-
lation in the patient.
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7.3.2 Treatment of Moving Targets

4D treatment planning, taking into account all motion states of the moving CT, is
being intensely investigated. Its main drawback is currently the reliance on specific
motion from a single 4DCT, while a tumors exact motion trajectory and extent can
vary from day to day. Robustness therefore needs to play a significant role in the
development of these techniques. Beam angle optimization is another topic that
might influence the magnitude of the interplay effect in moving targets.

The development of 4D treatment planning is closely tied to advances in image
guidance for proton therapy, as the exact volumetric knowledge of patient anatomy
would enable the reduction of the inherent uncertainties and robustness require-
ments. Proton therapy for lung cancer would profit immensely from in-room imag-
ing, be it cone beam CT or even MRI, as the high sensitivity to changes in anatomy
would also enable adaption over the course of the treatment.
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