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SUMMARY  

Energy provision is associated with negative consequences such as global warming, 
damage to landscapes and ecosystems, or health impacts due to pollution. Energy can be 
provided by different technologies, and energy consuming services can often be fulfilled 
by various technologies and products. A mitigation strategy is therefore to replace current 
technologies with new, potentially more sustainable ones. Each technology is composed 
of a distinct set of materials or resources. Shifting from one technology to another 
therefore means that a different set and/or a different amount of materials needs to be 
mobilized. Some emerging energy technologies that are associated with a higher degree of 
environmental sustainability are based on geochemically scarce metals that have an 
average abundance in the Earth’s crust below 0.01%. This fostered a number of concerns 
such as the surge of demand for metals with previously limited fields of application, 
increasing product complexity that complicates recycling, declining quality of primary 
deposits, rising environmental impacts of resource provision, and also potentially 
declining discoveries of new deposits. A debate on the potential scarcity of these metals 
emerged, as this may impair the prospects of the new technologies. 

The guiding question of this thesis reads: How would a transition towards currently emerging and 
potentially more sustainable technologies in the energy sector affect the supply and demand for geochemically 
scarce metals? The previous debate has mainly focused on the threat of resource scarcity. 
The environmental impacts associated with geochemically scarce metals production are 
often higher than those associated with classic industry metals, and environmental 
impacts associated with resource provision could generally rise in the future. However, 
the role of environmental impacts in the debate on resource scarcity has hardly been 
assessed. This is where the first study of this thesis contributes. Life cycle assessment, the 
method to quantify environmental impacts, is challenged by the strong interlinkages of 
metal supply chains – in primary as well as secondary production. The second study is 
concerned with these methodological challenges. In order to assess the potential pressure 
on the supply system of a geochemically scarce metal, its potential future demand needs 
to be modeled. This quantitative modeling has often been based on static model 
parameters. Furthermore, reliable estimations on resource availability are lacking, which 
impedes a sound interpretation on possible supply restrictions. The third study contributes 
to this by presenting a dynamic material flow model, and a structured discussion to assess 
implications for the supply system. In the following these three studies are presented in 
more detail. 

In the first study, present and potential future environmental impacts of lithium, a metal 
essential for the functionality of lithium-ion batteries, were assessed. Lithium-ion batteries 
would increasingly be implemented if electric vehicles based on this particular energy 
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storage device started to replace internal combustion engine vehicles. It is assessed if the 
environmental benefits expected from a transition to this new technology could be 
outweighed by higher impacts on the resource provision level. Environmental impacts on 
the resource level were quantified for production from different deposit types (brines, 
ores, and seawater) with different deposit quality (favorable, unfavorable). The upstream 
supply chain was kept constant (ceteris paribus). This approach proved useful for 
assessing – early in technology implementation – how changes on the resource provision 
level affect environmental impacts on the product and service levels. According to the 
results of the study, the supply of lithium carbonate for lithium-ion batteries should not 
compromise the environmental benefit of electric vehicles.  

In the second study, the methodological challenges associated with life cycle inventory 
modeling in the metal sector were addressed by taking the example of the integrated 
smelter-refinery of Umicore Precious Metals Refining in Hoboken, Belgium. From this 
production technology, 17 different metals are produced from various feed materials. In 
the attributional life cycle inventory model developed, the highly interconnected and 
dynamic system was dealt with by distinguishing many subprocesses and by allocating 
inventory data based on different rationales. It was found that a) that the choice of the 
allocation rationale can change the result for a metal by up to two orders of magnitude, 
which renders it a decisive methodological step, and b) that no allocation rationale 
whatsoever can fully reflect the industrial reality. Parameterized models could reduce the 
influence of the allocation rationale choice, but require considerably more data, which is 
difficult to acquire in a competitive industry environment. For the time being, it is 
suggested to minimize allocation by distinguishing as many subprocesses as possible in 
order to capture the different efforts for refining the individual metals. Also, value based 
allocation might be preferable to mass based allocation for representing economic 
relevance, as the price differences between metals are huge. 

In the third study, the development of primary indium demand from Copper-Indium-
Gallium-Diselenide (CIGS) solar cells was modeled, by linking to various energy scenarios 
that describe the potential future electricity provision from photovoltaics. The dynamic 
model showed that with appropriate measures the same amount of primary indium 
“invested” can sustain considerably higher installed capacities of CIGS solar cells. 
Prerequisites are higher efforts in reducing indium demand in the technology and in 
keeping the indium in the anthropogenic cycle with good recycling systems for end-of-life 
material as well as for production scrap. It was discussed how and if the increased indium 
demand could be met by the supply system, i.e. which changes are necessary and how 
these could influence environmental impacts. Possible changes include, for instance, 
increasing the extraction efficiency of indium as a by-product of zinc production in order 
to decrease dependency on future zinc demand development. In the case of indium, there 
is some optimism regarding securing the supply for an increased CIGS solar cell 
implementation in the medium term, although prices may rise. 
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Conclusively, the thesis highlights various implications for the supply and demand system 
of geochemically scarce metals, in case the implementation rates for emerging energy 
technologies increase. Specifically, the environmental dimension was added to the debate, 
which currently mainly targets the threat of resource scarcity. The thesis also adds to 
approaching methodological challenges associated with assessing environmental impacts 
of metal provision. Improving the understanding on a technical level is an important 
prerequisite to a sound consideration of environmental impacts in the scarcity debate. In 
view of the increasing complexity of primary and secondary material that is accessed for 
metal provision, understanding how these processes can be represented in life cycle 
assessment might become even more relevant in the future. The thesis also provides a 
link from projected developments on the service level to a quantitative metal demand 
model. The demand model developed is dynamic, which has only been done in a few 
studies on geochemically scarce metals so far. Including dynamic parameters is especially 
suitable for systems at an early development stage, where parameters are expected to 
significantly change over time. In particular, the approach could serve as an addendum to 
scenario exercises in energy systems, which currently focus mainly on costs and/ or CO2 
mitigation. The thesis ends with a critical reflection on the methods applied and 
recommendations to overcome some of these limitations in future research. 
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ZUSAMMENFASSUNG 

Die Bereitstellung von Energie ist mit negativen Folgen verbunden, zum Beispiel globale 
Erwärmung, Zerstörung von Landschaften und Ökosystemen, oder 
Gesundheitsgefährdungen durch Umweltverschmutzung. Um den Energieverbrauch 
möglichst gering zu halten und die negativen Folgen zu mindern, ist es geboten, die heute 
angewandten Technologien durch möglichst nachhaltige zu ersetzen. Jede Technologie 
beruht auf einer anderen Materialzusammensetzung. Der Wechsel von einer Technologie 
zu einer anderen erfordert darum die Bereitstellung unterschiedlicher Arten oder Mengen 
von Materialien. Einige der neu entwickelten Technologien zur nachhaltigen 
Energiegewinnung und -nutzung erfordern den Einsatz von geochemisch seltenen 
Metallen, deren mittleres Vorkommen in der Erdkruste unter 0.01% liegt. Bisher wurden 
diese nur begrenzt eingesetzt, aber in den letzten Jahrzehnten stieg deren Nachfrage 
abrupt an. Dies hat eine Reihe von Bedenken ausgelöst: Die erhöhte Komplexität der 
neuen Produkte erschwert das Recycling, die Auswirkungen auf die Umwelt durch die 
Bereitstellung dieser Ressourcen könnten steigen und die Qualität der Lagerstätten könnte 
sinken. Momentan wird debattiert, ob das seltene Vorkommen dieser Metalle irgendwann 
limitierend sein könnte für die weitere Verbreitung davon abhängiger Technologien. 

Die Leitfrage dieser Arbeit ist: Wie kann der Wechsel zu neuen und potentiell nachhaltigeren 
Technologien im Energiesektor die Bereitstellung von und die Nachfrage nach geochemisch seltenen 
Metallen beeinflussen? Die öffentliche Debatte fokussierte bisher auf die Gefahr der 
Ressourcenknappheit. Die Umweltauswirkungen bei der Produktion geochemisch 
seltener Metalle sind oft grösser als jene, die bei der Produktion der klassischen 
Industriemetalle auftreten. Diese Umweltauswirkungen könnten in Zukunft noch 
zunehmen. Dennoch wurde die Rolle der Umwelteinflüsse in der bisherigen Debatte über 
die Ressourcenverknappung erst wenig berücksichtigt. Dies ist der Fokus der ersten Studie 
dieser Arbeit. Ökobilanzierung, die Methode, um Umweltauswirkungen zu quantifizieren, 
ist dabei mit der Schwierigkeit konfrontiert, wie die stark vernetzten Produktionsketten 
von Metallen abgebildet werden können. Dies betrifft sowohl die Primär- wie auch die 
Sekundärproduktion. Die Erarbeitung der daraus entstehenden Herausforderungen für 
die Ökobilanzierungen war das Thema der zweiten Studie. Um beurteilen zu können, wie 
stark der Druck auf das Angebotssystem in Zukunft sein wird, muss man die zukünftige 
Nachfrageentwicklung abschätzen. Diese quantitative Modellierung beruht heute oft auf 
statischen Modellparametern. Zusätzlich fehlen verlässliche Schätzungen zur 
Verfügbarkeit, was eine Interpretation der Voraussagen über eine mögliche künftige 
Verknappung erschwert. Im dritten Teil dieser Arbeit wird deshalb ein dynamisches 
Nachfragemodell entwickelt und dessen Ergebnisse strukturiert diskutiert bezüglich der 
möglichen Auswirkungen auf das Angebotssystem. Im Folgenden werden die Studien 
genauer vorgestellt. 
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In der ersten Studie werden heutige und mögliche zukünftige Umweltauswirkungen im 
Zusammenhang mit der Produktion von Lithium quantifiziert. Lithium ist ein 
geochemisch seltenes Metall, das in Lithium Ionen Akkus genutzt wird. Diese Akkus 
werden in Elektrofahrzeugen verwendet, die zukünftig von Verbrennungsmotoren 
angetriebene Fahrzeuge ablösen könnten, um die die Umweltauswirkungen der 
individuellen Mobilität zu verringern. In der Studie wurde analysiert, ob durch einen 
Anstieg der Umweltbelastung bei der Bereitstellung von Lithium dieser Vorteil zunichte 
gemacht werden könnte. Dafür wurden die Umweltauswirkungen der Lithiumproduktion 
von verschiedenen Lagerstättentypen und -qualitäten quantifiziert. Die Prozesse der 
restlichen Versorgungskette bis zum Elektrofahrzeug wurden konstant gehalten (ceteris 
paribus). Dieser Ansatz erwies sich als nützlich, um schon zu einem frühen Zeitpunkt der 
Entwicklung und Anwendung abzuschätzen, wie sich die Umweltauswirkungen der 
Ressourcenbereitstellung auf jene des Endprodukts und der Anwendung auswirken. Die 
Resultate dieser Studie weisen darauf hin, dass auch bei höheren Umweltbelastungen in 
der Lithiumproduktion der positive Umwelteffekt eines Wechsels zu Elektrofahrzeugen 
nicht aufgehoben wird. 

Die zweite Studie beschäftigt sich mit den methodischen Herausforderungen der 
Sachbilanz der Metallproduktion. Als Beispiel dient die integrierte Metallhütte von 
Umicore Precious Metals Refining in Hoboken, Belgien. In diesem Werk werden 17 
verschiedene Metalle aus unterschiedlichen Ausgangsmaterialien produziert. Es wurde ein 
attributives Inventarmodell entwickelt, bei dem das stark vernetzte und hochdynamische 
System in viele Prozesseinheiten heruntergebrochen wurde. Für die Allokation wurden 
verschiedene Regeln angewendet. Zwei wichtige Schlussfolgerungen waren: a) die Wahl 
der Allokationsregel kann das Resultat für ein Metall um bis zu zwei Grössenordnungen 
verändern, was zeigt, dass dies eine wesentliche Entscheidung bei der Modellierung ist, 
und b) keine Allokationsregel kann die industrielle Wirklichkeit komplett abbilden. 
Dynamische und parametrisierte Modelle würden das Allokationsproblem entschärfen, 
sind aber noch wesentlich datenaufwändiger. In der kompetitiven Industriesparte sind 
diese Daten schwer zu bekommen. Solange solche Modelle nicht verfügbar sind, sollte 
Allokation soweit es geht vermieden werden durch die Aufteilung des Gesamtprozesses in 
viele Prozessschritte, die einzeln bilanziert werden. Dies erlaubt auch, den 
unterschiedlichen Aufwand bei der Produktion verschiedener Metalle zu erfassen. 
Angesichts der erheblichen Preisunterschiede der Metalle ist die ökonomische der 
massenbasierten Allokation vorzuziehen.  

In der dritten Studie wird die Entwicklung der Nachfrage nach Indium von CIGS 
Solarzellen im Rahmen von verschiedenen Energieszenarien modelliert, die den 
potentiellen zukünftigen Beitrag von Photovoltaik an die Elektrizitätserzeugung 
beschreiben. Das Modell zeigt, dass mit entsprechenden Verbesserungen z.B. bezüglich 
Materialeffizienz und Recyclingtechnologie, die gleiche Menge an primärem Indium für 
erheblich grössere installierte Kapazitäten von CIGS Solarzellen reichen könnte. Die 
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quantitative Nachfragemodellierung  wurde ergänzt durch eine hauptsächlich qualitative 
Diskussion bezüglich möglicher Entwicklungen im Angebotssystem, die eine Sicherung 
der Nachfrage ermöglichen könnten. Zusätzlich werden mögliche Änderungen der 
Umweltauswirkungen in der Indiumproduktion angesprochen. Die diskutierten 
möglichen Entwicklungen umfassen z.B. eine Erhöhung der Extraktionseffizienz von 
Indium als Nebenprodukt der Zinkproduktion, um die Abhängigkeit von einer zukünftig 
im gleichen Masse steigenden Zinknachfrage zu verringern. Mittelfristig ist die 
Bereitstellung von genügend Indium für eine erhöhte CIGS Solarzellen Produktion zwar 
möglich, allerdings zu einem allenfalls höheren Indiumpreis. 

In dieser Arbeit werden verschiedene Auswirkungen auf die Bereitstellung und Nachfrage 
von geochemisch seltenen Metallen thematisiert, die bei der Implementierung von neuen 
Energietechnologien auftreten können. Dabei wurde insbesondere der Umweltaspekt in 
die Debatte eingebracht, die sich bislang hauptsächlich mit der drohenden 
Ressourcenknappheit befasste. Diese Arbeit leistet zudem einen Beitrag, um besser mit 
den Schwierigkeiten der Bewertung von Umweltauswirkungen umzugehen. Das 
technische Verständnis ist eine Grundvoraussetzung für eine sorgfältige Berücksichtigung 
der Umwelteinflüsse bei der Knappheitsdebatte. In Anbetracht der zunehmende 
Komplexität des Ausgangsmaterials bei der Primär- und Sekundärproduktion, könnte das 
Verständnis darüber, wie diese Prozesse in einer LCA am besten darzustellen sind, in 
Zukunft noch wichtiger werden. Zudem wurde eine Verbindung zwischen der 
prognostizierten Entwicklung der Technologienachfrage und der quantitativen 
Modellierung der Metallnachfrage hergestellt. Das vorgestellte Nachfragemodell ist 
dynamisch, während in früheren Studien zu seltenen Metallen meist statisch modelliert 
wurde. Eine dynamische Modellierung erscheint besonders angebracht für Systeme, die 
sich in einer frühen Entwicklungsphase befinden, wenn Parameterwerte noch stark 
variieren. Der entwickelte Ansatz kann Szenarioanalysen im Energiesektor ergänzen, die 
bislang meist lediglich die Entwicklungen von Kosten oder CO2 Ausstoss 
quantifizieren.Abschliessend werden die angewandten Methoden kritisch hinterfragt und 
Ansätze vorgestellt, um festgestellte Mängel in Zukunft zu beheben.  



____ 

vii 

REMARKS 

This is a cumulative thesis composed of three scientific papers: two are published 
(chapter 2 and 3) and one is submitted (chapter 4)*. Appendices A to C contain the 
supplementary data for these publications. While the content remained unchanged, the 
numbering of sections, figures and tables, as well as the reference styles were adjusted and 
harmonized.  

The three papers were written together with co-authors, which are listed at the beginning 
of the respective chapters. For the introduction and concluding remarks I am the single 
author. Reference lists are provided for each chapter. 

 

* Since the doctoral examination a revised version of the manuscript was accepted for 
publication. However, besides minor layout changes and language corrections throughout 
this thesis, the text of this book equals the exam version from April 2014. 
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1. INTRODUCTION  

1.1 Background and problem statement 

Global energy demand is increasing. For OECD countries, the total energy demand 
seems to have plateaued, while the economy, measured as the Gross Domestic Product 
(GDP), continues to grow (Figure 1.1). This has been interpreted as a partial decoupling 
of economic growth from energy use (IEA, 2013), but also as a shift to higher quality 
fuels (Ockwell, 2008). No signs of this decoupling are perceivable for non-OECD 
countries, which boost the global energy demand (Figure 1.1). Energy demand is 
therefore still driven by economic growth and population growth, which increases the 
demand for energy consuming services such as mobility (Schafer and Victor, 2000). These 
services, as well as the energy provision itself can be provided by various products or 
technologies: For instance, energy provision can be provided by various types of power 
plants, and mobility can be provided by various means of transport. 

 

Figure 1.1: Primary energy demand and GDP. Figure taken from the World Energy Outlook 
2013 (IEA, 2013). 

It is generally acknowledged that energy consumption is associated with negative 
consequences such as global warming, damage to landscapes and ecosystems, or health 
impacts due to air pollution (IEA, 2013). Strategies are developed to mitigate these 
environmental and social impacts, by measures on different hierarchical levels. Service 
demand, on the top level, can be reduced by behavioural change, which is described by 
the term “sufficiency” (Darby, 2007). Energy input for cooling and heating, for instance, 
can be reduced by accepting higher room temperatures in tropical zones and lower room 
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temperatures in temperate zones, respectively. On a technical level, energy demand can be 
reduced by efficiency measures such as by reducing energy input for heating by investing 
in better insulated houses. Because different technologies can often fulfill the same or a 
similar functionality/service, another mitigation strategy is to look for alternatives on this 
level to reduce the environmental and social impacts per service unit. Changing from oil-
based to woodchip heating systems, for instance, arguably would reduce geopolitical 
dependencies and greenhouse gas emissions in regions with enough renewable wood 
resources. Similar solutions would be available in other regions by switching to solar 
energy-based systems. 

Each technology is based on other products or technologies and finally by sets of 
materials or resources such as plastics, metals, or minerals. Shifting from one technology 
to another to fulfil a service/function therefore means that a different set and/or a 
different amount of materials needs to be mobilized. One example is shifting from an 
energy system based on fossil fuels to an energy system with a high share of renewable 
energy technologies. In addition to “traditional” renewables, such as hydropower for 
electricity and wood based systems for heating, “high-tech” technologies are emerging, 
which expand the technology portfolio of renewables. Other technologies are developed 
to increase the energy efficiency of various services such as electric cars for individual 
mobility. Some of these emerging energy technologies rely on functionalities provided by 
geochemically scarce metals. “Energy technologies” are defined broadly to include all energy-
related technologies, such as energy generating technologies and energy storage devices, 
as well as technologies developed to reduce the energy needed to deliver a function. 
“Geochemically scarce metals” have an average abundance in the Earth’s crust of less 
than 0.01% (Skinner, 1979). This fosters a number of concerns, including the following: 

 

Figure 1.2: Elements widely used in energy pathways – Figure taken from Zepf (2014). 
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Increasing demand, increasing production: Primarily due to the emergence of 
electrical and electronic equipment (EEE) and catalysts, today almost all metals of the 
periodic table are used industrially (Hagelueken and Meskers, 2010, Johnson et al., 2007, 
Reller, 2011). In energy technologies, the number of applied elements increased 
considerably over the last centuries (Figure 1.2). The increased use of metals with 
previously limited fields of applications is highlighted by the fact that some metals have 
only been mined on a larger scale in the past 30 years (Figure 1.3). With global economic 
development this trend will accelerate (Halada et al., 2008, van Berkel, 2007).  

 

Figure 1.3: Primary production1 of scarce metals 1900 – 2008. Dark grey indicates the share of 
primary production occurring between 1978 and 2008, light grey indicates the share of primary 
production occurring between 1900 and 1978. Data from Hagelueken and Meskers (2010), 
representation adapted from P. Wäger. 

Increasing complexity complicating recycling: Concomitantly with using more metals 
industrially, metals are also being used in a greater variety of combinations. Mobile 
phones contain a wide range of elements (Figure 1.4). The increased complexity of EEE 
is illustrated by the example of integrated circuit boards, which contained about eleven 
elements in the 1980s, but today contain much more than half of all stable elements 
(Figure 1.5). These metal combinations often differ from naturally occurring metal 
combinations in ores, with which the metal provision industry has been dealing for a long 
time (Verhoef et al., 2004). The efficient recovery of the metals at End of Life (EoL) is 
therefore challenged (Nakajima et al., 2010, Reuter, 2011). 

 

                                                      
1 Primary production is defined as the output of smelting plants, which was generated from feed material that 
stemmed from ore or ore concentrates (Chapman and Roberts, 1983e). 
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Figure 1.4: Elements present in a mobile phone (highlighted). Figure adapted from Wäger et al. 
(2010), based on personal communications with the company Umicore in 2010. 

 

 

Figure 1.5: Use of elements in a circuit board. Figure based on Johnson et al. (2007), who cites a 
personal communication with T. McManus from Intel Corporation in 2006. 

Three additional concerns are not specifically related to the use of geochemically scarce 
metals but rather to metal provision in general: 

Declining ore grades: Metals are atoms, which are not destroyed by use and which can 
theoretically be recycled indefinitely (unlike molecular structures such as plastics) 
(Verhoef et al., 2004). However, lithospheric stocks of minerals containing metals in 
higher concentrations than that of the average Earth crust are finite (Prior et al., 2012). 
First ores that are the most accessible and cheapest to produce are mined. These are 
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generally those with the highest concentrations of the metal of interest. For many metals, 
e.g. nickel, lead, copper, zinc and gold, the average ore grade mined has been declining for 
over a century (Mudd, 2010, Prior et al., 2012) (Figure 1.6). Mining could also shift to 
more fine-grained deposits or deeper deposits (Hagelueken and Meskers, 2010).  

 

Figure 1.6: Declining ore grades for various base and precious metals in Australia (a), and 
declining ore grades of gold in various gold producing countries (b). Figure slightly adapted from 
Prior et al. (2012).  The graph is partly based on data from previous papers of the authors, see 
references in the paper. 
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Figure 1.7: Environmental impacts of primary metals production, measured for the cumulative 
indicator Eco-Indicator 99 (Goedkoop and Spriensma, 2000), according to data from the 
ecoinvent Centre (2009). Geochemically scarce metals are represented in lighter grey. Rhodium 
(Rh), gold (Au), palladium (Pd), platinum (Pt), silver (Ag), indium (In), tantalum (Ta), gallium 
(Ga), neodymium (Nd), copper (Cu), zinc (Zn), cobalt (Co), aluminum (Al), and lead (Pb). Figure 
slightly adapted from Wäger et al. (2011). 

Rising environmental impacts of resource provision: Due to declining ore grades and 
diminishing deposit qualities, more material needs to be moved to receive the same 
amount of output, and probably more complex technologies need to be applied to access 
metals in lower concentrated minerals. Therefore, the cost, as well as the environmental 
impacts of mining, could rise (Hertwich et al., 2010, Norgate et al., in press, Norgate and 
Jahanshahi, 2010, Prior et al., 2012). Often, geochemically scarce metals are already today 
associated with higher environmental impacts than classic industry metals such as zinc 
and aluminum (Hertwich et al., 2010, Wäger et al., 2011) (Figure 1.7). 

Declining discoveries: The demand for most metals is increasing (Halada et al., 2008, 
Harper et al., 2006). In order to keep pace with this historic and projected future trend, 
exploration activities to discover new deposits are important. Gordon et al. (2006) present 
some evidence on the example of copper that the rate of discoveries of new stocks in the 
lithosphere did not keep pace with the rate of extraction (Figure 1.8). They argue that the 
reserve base increased simultaneously with extraction, but that this was due to the 
reclassification of already known resources (�o  Box 1.1). Similarly it has been stated that 
recent discoveries were mainly made in so called “brownfield” exploration; that is, the 
expansion of resources was based on a re-evaluation of known deposits. “Greenfield” (or 
grassroots) exploration, when previously unexplored areas were examined, contributed 
less (Beaty, 2010, Giurco et al., 2010). These considerations lead to the proclamation of 
the concept of “peak minerals” (Giurco et al., 2010, Prior et al., 2012), similar to the peak 
oil concept of Hubbert (Hubbert, 1956). 
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Figure 1.8: “Cumulative discovery of copper in ore and cumulative extraction of copper 
worldwide in the 18th – 20th century”. Figure slightly adapted from Gordon et al. (2006). 

 

In summary, these concerns lead to a discussion on the availability – respectively 
scarcity – of geochemically scarce metals, in view of future demand projection from 
emerging (energy) technologies. The question is whether or not  potential supply 
constraints could impede a large scale implementation of the technologies (e.g. Andersson 
et al., 1998, Angerer et al., 2009, Candelise et al., 2011, Erdmann and Graedel, 2011, 
Kleijn and van der Voet, 2010). The historic roots of the debate on resource scarcity, the 
different notions of scarcity that influence the discussion, and various aspects related 
specifically to the recent debate on geochemically scarce metals are outlined in the next 
chapter. 
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Box 1.1: Classification of resources 

 
Figure 1.9: Classification of resources in an adapted version of the McKelvey Diagram (USGS, 
2014, Wäger et al., 2010). 
 
The definitions are taken from the U.S. Geological Survey (USGS, 2014), see also 
Figure 1.9. 
Resources are defined as “concentration of naturally occurring solid, liquid, or gaseous 
material in or on the Earth’s crust in such form and amount that economic extraction 
of a commodity from the concentration is currently or potentially feasible”. 
The reserve base is a subset of the resources and is amongst others defined as: “That 
part of an identified resource that meets specified minimum physical and chemical 
criteria related to current mining and production practices, including those for grade, 
quality, thickness, and depth.” 
The reserves are a subset of the reserve base and are amongst others defined as: “That 
part of the reserve base which could be economically extracted or produced at the time 
of determination. The term reserves need not signify that extraction facilities are in 
place and operative.” 

 

1.2 Research related to geochemically scarce metals 

1.2.1 Historic debate on scarcity and different perspectives on resource 
scarcity 

The debate on geochemically scarce metals can only be understood in the broader context 
of the general debate on resource scarcity. Concerns about resource scarcity are not 
new. The historic roots of the scarcity debate have been discussed in detail elsewhere 
(Alonso et al., 2007, Ayres, 2008, Barnett and Morse, 1963, Chapman and Roberts, 1983b, 
Köhler, 2012, Krautkraemer, 2005, Tilton, 2003). A short summary is given here. The 
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debate is often tracked back to Malthus work “An Essay on the Principle of Population” 
(Malthus, 1798/1816). Malthus observed that the population is increasing exponentially, 
while the arable land to feed the population cannot be increased at the same pace and is 
ultimately finite. The “Malthusian model of resource availability” therefore assumes a fixed 
stock of available resources which is continuously depleted (Chapman and Roberts, 
1983b). While Malthus did not distinguish between different qualities of land, Ricardo 
postulated that first the most productive land is used and later the arable land is expanded 
to land of lower quality, which, according to Barnett and Morse (1963), increases the costs 
and diminishes returns to labor and capital (Ricardo, 1817/1819/1821). Accordingly, in 
the “Ricardian model of resource availability”, the total stock is so large that it becomes 
irrelevant. The focus instead becomes the change of resource quality, as scarcity does not 
arise from a physical depletion, but from the increasing cost and efforts to access the 
resources (Chapman and Roberts, 1983b). These two scarcity models were reflected upon 
and extended in various studies that followed, for a variety of natural resources. Barnett 
and Morse (1963) examined historical trends from 1870-1957 and found that the 
resources examined actually became less scarce. This conclusion was based mainly on an 
analysis of extraction costs (see also Krautkraemer, 2005). Another seminal publication 
was the book “Limits to Growth” by Meadows et al. (1972), which was based on a system 
dynamics model to generate scenarios for the future. This world model distinguished five 
sub models: population, food production, industrial production, pollution, and 
consumption of non-renewable natural resources. The general message was that 
continued economic growth will lead to planetary limits being exceeded around the 
middle of the 21st century. Per capita food and industrial output will collapse as a result of 
mineral resource depletion (Meadows et al., 1972). The book has been and still is 
controversial (e.g. Hodges, 1995, Turner, 2008) and Meadows and colleagues presented 
updates (Meadows et al., 1992, Meadows et al., 2004). The updates use new data and 
address some of the critiques but the general trends and their conclusion remained 
similar. 

In this debate different perspectives on resources scarcity are revealed, which are 
briefly outlined in the following. The different perspectives are analyzed in more detail in 
Tilton (1996), Neumayer (2000), Baumgärtner et al., (2006) and Ayres (2007). A summary 
of opposing viewpoints is provided in Table 1.1. A practical example of the influence of 
different perspectives on the interpretation of “hard data” – in this case observations of 
past developments for the case of copper – is presented as a scientific discourse in three 
papers (Gordon et al., 2006, 2007, Tilton and Lagos, 2007). The “fixed stock paradigm” 
promoted by Gordon et al. (2006, 2007), focuses on the conviction that the Earth’s 
resources are finite, which relates to a Malthusian model of scarcity. While the 
classification of resources is generally dynamic(�o  Box 1.1), the expansion of reserves is 

limited due to the mineralogical barrier (�o Box 1.2). Tilton and Lagos (2007), on the other 
hand, are linked to the “opportunity cost paradigm” for assessing the long run availability of 
resources. In this paradigm, “scarcity” is measured as how much society has to give up to 
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obtain another unit of a resource (= opportunity cost), which is measured in the 
development of real prices. This can be linked to the Ricardian model of scarcity and the 
economic definition of scarcity, where all economic goods are scarce, as they carry 
opportunity costs (Baumgärtner et al., 2006). Key antipodes in the discussion relate to 
underlying ontological assumptions on substitutability. In economics, in principle, every good 
can be substituted for any other (relative scarcity). This also relates to the concept of weak 
sustainability, which calls for the maintenance of the total capital and considers natural and 
man-made capital to be interchangeable (see also Ayres, 2007, Giurco and Cooper, 2012, 
Neumayer, 2000). In ecology, for instance, the focus lies on non-substitutable goods, which 
are by definition not within the scope of economics (Baumgärtner et al., 2006). These are 
goods that are necessary to sustain life and reproduction. One example is phosphorus, 
which is one of the central elements for functioning cells that cannot be replaced but can 
only be more efficiently (re-) used (Jansa et al., 2010). Natural science also shows limits to 
substitution for other resources, for instance based on considerations on thermodynamics 
(Ayres, 2007, Chapman and Roberts, 1983d). This relates to “absolute scarcity” of resources 
and strong sustainability, which states that both natural and man-made capital need to be 
sustained separately (see also Ayres, 2007, Giurco and Cooper, 2012, Neumayer, 2000).  

Tilton (1996, 2003) summarizes these positions in two paradigms, which essentially differ 
in regards to faith in the ability of technological development to overcome diminishing 
marginal returns: the (resource) optimists vs. the (resource) pessimists. 

Table 1.1: Perspectives on scarcity, depicted as endpoints of positions regarding various aspects. 

 Terms mentioned by / 
explained in (e.g.) 

Fixed stock paradigm Opportunity cost paradigm (Gordon et al., 2007, Tilton, 
1996, Tilton and Lagos, 2007) 

Focus on physical aspects: 
depletion of geological 
deposits (e.g. mineralogical 
barrier) 

Focus on economic aspects: 
incentives for technological 
development 

(Gordon et al., 2007, Tilton, 
1996, Tilton and Lagos, 2007) 

Limits to substitutability Substitutability (Power of 
innovation) 

(Ayres, 2007, Baumgärtner et 
al., 2006) 

Absolute (physical)scarcity Relative (economic) scarcity (Baumgärtner et al., 2006) 

Strong sustainability Weak sustainability (Ayres, 2007, Giurco and 
Cooper, 2012, Neumayer, 2000) 

Basic conditions change 
Extrapolation of historical 
observations (basic 
conditions stay the same) 

(Chapman and Roberts, 1983d) 

Resource pessimist Resource optimist (Tilton, 2003) 
Ecologists, other scientists 
and engineers Economists (Baumgärtner et al., 2006, 

Tilton, 1996) 

Concerned Unconcerned (Tilton, 1996) 

 

Resource production could apparently be expanded in the last decades to meet increased 
demand, but this was in a time of cheap and readily available energy (Graedel and Klee, 
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2002). The end of the fossil age could therefore augment the requirements for 
technological progress in mining in order to keep pace with declining ore grades. It has 
been analyzed if resource prices have reflected resource scarcity in the past. So far, there 
is no empirical evidence for resource scarcity based on the resource price development, as 
in the last century the real prices actually showed a downward trend (Barnett and Morse, 
1963, Krautkraemer, 2005, Tilton and Lagos, 2007). However, in the first decade of the 
21st century, real prices of resources increased, which has been presented as a sign of 
resource depletion (Fischer-Kowalski and Swilling, 2011, 2012). Moreover, there has been 
a general critique of prices being used to indicate or even predict resource scarcity 
(Chapman and Roberts, 1983a, Hertwich et al., 2010).  

1.2.2 Geochemically scarce metals and emerging energy technologies 

The debate on the potential threat of resource scarcity has been revived with the 
increased implementation of geochemically scarce metals in emerging 
technologies. Some technologies are supposed to help in the transition of the energy 
system towards renewables, by providing cheaper and/or more efficient technologies that 
are more competitive against conventional technologies. These technologies are also 
called “clean tech” applications. As they rely on functionalities provided by certain metals, 
these metals can be seen as “enablers” of a sustainable transition of the energy system. If 
the demand cannot be met, the anticipated transition of the energy system is impeded. 
One example is thin film solar cells, which are supposed to reduce the cost of electricity 
provision from solar cells (Bagnall and Boreland, 2008) and which rely on geochemically 
scarce metals such as indium, tellurium and gallium to achieve fairly high conversion 
efficiencies. Other examples are Rare Earth Elements (REE) in strong permanent 
magnets that shall make wind turbines more efficient (Kleijn and van der Voet, 2010) and 
lithium in lithium-ion batteries, which constitute the best electricity storage device to 
equip electric vehicles in the foreseeable future (Scrosati and Garche, 2010). Angerer et al. 
(2009) examined which emerging technologies depend on which metals and how the 
technologies will affect the overall demand for these metals. They calculated that the 
annual metal demand from some technologies in 2030 will considerably surpass the 
annual production of these metals in 2006.  

The surge in demand for some geochemically scarce metals in the last decades (see 
Figure 1.3) is therefore likely to continue. Within different material groups, the demand 
for metals increased disproportionally compared with industrial and construction 
minerals, fossil fuels and biomass between 1980 and 2002 (Behrens et al., 2007). The 
underlying mechanisms have been analyzed in detail in Krausmann et al. (2009). Total 
material consumption does not capture the use of geochemically scarce metals, which are 
used in much smaller quantity than classic industry metals. Between 1980 and 2008 the 
demand for geochemically scarce metals such as indium, gallium and REE grew faster 
than the demand for many base metals such as iron, and also faster than the GDP (U.S. 
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Department of Energy, 2011). The quantity and quality of materials used by a society 
changed historically and has been described as socio-metabolic regime shifts (Haberl et 
al., 2011). “Industrial metabolism” (Ayres, 1997, Ayres and Simonis, 1994) and “social 
metabolism” (Haberl et al., 2011) are metaphors for the industrial systems (or human 
economic activities) converting raw materials, energy and labor into finished products, 
wastes, and emissions.  

The supply of geochemically scarce metals is a multifactorial issue (Wäger et al., 2010, 
Wäger et al., 2012). Factors are grouped into geopolitical, technological, (geo-) political, 
economic, environmental, and social factors. Some factors that specifically highlight 
the different “quality” of geochemically scarce metals compared to abundant 
metals are further explained in the following, as they are directly related to assessing 
implications of an increased use of them. 

The future availability depends on geological factors, that is, the quality and quantity of 
mineral deposits from which a metal can be economically mined. Ore grades and deposit 
quality are diminishing (see Figure 1.6) (Hagelueken and Meskers, 2010, MacLean et al., 
2010, Mudd, 2010, Prior et al., 2012). While for geochemically abundant metals, the 
distribution in the Earth’s crust is considered unimodal (log-normal), Skinner (1976) 
suggested that geochemically abundant metals only form mineral deposits when 
secondary concentration takes place, leading to a bimodal distribution of the metals (�o  
Box 1.2). This is important regarding the question of whether or not continuous 
technological improvements can counterbalance decreasing ore grades.  

Technological factors affecting the current and future supply of geochemically scarce metals 
include the interlinkages of metal supply chains (Hagelueken and Meskers, 2010, Verhoef 
et al., 2004). Metals occur in combinations in ores and geochemically scarce metals are co-
produced with “carrier” metals, such as zinc or copper. The carrier metal can also fall into 
the category of “geochemically scarce metals,” e.g., platinum is considered the carrier 
metals for other platinum group metals (Hagelueken and Meskers, 2010). Whether or not 
the demand for a geochemically scarce metal can be met in the future, is therefore linked 
to the demand for the carrier metal(s) (Hagelueken and Meskers, 2010). Expanding mine 
production without being able to sell the carrier metals is unlikely, due to the much lower 
ore concentrations of the geochemically scarce metals. Mudd et al. (2013) proposed a 
method to derive the “recoverable resources” of by-product metals. In addition, 
secondary metal production2 deals with metals in combinations, which become more and 
more complex (Figure 1.5, Figure 1.4). These metal combinations differ substantially from 
those occurring in ores, challenging the metal production system. Both EoL materials 
(also referred to as “old scrap”) and production/industrial waste (“new scrap”) are 
recycled. Production scrap recycling is easier, as higher volumes are often achieved, which 

                                                      
2 Secondary metal production is defined as the output of smelting plants that stems from production waste or EoL 
material (Chapman and Roberts, 1983e) 
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simplifies collection, and the materials are of higher purity. EoL recycling on the other 
hands deals with very diverse products that are often mixed. Collection is less efficient as 
the (consumer) products are dispersed in society. Numerous articles on these challenges 
for the industry point out thermodynamic constraints (e.g. Ignatenko et al., 2008, 
Nakajima et al., 2010, Nakajima et al., 2009, Reuter et al., 2005, Reuter et al., 2013, 
Verhoef et al., 2004). Both the primary and the secondary production of metals will be 
faced with more complex feed materials in the future, due to declining deposit quality and 
increasing complexity of consumer products (Figure 1.4 – Figure 1.6). 

Box 1.2. Distribution of geochemically scarce metals in the Earth’s crust 
(Skinner, 1976, 1979) 

 
Figure 1.10: Two possible distributions of metals in the Earth crust – unimodal distribution of 
geochemically abundant metals (left) and bimodal distribution of geochemically scarce metals 
(right). (Skinner, 1976, Tilton, 2003). 
 
The large share of metals is distributed in the rock, randomly substituting other 
elements in minerals. Only the second, small peak contains those metals that occur in 
minerals in which the metal is a stoichiometric component (Chapman and Roberts, 
1983c, Skinner, 1976, 1979). While this has not been experimentally confirmed, it would 
imply that the ore grades for geochemically scarce metals will not decrease continuously, 
but instead at a certain point the “mineralogical barrier” will be reached, which lies 
between the two humps of the bimodal distribution. This is the point beyond which the 
geochemically scarce metals only occur as substitutes in minerals, and the amount of 
energy needed to access these metals will suddenly become much higher (Skinner, 
1976). 
 

Geopolitical dependency is often mentioned in the context of metal availability. Metal deposits 
in general are mostly distributed unevenly over the planet. Where current mine sites are 
located depends on geophysical factors as well as on past depletion and present 
exploration (Alonso et al., 2007). Production concentrated within a few countries 
increases the vulnerability to supply disruptions. For example, the political instability of a 
producing country can disrupt the supply of the mineral in question (Reller et al., 2009). 
Furthermore, production has generally shifted to developing and newly industrialized 
countries, which has increased the import dependency of industrialized countries and 
makes them more vulnerable now that these countries strive to keep more resources for 
their industries (Chapman and Roberts, 1983f). This does not concern scarcity due to a 
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global depletion of high-quality deposits, but rather affects short term supply disruptions, 
which can be an important threat to the respective industries. 

The environmental impacts of metals are often substantial. Geochemically scarce metals 
generally have higher environmental impacts than classical industry metals (Hertwich et 
al., 2010, Wäger et al., 2011) (see also Figure 1.7). These impacts mainly occur during 
mining, mineral processing and refining, which are very energy intensive (Althaus and 
Classen, 2005, Classen et al., 2007, Norgate et al., 2007). Environmental impacts include 
emissions related to energy provision, land use changes and toxic emissions released to 
air, soil and water. Scarcity induced effects outlined previously, related to decreasing ore 
grades and declining ore qualities, could aggravate this situation in the future (Mudd, 
2010, Prior et al., 2012). These effects would change the material and energy flows as well 
as waste and emissions related to the production of a previously defined functional unit, 
which are represented in the Life Cycle Inventory (LCI). Databases such as ecoinvent store 
inventory data for many products, including metals, as background data for Life Cycle 
Assessment (LCA) studies (ecoinvent Centre, 2010). The data on geochemically scarce 
metals is often of lower quality, due to a lack of quantitative process data (Classen et al., 
2007). Database hosts such as ecoinvent rely on data providers to improve the quality of 
the datasets. Especially in the case of geochemically scarce metals, the representation of 
the production processes is not only challenged by limited access to process data, but also 
by the interlinkages in the metal supply chains, reflected in the technological factors 
mentioned previously. These complicate the allocation of environmental impacts to single 
metal supply chains. The lack of this data impedes the representation of the technologies 
relying on these metals, such as for CIGS solar cells relying on indium (Fthenakis et al., 
2011). Other studies use the rough estimates on indium or tellurium production in the 
ecoinvent database to calculate environmental impacts of CIGS or CdTe solar cells 
(Raugei et al., 2007, Raugei and Frankl, 2009). For many geochemically scarce metals, only 
rough process descriptions are available, but no quantitative flow information. These have 
to be added by applying proxies (Classen et al., 2007, Fthenakis et al., 2009). How the 
physical flows are translated into environmental impacts, measured by various indicators, 
is defined in the Life Cycle Impact Assessment (LCIA). The depletion of abiotic resources is 
also an impact category considered in the LCIA. Different methods have been developed 
to associate resource use with an environmental impact score (Brent and Hietkamp, 2006, 
Schneider et al., 2011, Schneider et al., 2013, Steen, 2006, Vieira et al., 2012). The 
underlying models are based on reserves/extraction rates, on exergy, surplus energy, 
marginal costs, willingness to pay, or distance to target (see review in Klinglmair et al., 
2013). Accordingly, only some of the methods link the environmental impacts to a 
scarcity problem (Guinée et al., 2001, Schneider et al., 2011, Vieira et al., 2012), while for 
instance exergy based method relate to the inherent properties of the resource, which is 
independent of its scarcity. Some new methods are currently only available for a limited 
set of resources (Schneider et al., 2011, Schneider et al., 2013, Vieira et al., 2012). 
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Figure 1.11: Indicative overview on terms used to categorize metals. Note: the size of the boxes 
and their overlaps do not necessarily scale with the number of metals contained. For definitions 
of terms see Table 1.2. Antonyms were mostly not included in the figure. 

These concerns on the supply side, combined with the anticipated increase in demand 
from emerging (energy) technologies, were the basis for various papers that calculate 
metal demand related to potential implementation rates of technologies 
(Andersson, 2000, Andersson and Rade, 2001, Candelise et al., 2011, Feltrin and 
Freundlich, 2008, Houari et al., 2014, Kleijn and van der Voet, 2010, Kleijn et al., 2011, 
Wadia et al., 2011, Wadia et al., 2009). In these studies, the constrained annual growth or 
constrained installed capacity/stock is often calculated based on available reserve data. 
The Material Flow Analyses (MFA) performed are often based on static model 
parameters, while only a few studies applied dynamic parameters (Elshkaki and Graedel, 
2013, Houari et al., 2014, Zuser and Rechberger, 2011). In the discussion of metal 
availability and potential constraints, many terms came up to describe groups of metals of 
concern. Some refer to physical characteristics (e.g., “geochemically scarce metals”), some to 
their occurrence in deposits (e.g., “by-product metals”), some to functionalities (e.g., “special 
metals”), some to their main application (e.g., “technology metals” and “energy metals”), and 
others to a combination of those (e.g., “minor metals”). Figure 1.11 and Table 1.2 give a 
(non-exhaustive) overview on the terms used in literature. Combinations of these terms 
are also used, such as “scarce technology metals” (Wäger et al., 2011). Here the term 
“geochemically scarce metals” was used as an umbrella term, as it has a clear definition and is 
objectively measurable (Figure 1.12). The term “technology metals” is further used to 
occasionally highlight their role in emerging energy technologies.  
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Figure 1.12: Geochemically scarce metals, with average abundance in the Earth’s crust below 
0.01 weight percent (highlighted). Metal abundances from Cox (1989). 

The concept of “critical metals” was developed from the availability/scarcity debate. It is 
a normative classification of metals according to how “critical” they are for a nation, an 
economy, or an industry branch, and was taken up by various governments and 
institutions, as well as science (Erdmann and Graedel, 2011, Knoeri et al., 2013, National 
Research Council, 2008, U.S. Department of Energy, 2011). The classification is based on 
indicators, which are often grouped to “supply risk” or “risk of a supply restriction” and 
the “impact of supply restriction” or “economic importance.” Graedel et al. (2011c) 
further proposed an environmental dimension of criticality. Each of the three dimensions 
is divided into components for which indicators are defined. These correspond to some 
of the “factors” influencing supply of geochemically scarce metals, for example, the 
component “geological, technological, and economic,” which is described by the 
indicators “depletion time (reserves)” and “companion metal fraction.” 

So far, this literature review has been concerned with improving the definition, 
understanding, and ability to anticipate scarcity of metals used in emerging energy 
technologies. Additional studies are more concerned with mitigating the potential negative 
implications of metal use; some of these studies are highlighted below. 

The pressure on the primary supply system of a geochemically scarce metal can be 
reduced by dematerialization, substitution and recycling. “Dematerialization” means striving to 
fulfill functions with less use of material resources (van der Voet et al., 2004). The Factor 
X concepts set absolute decoupling goals to provide the same service with less resource 
input (Reijnders, 1998, Robèrt et al., 2000, Robèrt et al., 2002). The industrial metabolism 
is a driver for transformations in the natural systems (Krausmann et al., 2009). 
Accordingly, dematerialization shall not only reduce the pressure on non-renewable 
resources, but serve as a leverage to reduce environmental impacts – as less goes into the 
process, associated problems of waste and emissions are concomitantly reduced. By 
targeting generally higher resource productivity, no distinction is made between the types 
of resources, e.g., the scarcity or the environmental impacts related to a specific metal. 
The purely mass-based indicator can promote the use of geochemically scarce metals: a 
theoretical transition from silicon-based photovoltaics to thin-film photovoltaics results in 
a lower total material consumption, but the abundant metalloid silicon is replaced by 
scarce metals such as indium and tellurium. 



Introduction 

____ 

17 

Material substitution is challenged, because it often requires compromising function and 
because metals with similar properties are often also similarly scarce – substitution in this 
case only shifts the problem to another scarce metal (Graedel, 2011, Hagelueken and 
Meskers, 2010). Graedel et al. (2013) summarized substitution potentials for 62 different 
metals in their major uses and evaluated their performance. They conclude that for all the 
metals they examined, no substitutions could be found for the metals’ major applications. 

Recycling is a prerequisite for closing the material loop, which is a long-term goal for a 
sustainable society. Metals that were once mined should be kept in the anthropogenic 
system by avoiding dissipation3 during production, use, and end-of-life treatment. Metals 
often have higher concentrations in products than in primary ore (Johnson et al., 2007), 
which makes them attractive for recycling, from an economic as well as an environmental 
viewpoint. If not, appropriate legislative schemes might be necessary to foster recycling, 
such as in the case of lithium (Vadenbo, 2009). Effective recycling is challenged by social 
behavior, product design, recycling technologies, and thermodynamics of separation 
(Reck and Graedel, 2012). In a static system, recovering metals from EoL products could 
substitute for primary metal production, if concomitantly dematerialization compensates 
for dissipative uses and losses (van der Voet et al., 2013). Recycling of production waste is 
just another way of achieving higher material efficiencies in the manufacturing process. It 
is therefore unfortunate, that in many mineral statistics, EoL and production scrap 
recycling are combined to “secondary production” (Chapman and Roberts, 1983e, Reck 
and Graedel, 2012). 

Long lifetimes of products (e.g., housing infrastructure) delays the material flow up to 
decades, before metals become available for secondary production (van Berkel, 2007). As 
previously mentioned, thermodynamic constraints hinder a complete cycling of all metals. 
Design for recycling (Reuter, 2011, Reuter and van Schaik, 2008) or design for resource efficiency 
(Reuter et al., 2013) are therefore required in order to select material combinations in view 
of the fundamental (physics/thermodynamics) limits of recycling processes. Design for 
disassembly acknowledges that metals mostly occur in specific product parts (e.g., precious 
metals in the internal circuit board of the mobile phone). Easing the disassembly can help 
to supply the recycling system with high concentrated feed material. Another related 
concept is “design for simplicity,” which has the goal of minimizing “the number of different 
materials and the number of individual components used in the design”(Graedel, 2011). 
In addition to the thermodynamic constraints of metal separation in pyro- and 
hydrometallurgical processes, further losses occur due to an insufficient coordination of 
the different steps in the recycling chain (collection, pre-processing, and end-processing 
(metallurgical step) (Chancerel et al., 2011, Reck and Graedel, 2012). As a prerequisite to 
knowing where interventions are possible and useful and also to knowing where we are as 

                                                      
3 Metals, being elements, cannot be degraded as the way plastic can. However, they can be diluted until economic 
recovery is impossible with known technologies. Examples are lead used as an additive to petrol and copper used as 
fungicide. 
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a society regarding closing material cycles, extensive data has already been collected (Gerst 
and Graedel, 2008, Graedel et al., 2011a, Klee and Graedel, 2004, Reck and Graedel, 
2012). In the case of scarcer metals knowledge on metal stocks and flow is still limited. 

Appropriate governance schemes are required, to support implementing these technical 
interventions (dematerialization, substitution and recycling) and to manage interlinkages, 
trade-offs and constraints (Bleischwitz and Bringezu, 2008, Lindahl et al., 2014, Wäger et 
al., 2012, Wilts et al., 2011) 

How a “sustainable” use of resources in general (rather than just geochemically scarce 
metals) could be framed is still under debate. Sustainable development should consider 
inter- and intra-generational equity. From an inter-generational equity viewpoint, 
consumption of resources of the present generation should not impede the well-being of 
future generations. From the strong sustainability perspective, present generations have to 
greatly reduce the exploitation of primary resources (Cowell et al., 1999, Robèrt et al., 
1997, van Berkel, 2007). On the other hand, increased primary metal production is 
necessary to foster intra-generational equity of social and economic opportunity (van 
Berkel, 2007). The sustainable development agenda further requests protecting the natural 
environment from resource depletion and negative impacts from waste and emissions 
occurring during production and use of metal-products (van Berkel, 2007). The 
discussion on sustainable metal production therefore occurs somewhere in between these 
positions. 

Van der Voet et al. (2013) point out that while metal production and product 
manufacturing might be associated with high environmental impacts, they can enable 
sustainability in the use phase. It is therefore important to evaluate the “system” output, 
that is “how the product and system are designed and how their use/functionality 
promotes sustainability.” However, metals “applied in technologies that are supposed to 
support a transition towards a more sustainable society” also need to be produced in a 
“sustainable” manner (Wäger et al., 2012). 
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Table 1.2: Definitions of terms used in literature to categorize metals. Neither this list nor the 
sources that use a term should be considered conclusive. 

Term Definition Antonym Source/ used by 

Minor metals 

No clear definition, often it refers to relatively low production, low 
usage and/or low ore concentration, to metals that are regarded as 
“rare”, or metals that are not traded at major public exchanges. 
Sometimes used as synonym to “special metals”. Often by-product 
metal. (Hagelueken and Meskers, 2010). Low in abundance in Earth 
crust and lower economic importance (MacLean et al., 2010). 

Major 
metals/ Base 
metals/ 
Mass metals 

(Hagelueken and 
Meskers, 2010, 
MacLean et al., 
2010) 

Special metals 

Unique properties without being major or mass metals. Valuable for 
high-tech applications. They add to the group of precious metals, 
which are gold, silver and platinum group metals, and for which the 
definition also holds true.  
(Among others) Sb, Bi, Co, Ga, Ge, In, Li, Mo, REE, Re, Se, Si, Ta, 
Te 

- (Hagelueken and 
Meskers, 2010) 

Specialty 
metals 

“Used in small amounts for very precise technological purposes” and 
“used to enable enhanced performance in modern high-technology 
products such as jet engines, solar cells, and consumer electronics”. 
Mostly low recycling rates. Excluding precious metals, which have a 
high economic value (Hertwich et al. (2010), however, list platinum 
metals as an example).  
e.g. In, REE 

Common 
metals, non-
ferrous and 
ferrous 
metals (w/o 
precious 
metals) 

(Graedel et al., 
2011b, Reck and 
Graedel, 2012) 

Geo-
chemically 
scarce 

Metals with crustal abundance below 0.01%. “They rarely form 
separate minerals and, when formed, those minerals are not found in 
any of the common rocks. They are found, instead, in mineral 
deposits formed by special and unusual chemical circumstances.” 

Geo-
chemically 
abundant 

(Skinner, 1979) 

By-product 
metals 

The term is often used without explicit definition. The mining of 
these metals depends on the mining of (and therefore the demand 
for) the main metal. Futher the economic incentives and the 
technology available must allow for the recovery of these metals 
during/ after processing of main metals 

Main metals  

Co-product 
metals 

The term is often used without explicit definition. Sometimes used as 
synonym to by-product. Compared to the term “by-product”, the 
term “co-products” rather puts the products on the same level, 
without defining the main product. While the production of co-
products is interlinked and interdependent, it is not defined which 
product drives the production process. 

-  

Daughter 
metals Synonym for by-product metal  Parent 

metals (Graedel, 2011) 

Companion 
metals Synonym for by-product metal Host metals (Mudd et al., 2013) 

Hitch-hiker 
metals Synonym for by-product metal Attractor 

metal (Peiró et al., 2013) 

Co-elements Synonym for by-product metal (Verhoef et al. (2004) use “by-
product” for heterogeneous materials incurring during processing) 

Carrier 
metals (Verhoef et al., 2004)

Energy metals 

“The energy metals are metals for which the bulk of their use is 
energy related, or metals that are used in small amounts for energy 
applications but that are crucial to the success of those applications.” 
Including Cu, Cd, Co, La, Ga, Se, In, Te, Nd, Dy, Hf 

- (Graedel, 2011) 

Technology 
metals 

Precious and special metals used in “clean-tech” or “high-tech” 
products, which therefore experienced strong growth over the last 
years. Some are seen critical in terms of supply security. 

- (Hagelueken and 
Meskers, 2010) 

Critical metals 

Definitions vary, generally mainly those metals that are considered 
important for the economy and at the same time are subject to supply 
constraints. Graedel et al. (2011c) introduced environmental 
implications as a third dimension. Can be defined from various 
perspectives (e.g. national or company). Which metals are identified 
as critical depends on methodology applied in a study (selected 
indicators, categories). 
“Metals of hope” were introduced by Diederen (2009) as a conceptual 
counterpart, and include metals that are not critical and should 
therefore be in the center of attention to develop substitutes. 
Diederen (2009), however, define criticality more broadly than most 
others. 

Metals of hope 

E.g. (Erdmann and 
Graedel, 2011, 
European 
Commission, 2010, 
Graedel et al., 2011c, 
Knoeri et al., 2013, 
U.S. Department of 
Energy, 2010, 2011) 
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Table 1.2: continued 

Term Definition Antonym Source/ used by 

Spice metals 

“[M]etal that occurs in small amounts (in terms of geology a trace 
metal) and that due to its specific properties and functionality is 
essential for the technology of a device (e. g., mobile phone), like a 
specific spice for a special dish.” 
Examples: Pt, Pd, In, Ge, Ga, U 

 (Reller et al., 2009) 

Trace metals 

Rather used for instance in ecotoxicology – it rather relates to low 
concentration in a natural compartment of interest (e.g. atmosphere, 
soil). Sometimes used nevertheless as a synonym for by-product 
metals with low concentration in Earth crust 

 (Liedtke, 2012) 

Strategic 
metals 
(minerals) 

Term used in some US publications in the 1980s: metals/minerals 
judged crucial for the country's military and industrial base”, 
excluding “bulk minerals” such as iron and zinc. Often metals with 
strong import dependence (e.g. Holden, 1981). Mentioned are: Co, 
Cr, Mn, Platinum Group Metals, (Ti) 
Term taken up recently to describe metals that are “strategically 
relevant” for emerging technologies (Weil et al., 2009, Ziemann et al., 
2012), and also in a similar sense as “critical metals” (Congressional 
Budget Office, 1983) 

 

(Congressional 
Budget Office, 1983, 
Holden, 1981, Weil 
et al., 2009, Ziemann 
et al., 2012) 

Rare metals 

Behrendt et al.(2007) apply various indicators, partly overlapping with 
“critical metals”, to screen which metals are “rare”: Minimum price, 
price increase, static reserve life, static reserve base life, country 
concentration of reserves, concentration of supply and value chain 
Ayres and Peiró (2013) do not give a specific definition of the term, it 
seems to be related to geological abundance. 

 
(Ayres and Peiró, 
2013, Behrendt et al., 
2007) 

Scarce metals 
Similar to “rare” metals, this term is often generically used for metals 
of low abundance, without clear definition or thresholds. Hertwich et 
al. (2010), for instance, use it as a synonym for “rare” (see above) 

 (Hertwich et al., 
2010) 

1.3 Research gaps 

Based on the literature reflected in the previous section several research gaps are 
identified. 

The debate on the potential threat of resource scarcity already has a long history. 
However, there is still a question of how immediate the threat of resource scarcity is 
(Gordon et al., 2006, 2007, Tilton and Lagos, 2007). There is some controversy regarding 
the question of whether or not the development of resource prices can reflect rising 
resource scarcity (Barnett and Morse, 1963, Chapman and Roberts, 1983a, Fischer-
Kowalski and Swilling, 2011, Hertwich et al., 2010, Krautkraemer, 2005, Swilling and 
Annecke, 2012, Tilton and Lagos, 2007). As another indication of resource scarcity, 
Gordon et al. (2006) proposed to compare cumulative extraction with cumulative 
discovery (Figure 1.8). However, commonly agreed indicators for identifying first 
signs of resource scarcity are not available. 

The debate on resource scarcity has been revived with the increasing use of geochemically 
scarce metals in emerging technologies. These technologies include energy technologies 
that are supposed to support a transition towards a more sustainable society. Whether or 
not the diffusion of the technologies could be constrained by limited supplies of the 
metals has therefore been analyzed for various metals and technologies (Andersson, 2000, 
Andersson and Rade, 2001, Candelise et al., 2011, Feltrin and Freundlich, 2008, Houari et 
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al., 2014, Kleijn and van der Voet, 2010, Kleijn et al., 2011, Wadia et al., 2011, Wadia et 
al., 2009). These analyses are confronted with insufficient knowledge of the capacity 
of the supply system, to which the quantified future demand can be linked or compared. 
While it has been acknowledged that the classification of resources is dynamic, many 
studies still refer to reserve estimates of the U.S. Geological survey due to a lack of 
alternatives. Determining the capacity of the supply system is especially challenging for 
geochemically scarce metals that are mined as by-products, and whose availability 
therefore depends on the production of the main metal (Mudd et al., 2013). Furthermore, 
the quantitative modeling of metal demand has often been based on static model 
parameters, even though parameter values could change considerably over time, as the 
technologies are often just emerging.  

It has been acknowledged that environmental impacts per mass unit of geochemically 
scarce metals provision are often higher than for bulk metals (Hertwich et al., 2010). 
When shifting from a scarcity debate to a criticality debate, the environmental dimension of the 
problem has also been recognized (Graedel et al., 2011c). The role of environmental 
impacts in the discussion on resource scarcity, however, is still hardly assessed. While it 
has been stated that the environmental impacts of resource provision could rise in the 
future (e.g., Hertwich et al., 2010, Prior et al., 2012), due to declining ore grades and lower 
deposit quality, there have been only a few attempts at quantification (e.g., Norgate et al., 
in press, Norgate and Jahanshahi, 2010).  

LCA is the method of choice for calculating environmental impacts from a life cycle 
perspective. The basis for quantification is an inventory, which lists the material and 
energy flows generated by the functional unit defined in the respective study (for example 
one unit of a metal in certain purity). This representation is sometimes challenging in 
view of the complexity of the metal supply chains outlined earlier. Dealing with 
multifunctional processes that yield more than one product (multi-output) and/or treat 
more than one input (multi-input) is a typical problem in LCA. This has to be handled by 
adapting system boundaries (system division or system expansion), and if this is not 
possible, environmental impacts have to be allocated according to physical/chemical 
causalities, economic revenue, or physical parameters, such as mass (EC-JRC-IES, 2010, 
Finnveden et al., 2009, ISO, 2006a, 2006b). These decisions can have a significant 
influence on the results of a study, especially in the case of metal provision, where a 
process can have many inputs and outputs and system expansion is often not possible, as 
alternative process routes cannot be defined. How the allocation rationale choice affects 
environmental impacts of metals has so far barely been assessed systematically. Besides 
the methodological challenges, data on these processes is often lacking. Current 
attempts at inventory modeling are therefore unable to represent the complexity 
sufficiently (Bigum et al., 2012, Classen et al., 2007) or the models cannot be accessed 
(van Schaik and Reuter, 2010).  
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Some literature is also concerned with mitigation strategies, including technical 
measures (such as recycling processes that are also suitable for rare earth elements, 
lithium, or other geochemically scarce metals that are currently not recovered) and 
governance interventions (i.e., to increase collection rates for recycling) (Wäger et al., 
2012). Their interrelations, however, are often not known and the influence of various 
measures is often not quantified. 

1.4 Goal and Scope 

This thesis specifically addresses the research gaps concerning a better integration of 
environmental impacts of resource provision in the debate of resource scarcity. 
Furthermore, the methodological challenges regarding the quantification of the 
environmental impacts are addressed. The thesis adds to better quantifying future demand 
for scarce metals, which shall be linked to possible implications on the supply system – 
both from a resource scarcity perspective as well as from an environmental impacts 
perspective. 

The starting point for the thesis is the recognition that the technological transition of a 
society towards a more sustainable setting means that either service demands need to 
change (e.g., sufficiency) or the set of products chosen to fulfill a service needs to be 
adapted. Both have consequences for the resources and materials that need to be 
provided to enable this transition, as each service requires products/technologies to fulfill 
them. These each rely on a specific set of resources that are sometimes exchangeable, but 
sometimes also pivotal for the requested functionality. Measures to influence the 
development of the service demand are not explicitly evaluated in this thesis. The demand 
development is rather considered an external “given” variable. While it is acknowledged 
that efforts to reduce energy demand are crucial to a successful transition to a more 
sustainable society, that topic is not in the scope of this thesis. Instead, the focus lies on 
the interchangeability on the product level for providing the same services, which 
determines the demand for metals and therefore the requirements for and the pressure 
on the supply system. 

The guiding question is therefore: 

How would a transition toward currently emerging and potentially more 
sustainable technologies in the energy sector affect the supply and demand for 

geochemically scarce metals? 

This overall question translates into three more detailed sub-questions: 

Concerning the consequences for the supply system, the focus lies on environmental 
impacts:  
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[Research Question (RQ) 1] 
How could the increased demand for a new technology affect the future environmental impact of 

(geochemically scarce) metal production? Could the possible environmental benefits expected from a 
transition to this new technology be outweighed? 

[RQ2] 
What are methodological challenges related to the correct quantification of environmental impacts of 

(geochemically scarce) metal production? 

Concerning consequences for the demand system, the focus lies on the quantification of 
primary metal demand and on interpreting the calculated value regarding consequences 
for the supply system: 

[RQ3] 
What is the range of future primary metal demand related to a projected technology implementation rate 
and how is it influenced by technological progress, handling in the anthroposphere, and market shares? 

What are the consequences for the supply system? 

This thesis does neither attempt to provide concluding answers to the guiding question 
nor to the sub-topics addressed in the research questions. Rather, it explores the 
questions for specific cases, which can serve as an input to a broader debate in the future. 
The cases were selected to cover different metals, different technologies and different 
methodological foci. 

1.5 Approach of the thesis 

 

Figure 1.13: Analytical framework – a four-level hierarchical perspective. Each level contributes 
to the overall environmental impacts related to a service. In order to reduce the impacts, service 
demand can be changed (e.g. S1 �o  S2) or reduced, or the product/technology to fulfill the service 
can be adapted (e.g. P1�o P2). Not indicated are possible substitutions on the resource or 
production technology level.  
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The analytical framework represented in Figure 1.13 is a generic representation that 
serves as a guideline to set the context for this thesis and to specify the contribution of 
the three case studies of which it is comprised. The topic of the thesis is conceptualized 
for four hierarchical levels: service – product/technology – resource – and production 
technology, which are defined in Box 1.3. Each of the four levels contributes to the total 
environmental impact related to service provision. Each level can have several sublevels. 

Three studies are performed in the frame of this thesis. An overview is given in Table 1.3. 
In the following, the studies are outlined from the perspective given by the analytical 
framework presented previously. 

Table 1.3: Overview papers written in the context of this thesis. 

 Paper 1 Paper 2 Paper 3 

Service Individual (mid- to long 
distance) mobility – Electricity provision 

Product/ 
Technology Li-ion battery applied in EVs – CIGS solar cells 

Resource(s) Lithium Various metals Indium 
Production 
technology 

From brines, ores and 
seawater Smelter-refinery Co-production with various 

metals, historic residues 

Approach Static 3-level ceteris paribus 
approach 

LCA, development of an 
inventory model and test 
influence of methodological 
choices 

Dynamic metal demand 
modelling linked to energy 
scenarios, identification of 
possible reactions of supply 
system 

Guiding question How would a transition towards currently emerging and potentially more sustainable 
technologies in the energy sector affect the supply and demand for scarce metals? 

Contribution to 
Guiding question 

Starting point supply  
(from resource to service) 
Systemic perspective on env. 
impacts associated with a 
scarce metal supply chain for 
an emerging energy 
technology 

Starting point supply: 
Elaboration of 
methodological challenges 
for LCA’s in the metal sector 
(multi�æfunctionality, 
interrelated metal flows, 
dynamics) 

Starting point demand
(from service to resource): 
Modelling of possible future 
primary demand patterns, 
linked to future scenarios, 
outline of possible effects on 
reactions of supply system 
(availability, environmental 
impacts) 

Paper 

Published:  
Stamp, A., Lang, D.J., Wäger, 
P. (2012). Environmental 
impacts of a transition 
toward e-mobility: the 
present and future role of 
lithium carbonate 
production. Journal of 
Cleaner Production, 23(1), 
104-112 

Published: 
Stamp, A., Althaus, HJ., 
Wäger, P. (2013) 
Limitations of applying life 
cycle assessment to 
complex co-product 
systems: the case of an 
integrated precious metals 
smelter-refinery. Resources, 
Conservation and Recycling 
80,  

Accepted for publication:  
Stamp, A., Wäger, P., 
Hellweg, S. Linking energy 
scenarios with metal 
demand modeling – the 
case of indium in CIGS 
solar cells. Resources 
Conservation and Recycling 

Thesis chapter 2 3 4
 

In the first study, which mainly relates to RQ1 (see above), an approach is developed 
which allows identifying early in technology implementation how potential changes on the 
resource provision level could affect environmental impacts on the product and service 
level. In other words: if a service (here: individual mobility) shall be provided by a 
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different technology (here: electric vehicle with Lithium-ion battery), the demand for 
associated resources (here: lithium) will rise. This potentially huge rise in demand for the 
resource can have an impact on the environmental impacts of its provision, which in turn 
may diminish or even outweigh the environmental benefit of the transition to the new 
technology (a major driver of the transition, besides concerns about maintaining the 
availability of fossil fuels). Changes in primary resource provision are represented as 
changes in production technology (from different deposit types, of either favorable or 
unfavorable quality). Figure 1.14 shows the study outline in the analytical framework 
presented in Figure 1.13. 

 

Box 1.3 – Definitions applied in this thesis for the four hierarchical levels in 
Figure 1.13 
Service level: Services are defined as the “function” that is expected from a product 
or technology (e.g., mobility, energy provision for various purposes, etc.). The 
(societal) demand for services drives consumption. The hierarchy proposed in Figure 
1.13 could be extended to “needs” that motivate people’s behavior and therefore 
frame the services requested. Maslow (1954) suggested a pyramid structure of “needs” 
that starts with physiological needs such as breathing and food. But this is not relevant 
in this context. The societal demand for services may change over time or geographical 
scales. 
Product level: Products are manufactured goods or infrastructures that can fulfill a 
service. If more appropriate, the term “technology” is also used for this level. 
Products are the physical basis of the service. Often services can be fulfilled by more 
than one product – e.g., mid-distance private mobility can be fulfilled by either a 
gasoline, diesel, or natural gas fired internal combustion engine vehicle, by an electric 
vehicle, or by a hybrid vehicle. (Note: this is a generic consideration. Depending on 
how detailed the “function” requested is defined, the set of alternatives may decrease, 
e.g., the function “moving freight of 1 ton 700 km without breaks for refueling” 
cannot be fulfilled with the current technology’s electric vehicles.) 
Resource level: Resources are defined as the raw materials needed for the 
manufacturing of products. The focus lies on geochemically scarce metals that are 
crucial for the functionality of the product. The set of resources required for a product 
is to a certain extent variable. However, the exchange is often related to trade-offs such 
as costs or weight, for example. Depending on where the technology is applied, this 
can significantly affect the functionality of the product (or not). 
Production technologies: Production technologies are broadly defined as the 
processes used to provide the resource, in this case the metal, in the form in which it 
can enter a manufacturing process. Production technologies depend on the original 
source of the metal, which can be primary or secondary. Within primary sources, 
production technology can depend on the type of mine and within secondary material, 
production technologies differ if it the feed material is production scrap or an EoL 
product. Therefore, with rising demand for resources, the production technologies 
need to be adapted. 
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Figure 1.14: Representation of the first paper in the analytical framework. ICEV = internal 
combustion engine vehicle, EV = electric vehicle, Li-ion = lithium-ion. 

In the second study, which mainly relates to RQ2, the methodological challenge to 
quantify present environmental impacts of metal provision is addressed. Due to the 
special characteristics of the supply system of metals in general and of scarce metals in 
particular, the representation in LCA is challenged. While the resource in focus in the first 
case – lithium in the form of lithium carbonate – relies on a rather simple production 
process and can be separated from its coupled product early in the process chain, this 
does not hold true for most other metals that are increasingly used in emerging 
technologies. Furthermore, in secondary metals production the processes have to deal 
with more and different metal combinations. We therefore address methodological 
challenges by looking at the case of an integrated smelter-refinery. Figure 1.15 shows the 
study outline in the analytical framework presented in Figure 1.13. 

 

 

Figure 1.15: Representation of the second paper in the analytical framework. 

In the third study, which mainly relates to RQ3, an approach is developed that 
systematically links postulated future implementation rates of technologies (here: CIGS 
solar cells) for fulfilling a service (here: electricity provision) to primary metal demand 
(here: indium). In order to establish this link, a number of assumptions need to be made 
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such as technological improvements or handling in anthroposphere, which are 
systematically reported. Possible consequences for the supply system are outlined. Figure 
1.16 shows the study outline in the analytical framework presented in Figure 1.13. 

 

 

Figure 1.16: Representation of the third paper in the analytical framework. 
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2. ENVIRONMENTAL IMPACTS OF A TRANSITION TOWARD E -
MOBILITY : THE PRESENT AND FUTURE ROLE OF LITHIUM 

CARBONATE PRODUCTION  

Paper published as: Stamp, A., Lang, D.J., Wäger, P. (2012). Environmental impacts 
of a transition toward e-mobility: the present and future role of lithium carbonate 
production. Journal of Cleaner Production, 23(1), 104-112 DOI: 
10.1016/j.jclepro.2011.10.026 

2.1 Abstract 

Whether the environmental benefits of emerging technologies are outweighed by the 
environmental impacts of producing and using scarce technology metals remains an open 
question. We present a three level approach to assess how increasing environmental 
impacts on the resource provision level affect the overall impacts on the product level and on 
the service level, at an early stage of technology implementation. The approach is described 
based on a case example: we evaluate the environmental impacts of different supply 
options for lithium carbonate (Li2CO3) – required for the production of Li-ion batteries – 
and their influence on the environmental impacts associated with an Electric Vehicle 
(EV). We applied the methodology of Life Cycle Assessment (LCA) and considered the 
production of Li2CO3 from three different deposit types: natural brines (currently 
dominant), ores (less common) and seawater (hypothetical future option). For each of the 
three supply options, we established an inventory dataset for both favorable and 
unfavorable processing conditions. The inventory datasets were combined with those 
used in a recently published LCA, which compared the environmental impacts of an EV 
with those of an internal combustion engine vehicle (ICEV). The results of this study 
indicate that the environmental impacts of Li2CO3 production as a percentage of the total 
transportation impacts caused by an EV are currently negligible. Only if seawater was 
used under unfavorable processing conditions, these impacts could outweigh the 
environmental benefits of EV over an ICEV; however, the uncertainty is high due to the 
limited data availability regarding future lithium production processes. The break-even 
point for the environmental impacts of one kilometer driven with an EV and with an 
ICEV would be reached only if the impacts per kilogram of Li2CO3 were increased by 
about two orders of magnitude (more than 200 times higher for the impact assessment 
method Cumulative Energy Demand, about 450 times higher for Global Warming 
Potential and about 100 times higher for ecoindicator 99). 

Keywords: Technology metals; Metal scarcity; LCA; Lithium, Li-ion battery; E-mobility 
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2.2 Introduction 

An ever-increasing number of high-tech and clean-tech products are being developed and 
used, for instance in the fields of information and communication technologies, energy 
supply and mobility. This has contributed to an increase in the demand for metals with 
previously limited fields of application, which is reflected in the observation by Klee and 
Graedel (2004) that mobilization in global metal cycles is mostly dominated by 
anthropogenic activities, such as mining.  

Many of these technology metals (Hagelueken and Meskers, 2010) are geochemically scarce. That 
is, their average concentration in Earth’s crust is below 0.01 weight-percent (Ayres, 2007, 
Skinner, 1979). Their importance in emerging technologies has awakened concerns about 
their future supply (Angerer et al., 2009a, Behrendt et al., 2007, Wäger et al., 2010). In this 
context, the concept of “critical minerals” has recently been developed and applied in 
different studies (Buchert et al., 2009, European Commission, 2010, National Research 
Council, 2008, U.S. Department of Energy, 2010). 

Some of these reports point out that ensuring the supply of scarce technology metals is a 
multifactorial challenge, which depends, among other things, on environmental aspects 
(e.g. National Research Council, 2008, Wäger et al., 2010). For instance, as mining can be 
associated with substantial impacts on air, water and soil quality (Althaus and Classen, 
2005, Classen et al., 2007), legislation intended to protect the environment could inhibit 
these metals’ extraction. A recent report by UNEP (Hertwich et al., 2010) estimates that 
the metals sector accounts for 7% of the world’s energy use and that the requirements 
could increase by an order of magnitude, with declining ore grades and the depletion of 
high quality ore deposits. Technological innovation might help mitigate rising resource 
intensity in metals production. However, there are also claims that negative consequences 
can only be delayed. (Giurco et al., 2010, Mudd, 2010). Also, growing demand in newly 
industrialized countries could outweigh current efforts toward dematerialization (Norgate 
et al., 2007).  

In order to assess how relevant these impacts could be from a societal perspective, it is 
necessary to consider in which products the metals are to be used and which services 
these products can provide. High impacts for resource provision can be justified if the use 
of the metal allows the provision of a service that can substitute for a less-efficient 
technology, as expected for some of the emerging technologies mentioned at the 
beginning. However, whether or not rising impacts in scarce metals production could 
outweigh the expected environmental benefits of emerging technologies in the medium- 
to long-term must be monitored. Although only limited information regarding potential 
future process designs may be available, this monitoring is best done early in a 
technology’s development, when interventions are still easy. In later stages, better 
knowledge would facilitate sound decision making. However, changing technology 
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trajectories at that point is typically more expensive, difficult and time consuming 
(Collingridge, 1980). 

The objective of this paper is to develop an approach that allows for assessing how the 
increase in environmental impacts on the resource provision level affects the overall impacts 
on the product and on the service provision level, at an early stage of technology 
implementation. The approach is applied to the case of the geochemically scarce metal 
lithium and its use in batteries for EVs. We evaluate under what conditions an increased 
demand for lithium could raise the environmental impacts of its production in such a way 
that would outweigh the environmental benefits of the transition toward e-mobility 
highlighted by Notter et al. (2010).  

2.3 Methodology 

2.3.1 Case example 

Energy storage is a key factor in improving public acceptance and the usability of EVs. Li-
ion batteries are widely recognized as the traction batteries of choice to fulfill the 
demanding requirements placed on e-mobility (e.g. as regards performance and energy 
density, Karden et al., 2007, Scrosati and Garche, 2010). The dominance of lithium-based 
battery chemistries in EV applications is expected to continue, which makes lithium “the 
most important element for the scale up of EVs in the short and possibly long-term” 
(Wadia et al., 2011).  

Lithium constitutes only a small part of the Li-ion battery: Notter et al. (2010) list an input 
of 39g of Li2CO3, which is the form of lithium that normally enters a production process 
(Ebensperger et al., 2005), per kilogram of Li-ion battery module. This equals an input of 
about 12 kg of Li2CO3 per vehicle, as they calculated for a battery pack of 300 kg in a full 
EV. This amount can vary, depending on the size, composition and capacity of the 
battery. Although EVs, and therefore large battery packs, are still an exception, batteries 
already constitute a major use category for lithium (21% market share in 2009), due to 
their use in consumer electronics. Other uses for lithium include, for instance, the 
ceramics and glass industry (30%), lubricating greases (10%), air treatment (5%), 
metallurgical uses (5%) and primary aluminum production (3%) (Jaskula, 2011b, SQM, 
2010). 

A possible large-scale implementation of EVs would have strong impacts on how supply 
and demand for lithium evolve. Future supply could be met by different lithium sources: 
Most common today is the production from natural brines, but in the future, ores could 
be used increasingly (currently only practiced in China). Extraction from seawater is a 
hypothetical future option that is currently uneconomical. Geothermal brines, oil brines 
and hectorite clays are usually considered to be of minor importance due to their lower 
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lithium concentrations, limited stocks or processing difficulties. The amount of lithium 
available in the different deposit types is disputed (see Figure 2.1). These considerable 
differences are due to the fact that the rationales underlying the terms “reserves” or 
“resources” are based on physical as well as economic assumptions that can differ (see a 
debate in Gordon et al., 2006, 2007, Tilton and Lagos, 2007). In general, the term 
“reserves” is restricted to assured and economically viable deposits, while the term 
“resources” includes assumed deposits, which could be mined with better technologies 
and/or higher commodity prices. A detailed description of known lithium deposits can be 
found in Yaksic and Tilton (2009), who also present cost estimations for the production 
of Li2CO3 from these sources. Recycling, as another potential future source for lithium 

and as a means to close the resource cycle, is currently implemented only rarely. 

Future demand was analyzed in several scenario studies. Angerer et al. (2009b) focused on 
different assumptions regarding the future market penetration of EVs until 2050 and 
calculated a cumulative lithium demand of 3.57 or 8.95 million metric tons. Gaines and 
Nelson (2010) focused on a maximum EV penetration, the implications of a theoretical 
100% recycling rate and different battery chemistries. Their calculation of the cumulative 
lithium demand by 2050 varies between 2 and about 11 million tons of lithium, depending 
on the scenario assumptions. The U.S. Department of Energy (2010) calculated the 
annual lithium demand, depending on the market penetration of EVs and their material 
intensity. They expect an annual lithium demand of up to 160,000 metric tons by the year 
2025. 

 

Figure 2.1: Estimations on lithium availability from different sources (Evans, 2010, Jaskula, 
2011a, Roskill, 2009, Yaksic and Tilton, 2009), category names according to original publication. 
aexcluding seawater (44800 million tons). bas cited in Angerer et al. (2009b). cincludes geothermal 
brines, oil brines, hectorite clays and jadarite (a newly discovered mineral in Serbia). 
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2.3.2 General approach 

The approach is based on the methodology of attributive LCA, with which we 
quantitatively appraised the role of the present and potential future supply chain of the 
scarce metal (Li2CO3) for the environmental impacts of the product (Li-ion battery) and 
the service (transport with an EV as compared to an ICEV). 

LCA is used to quantify the environmental impacts of a product, a process or an activity, 
considering all stages of its life cycle. The two central parts of an LCA are the LCI and the 
LCIA. In the LCI, all material and energy flows, as well as the associated waste streams 
and emissions caused by the production and use of a previously defined FU of the 
product, are accounted for. In the LCIA, the inventory data is linked to environmental 
impact assessment methods. The system modeled in the LCI is often referred to as the 
foreground system, as opposed to the background system, which refers to e.g. upstream chains, 
such as energy provision. In our study, we used the ecoinvent database version 2.2 to 
model the material and energy flows of the background system (ecoinvent Centre, 2010). 

In order to assess how changes on the resource provision level affect environmental 
impacts on the product and service level, we only vary processes on the first level. This 
allows a discussion of how robust the supremacy of the emerging technology (e.g. EV) is 
in comparison to the conventional technology (e.g. ICEV) from an environmental impact 
perspective, given potential changes in resource provision. These changes are appraised 
by (i) including different sources of lithium in the analysis and (ii) representing the range 
of deposit qualities by assuming “favorable” and “unfavorable” processing conditions. In 
the case of favorable processing conditions, we considered best available technologies, 
while unfavorable processing conditions relate to future restrictions, such as decreasing 
ore grades. We did not address other changes in boundary conditions, such as technology 
learning curves (see Appendix A.1), nor did we give a temporal indication of when a 
certain restriction might become manifest. Taking into account the considerable 
uncertainties regarding future resource provision processes, the aim of our paper is less to 
provide an exact representation of the future, but rather we intend to highlight the 
potential relevance of one specific supply chain by applying a “ceteris paribus rule” (keeping 
all other processes constant, except for the changes on the resource provision level, in the 
focus of the study).  

The foreground system specified for the case example is shown in Figure 2.2. In the 
following, the LCIs for the three levels are described. Detailed information on the 
inventory data is included in Appendix A.2 and A.3. 
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Figure 2.2: Structure of the analyzed foreground systems; “favorable” and “unfavorable” refer to 
processing conditions. 

2.3.3 LCI: The resource provision level 

The resource provision level represents the production of Li2CO3 from resource extraction to 
the final product at plant gate (FU: production of 1 kg Li2CO3). We include brines, ores 
and seawater in our analysis and exclude other sources, such as hectorite clays, due to 
their limited stock (see 2.1). Recycling is considered to be beyond of the scope of this 
study. However, we provide a short overview over current activities and possible future 
developments in Appendix A.2.4. The data quality decreases from the already 
implemented brine process to the hypothetical future process for seawater, as future 
process designs are difficult to predict (see Collingridge Dilemma, section 1 and overview 
in Table 2.1). Where no process data was available, because the process is not yet 
implemented or for proprietary reasons, we provided reasonable assumptions in order to 
give a complete overview over the present and potential future resource provision system. 
Approximations were kept simple and transparent in order to avoid a complexity not 
justified by the research question or the available data. 
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Table 2.1: Overview of data qualities related to different deposit types (Li2CO3) (more details in 
Appendix A.2). 

 Data sources Examples of neglected 
issues Remarks 

Brine, favorable 

Environmental permits 
and operational data 
(2009) of largest single 
producer of lithium 
chemicals  

Impact on water cycle; 
specific land use impacts 

Industry data, aggregated for two 
process steps 

Brine, 
unfavorable 

Based on process under 
favorable conditions 

See brine, favorable. 
Additionally longer 
transport distances; 
potential use of additives; 
local conditions Bolivia 

Theoretical calculation based on 
hindered solar evaporation 

Ore, favorable 

Qualitative process 
descriptions, proxies 
from other mining 
operations 

Impact on water cycle 
Revised ecoinvent process; no 
industry data available; many 
proxies necessary 

Ore, 
unfavorable 

Based on process under 
favorable conditions 

See ore, favorable. 
Additionally longer 
transport distances; local 
conditions Democratic 
Republic of the Congo 

See ore, favorable. Adapted based 
on inverse proportional relation 
between material handled and 
input/output of material and 
energy 

Seawater, 
favorable 

Quantitative, but 
theoretical process 
description from 
literature 

Impacts on coastal 
ecosystems; specific 
additives only included as 
proxies 

Best available quantitative 
approximation; not confirmed 
experimentally; inconsistencies in 
literature source; output changed 
from lithium metal to Li2CO3 

Seawater, 
unfavorable 

Based on process under 
favorable conditions  

Other process 
adaptations and related 
impacts (e.g. production 
of membranes/ 
adsorbents) 

Energy demand scaled up from 
number of benchmark plant; 
many data gaps; rough first 
approximation 

 

2.3.3.1 Li 2CO3 from natural brines 

Overview 

Active brine operations are reported in Chile, Argentina, the USA and China (Jaskula, 
2011b). All processes are based on solar evaporation to concentrate the brine, sometimes 
in combination with the use of additives to precipitate perturbing salts or alumina-
adsorption for selective lithium recovery (see e.g. Garrett, 2004). 

SQM is the largest single producer of lithium chemicals, which processes brines from the 
Salar de Atacama in Chile, with an initial lithium concentration of about 0.15% (Yaksic 
and Tilton, 2009). Quantitative information on their process was available from 
environmental reports (SQM, 2006, 2007) and personal communications.1 The brine is 
pumped from subsurface deposits in dry salt lakes (so called “Salars”) to a series of solar 
evaporation ponds in which, due to the evaporation of water, different salts precipitate. 
Especially the potassium salts are further processed and are the main output of the 

                                              
1 Daniel Pizarro, Sales Director Iodine, Lithium and Industrial Chemicals, SQM North America, 2010/2011 
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operations of SQM. The lithium-containing concentrated brine is brought to the 
carbonation plant, where it is purified and Li2CO3 is precipitated by the addition of 
sodium carbonate (see Figure 2.3). The use of the “free” solar energy in the evaporation 
ponds is important to reducing the energy requirements of the process. The efficiency of 
the solar concentration depends on the evaporation rate (influenced by average 
temperature, wind, humidity and therefore of topography and altitude) and the 
composition of the brine (starting concentration of lithium and other elements such as 
magnesium, which forms hygroscopic salts that retain some of the lithium-containing 
brine and therefore reduce process yields). 

LCI for favorable conditions 

The Salar de Atacama has a very high evaporation rate, a high lithium concentration and a 
low magnesium-to-lithium ratio. For the LCI, the process was divided into two sub-
processes corresponding to the available data: the first sub-process includes the activities 
which are located at the Salar de Atacama, i.e. the pumping and concentration of the brine 
in solar evaporation ponds. It is a multi-output process, generating concentrated lithium 
brine and crude potassium chloride. The second process consists of the transport and 
further processing of the concentrated brine into Li2CO3.  

LCI for unfavorable conditions 

Less favorable conditions regarding climate and composition of the brine could lead to 
higher land use (larger pond areas because of lower evaporation rates and lower lithium 
concentrations), the use of additives to precipitate unwanted ions (including the transport 
of additives and stockpiling of precipitates), changes in the main-/by-product relationship 
or a complete change of the process design, such as ion-exchange or aluminum 
adsorption (see e.g. Garrett, 2004, p. 136ff.).  

The Salar de Uyuni in Bolivia is the largest known deposit of lithium besides the Salar de 
Atacama. The brine has a lithium content of about 0.04% (Yaksic and Tilton, 2009), a 
high magnesium concentration and the evaporation rate is low, due to the location at 
3600 meters above sea level. Production processes are currently under development, 
however the lack of data did not allow for a detailed representation of future process 
adaptations, such as the use of additives to precipitate unwanted ions. Therefore we did a 
purely theoretical calculation that is only related to the fact that solar evaporation is 
hindered. We replaced half of the energy provided by the sun with heat produced in an 
industrial furnace. The initial lithium concentration and evaporation rate at Salar de Uyuni 
were taken in order to calculate the total water evaporation and land use necessary to 
receive a concentrated brine with 6% lithium. For the carbonation process, we used the 
dataset for favorable conditions. 
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2.3.3.2 Li 2CO3 from ore deposits 

Overview 

Substantial active mining operations are reported in Australia, Brazil, Canada, China, 
Portugal and Zimbabwe, with Talison in Western Australia being the major producer 
(Jaskula, 2011b). Lithium is present in many minerals, but only spodumene or petalite 
ores are currently of commercial interest (Wietelmann and Bauer, 2000). In our study, we 
only considered spodumene. Today, lithium oxide-containing (Li2O) ore concentrates are 
mainly used in the glass and ceramics industry and are no longer further processed to 
Li2CO3 after the brine operations in South America began and offered Li2CO3 at a 
considerably lower price. An exception is China, where Li2CO3 is still produced from own 
spodumene deposits and from imported Australian ore concentrates (Ebensperger et al., 
2005, Jaskula, 2011b).  

Spodumene mining operations are mainly open-pit with conventional drill and blast 
techniques. The beneficiation can involve crushing, milling, flotation and also magnetic 
separation and produces a spodumene ore concentrate. The present process design, 
however, is not known in detail. There are different processes reported for the digestion 
of the concentrated ore to produce Li2CO3, but sulfuric acid digestion seems to be the 
most common, due to its low energy and water requirements in comparison to other 
possible processes. Quantitative process data is lacking (figure 2.3; Garrett, 2004, 
Kamienski et al., 2004, Wietelmann and Bauer, 2000). 

LCI for favorable conditions 

Two sub-processes were distinguished: firstly, mining and beneficiation, which includes 
activities from mining raw ore that contains 1.86% lithium to concentrated ore containing 
3.49% lithium, and secondly, its further processing by sulfuric acid digestion to produce 
Li2CO3. The mining of iron ore (ecoinvent process “iron ore, 46% Fe, at mine/kg/ 
GLO”) and the beneficiation of manganese (ecoinvent process “manganese concentrate, 
at beneficiation/kg/ GLO”) are taken as proxies for the first process (Classen et al., 
2007). We adapted them by assuming that the relationship between the materials handled 
(determined by ore grade and overburden ratio) and the input of auxiliary materials, 
energy and land use follows an inversely proportional curve: if the concentration of the 
element to be mined in deposit A is half that found in deposit B, then twice the amount 
of material needs to be handled when mining deposit A in comparison to deposit B, and 
twice the amount of energy would be needed. We focused on this adaptation and 
neglected other parameters for describing the mining conditions, such as the hardness and 
density of the ore and the surrounding rocks, because the impacts of these conditions are 
difficult to appraise. For ore grade and overburden ratio at a spodumene mine under 
favorable conditions, we used values for the mining site of Talison, Australia. The sulfuric 
acid digestion to produce Li2CO3 is a correction of an already-existing ecoinvent process 
(Hischier, 2007).  
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LCI for unfavorable conditions 

As Norgate and Haque (2010) point out, lower ore grades will only affect the energy 
consumption in the first concentration step (mining and beneficiation) and will not 
influence further downstream processes, such as the production of Li2CO3 from ore 
concentrates. This is due to the fact that those processes normally need a fixed grade as 
an input. Accordingly, only the first dataset was adapted for lower ore grades. We 
calculated it similar to the favorable conditions, but using the ore grade and overburden 
ratio from the Manono-Kitotolo deposit in the Democratic Republic of the Congo, since 
it represents one of the largest known lithium deposits, but has one of the lowest ore 
grades (Garrett, 2004, Yaksic and Tilton, 2009). 

 

 

Figure 2.3: Simplified flow charts for Li2CO3 production from the three resource types (based 
on process description for favorable conditions). 

 

2.3.3.3 Li 2CO3 from seawater 

Overview 

Since the 1970s, when fusion power plants were supposed to considerably increase the 
demand for lithium, there have been plans to recover lithium from seawater (Steinberg 
and Dang, 1975). With the recent positive prospects for Li-ion batteries, the topic is 
gaining interest again. Seawater is attractive as a future source of lithium, as the total stock 
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of lithium in seawater equals about 2.4 x 1011 metric tons (Schwochau, 1984). However, it 
is dissolved to 0.173ppm, which is about ten thousand times less than the currently 
exploited brines. 

Steinberg and Dang (1975) proposed the combination of solar evaporation, ion-exchange 
and the elution of lithium chloride (Figure 2.3). This process description is the most 
detailed quantitative process description available. Schwochau (1984) gives a qualitative 
overview of other possible recovery processes, but no process design – to the best of our 
knowledge – has ever been tested under real conditions. Recent studies (Chung et al., 
2008, Nishihama et al., 2011) seem to favor ion-exchange methods with adsorbents based 
on manganese oxide, due to their high selectivity toward lithium ions. To our knowledge, 
both Japan and South Korea plan to establish offshore lithium recovery plants, whereby 
lithium manganese oxide adsorbents will be fed into membrane reservoirs that are dipped 
directly into the seawater.2 Since those are future processes, any quantitative process 
information on them is scarce. 

LCI for favorable conditions 

Despite the fact that it has never been possible to confirm experimentally, the process 
design proposed by Steinberg and Dang (1975) can serve as a lower-bound estimation for 
process requirements, as it is the most optimistic of all process descriptions available and 
the data provided allows for an indicative LCA. The process description relates to the 
output of lithium in metallic form. In order to be consistent with the other datasets, we 
changed the output to Li2CO3 by subtracting the parts of the process relating to metal 
production and adding some parts of the process for Li2CO3 production from brines.  

LCI for unfavorable conditions 

We based the assumptions regarding unfavorable conditions on the ion-exchange 
methods introduced before. Since only basic research on adsorbent preparations as well 
as some benchmark results exist, there is no process data available with the level of detail 
necessary to perform an LCA. However, as we considered it important to also include 
more recent process descriptions, we present first estimates, which can only be 
qualitatively discussed. We used a number for energy consumption from the Japanese 
benchmark plant, which was provided in an undated presentation (Yoshizuka et al., 
undated) and which is described in Nishihama et al. (2011). We reduced this number by 
one order of magnitude in order to account for the probable upscaling effects. Other 
process-specific adaptations, such as the use of hydrochloric acid, were neglected. 

                                              
2 Personal communication: Jae-chun Lee, Principal Researcher, Korea Institute of Geosciences and Mineral 
Resources (KIGAM) 
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2.3.4 The product and service levels 

The datasets used for the product and service levels are based on datasets presented in 
Notter et al. (2010). 

2.3.4.1 Product level: Li-ion battery production 

The battery represented in Notter et al. (2010) has a capacity of 0.114 kWh/kg and uses 
lithium manganese oxide as the active material (for more detailed specifications see 
original publication). The brine process under favorable conditions in this study is an 
updated version of the Li2CO3 production process in Notter et al. (2010). 

2.3.4.2 Service level: Transportation 

The EV represented in Notter et al. (2010) is comparable to a VW Golf, with energy 
requirements of 17 kWh/km (UCTE electricity mix, battery weight 300 kg, range 200 
km/battery charge). The results were compared to a VW Golf Blue Motion with energy 
requirements of 6.1l of petrol/km which is a new, efficient, conventional ICEV with a 
technological level similar to the EV (more detailed specifications see original 
publication). 

Sensitivity analyses include the energy requirements of the EV (+/-20%), the electricity 
mix in the use phase of the EV (hydro power/ hard coal) and the extension of the vehicle 
life, estimated in both the EV and ICEV as being 240’000km instead of 150’000km. 

2.3.5 LCIA 

The environmental impacts were quantified using three different impact assessment 
methods: GWP applying a time frame of 100 years (IPCC, 2007), CED with only non-
renewable energy sources considered (Hischier et al., 2010) and EI99 (H/A) using the 
hierarchic perspective and average weighting (Goedkoop and Spriensma, 2000). GWP, 
measured in CO2 equivalents, and CED, measured in points that equal MJ, are widely 
used in decision making, but since they are almost exclusively driven by energy use, EI99, 
measured in points, was additionally considered to account for damages to human health, 
ecosystems and resource quality. All impact assessment methods were used as 
implemented in the ecoinvent database version 2.2. 

2.4 Results 

In the following section, we present the LCA results on three levels. In order to 
graphically compare the results of different impact assessment methods, they were 
normalized for the impacts of the process relating to brines under favorable conditions 
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(=100%). More detailed results and the absolute values for all impact assessment methods 
are available in Appendix A.4. 

2.4.1 Environmental impacts of Li2CO3 production 

Figure 2.4 shows the environmental impacts for the production of one kilogram Li2CO3 
from the three deposit types, assuming favorable (top) and unfavorable conditions 
(bottom).  

When examining the results for favorable conditions, we find that the currently-dominant 
production chain for Li2CO3 from brines and the less-prevalent production chain from 
ore do not differ substantially regarding their environmental impacts (impact per kilogram 
Li2CO3 from brine vs. from ore, CED: 28.43 vs. 33.87 MJ-eq, GWP: 2.02 vs. 2.27 kg 
CO2-eq, EI99 (H/A): 0.19 vs. 0.23 points). Considerably higher impacts (different by 
more than one order of magnitude) occur when using seawater under favorable 
conditions (exceeds scale in Figure 2.4, CED: 7400% of impacts of brine process under 
favorable conditions, GWP: 5900%, EI99 (H/A) 7000%).  

 

Figure 2.4: LCIA results for Li2CO3 production from brines (favorable conditions =100%), ore 
and seawater. Horizontal axis ends at 5000%. 
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The results for unfavorable conditions show that the brine process becomes worse than 
the ore process. In the brine process, switching from favorable to unfavorable conditions 
leads to an increase in environmental impacts of more than one order of magnitude. In 
the ore process, however, this increase is only 15-70%, depending on the impact 
assessment method. 

The rough estimation for the seawater process under unfavorable conditions exceeds the 
scale shown in Figure 2.4 by about four orders of magnitude, as compared to the brine 
process, under favorable conditions. 

2.4.2 Environmental impacts of Li-ion battery production 

In Figure 2.5, the environmental impacts of the production of one kilogram Li-ion battery 
are shown (in percentage of impacts for Li2CO3 input stemming from brine). Compared 
to Figure 2.4, most variations between the deposit types are no longer visible on this level. 
This is due to the fact that only 39 g of Li2CO3 are used for producing one kilogram of a 
Li-ion battery, and other metal components, which are present in a higher quantity, 
contribute more to the environmental impacts (e.g. copper and aluminum as collector 
foils in anode and cathode, see Notter et al., 2010). 
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Figure 2.5: LCIA results for Li-ion battery production, with Li2CO3 stemming from brines 
(favorable conditions =100%), ore and seawater, share of Li2CO3 on total impact indicated. 

Assuming favorable conditions for Li2CO3 production, the impacts of the Li-ion battery 
with the Li2CO3 obtained from the seawater process are less than twice the impacts of the 
brine and ore processes under favorable conditions (CED: 181%, GWP: 179%, EI99 
(H/A): 132%). The same holds true for the battery containing Li2CO3 produced via the 
brine process under unfavorable conditions (CED: 149%, GWP: 154%, EI99 (H/A): 
111%). Only for the seawater process under unfavorable conditions were the impacts of 
the battery production several hundred percentage points higher. 

2.4.3 Environmental impacts of transportation 

In Figure 2.6, the LCA results for one kilometer driven with a car are illustrated. The 
impacts of three EVs are shown, each containing a Li-ion battery, in which only the 
source of the Li2CO3 is varied. These are compared to the environmental impacts of 
driving an ICEV.  
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Figure 2.6: LCIA results for transportation, with the Li2CO3 in the batteries for the EV 
stemming from brines (favorable conditions =100%), ore and seawater, share of Li-ion battery 
on total impact indicated. 

 

Under favorable process assumptions for Li2CO3 production, the EV impacts are below 
the impacts caused by driving an ICEV. In the case of Li2CO3 obtained from brines 
under favorable conditions, the difference varies between 10 and 45% - depending on the 
impact assessment method. The difference calculated with EI99 is smaller compared to 
Notter et al. (2010), since we used a newer ecoinvent version that includes emissions from 
sulfidic tailings. This change in particular leads to considerably higher impacts of copper 
provision and of the Li-ion battery, accordingly. For the seawater process under favorable 
conditions, the difference to the ICEV is 3% (EI99) and 9% (CED), which is too small to 
be clearly interpreted due to the underlying uncertainties. Only for the GWP the 
difference is still about 36%. The results further suggest that EVs maintain a small 
advantage over ICEVs even under unfavorable conditions, except for when the seawater 
process is used.  
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The sensitivity analyses underline the importance of the energy efficiency and electricity 
source in the use phase: a higher electricity consumption for the EV or a better fuel 
efficiency for the ICEV can compensate for the remaining gap between the EV and the 
ICEV. While using hydro power as the exclusive electricity source accentuates the 
supremacy of the EV, the use of hard coal causes the opposite effect. 

2.5 Discussion 

2.5.1 The case 

On the resource provision level, i.e. Li2CO3 production, we see that the impacts of the brine 
and ore processes are rather similar under favorable conditions. This contrasts with the 
lower production costs of the brine process that relate – amongst other factors – to 
energy costs (Ebensperger et al., 2005) and could be an artifact of the different 
approaches used to compile the inventory data. As detailed in the data quality sections in 
Appendix A.2, we assume that the impacts of the brine process are rather overestimated 
and the impacts of the ore process are rather underestimated. With regard to the 
calculation of unfavorable conditions, the impacts of the brine process are much higher 
than those of the ore process. This counterintuitive finding can be explained by (i) the 
inefficient industrial evaporation assumed for brines under unfavorable conditions (based 
on thermodynamic considerations, which could probably be enhanced by new 
technologies) and (ii) the fact that the current brine process relies on "free" solar energy 
input, which evaporates about 130 kg of water per kilogram of Li2CO3, at an average 
evaporation rate of 3200 mm per year at the Salar de Atacama (Garrett, 2004, p. 21). With 
the lithium concentrations at the Salar de Uyuni in Bolivia, about 620 kg of water would 
need to be evaporated at the much lower evaporation rates attainable on the high plateau 
(1500mm per year; Garrett, 2004, p. 28; see Appendix A.2 for detailed calculations). This 
highlights the fact that new processes are necessary to avert substantial increases in 
environmental impacts and prices. Similar to the brine process, the high impacts of the 
seawater process can be explained via the huge amount of water that would need to be 
processed. With a recovery efficiency of 20% (Yaksic and Tilton, 2009) and a 
concentration of 0.173 mg of lithium per liter of seawater (Schwochau, 1984), about 5430 
m3 of seawater would have to be processed in order to produce one kilogram of Li2CO3. 
In order for the current demand (2009: 68’500 t Li2CO3 equivalent; SQM, 2010) to be 
met solely by lithium from seawater, more than 3.7*1011 m3 water would have to be 
processed. In comparison, the world’s largest desalination plant in Ashkelon, Israel, 
processes 3*108 m3 of seawater per year3. 

                                              
3 Personal communication: Bruno Sauvet-Goichon, R.O. Expert, Veolia Water, 2011 
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On the product level, i.e. battery production, the impacts of the Li2CO3 production 
diminish, due to the fact that only a small amount of Li2CO3 equivalent is needed in a Li-
ion battery (3.9 weight-percent). In a current Li-ion battery design, which uses Li2CO3 
from brines processed under favorable conditions, the lithium supply chain contributes 
only 0.49% to 1.37% of the environmental impacts of the battery (quantified with the 
impact assessment methods CED, GWP and EI99 (H/A)). According to our 
assumptions, this share increases only slightly if the Li2CO3 is produced from ore. If the 
Li2CO3 is obtained from seawater processed under favorable conditions, the production 
of the required Li2CO3 alone would account for 32-82% of the current impacts of 
producing the complete Li-ion battery. For Li2CO3 obtained from brine processed under 
unfavorable conditions, this share is reduced to 12-55%, while the impacts of Li2CO3 
obtained from seawater under unfavorable conditions outreach the impacts of the current 
battery by a factor five.  

On the service level, i.e. transportation, the environmental impacts of driving one kilometer 
with an EV and with an ICEV would be equal, if the impact per kilogram of Li2CO3 
increased by about two orders of magnitude (CED: factor 200 relative to brine process 
under favorable conditions; GWP: factor 450; EI99 (H/A): factor 100). This break-even 
point would only be reached for the seawater process under unfavorable conditions, 
which can be explained by the superior performance of the EV as compared to the ICEV 
in the use phase (Notter et al., 2010). This more than compensates for the large battery 
pack that increases the impacts of EV production. The impacts of the ICEV, however, 
could be reduced to the level of the EV (brine, favorable), if the fuel consumption was 
reduced by about one liter per 100 kilometer (CED, EI99). Regarding the GWP, better 
fuel efficiency cannot compensate for the higher impacts of the ICEV (see Appendix 
A.4). Hence, besides the development of the impacts of resource provision, future 
reductions of energy consumption in the use phase of both EVs and ICEVs and the 
development of the electricity supply system will determine which technology achieves a 
better environmental performance. 

With regard to our research question, our results indicate that the impacts of the lithium 
supply chain will probably not compromise the environmental benefits of EVs, at least as 
long as no seawater is used as a lithium source. In that case, the gap between the impacts 
of favorable and unfavorable process conditions, and also the weak process data, do not 
lend themselves to unequivocal interpretation.  

If and when seawater is needed as a source of lithium will depend on (i) the development 
of demand for batteries and other applications, (ii) the implementation of efficient 
recycling systems that recover lithium and (iii) discoveries of new deposits. Geopolitical 
restrictions (iv) could also limit access to lithium deposits, if countries with large resources 
decided to reduce their export ratios. The scenario studies mentioned in the introduction 
do not consider seawater as a source in the supply mix, but still give support to an 
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optimistic view, as their calculated future demand does not exceed the supply estimates 
presented in Figure 2.1.  

Similarly, an economic analysis of lithium and the “threat of mineral scarcity” concluded 
that humanity will not face the problem of lithium shortage (Yaksic and Tilton, 2009). 
The authors applied the concept of the “cumulative availability curve”, as introduced by 
Tilton (2003), which also includes a ceteris paribus rule similar to the one implemented in 
this study, i.e. technological changes are excluded in order to avoid speculating about 
future developments. They estimated the costs of extracting a commodity from different 
deposits; however, their assumptions for seawater rely on Steinberg and Dang (1975), i.e. 
data, which we only considered for favorable conditions. 

In order to further improve our results, the following problems need to be tackled: firstly, 
the datasets on future processes are often based on weak and sometimes qualitative 
process information (see Table 2.1). Our study represents best guesses that are 
documented in detail in Appendix A.2 in order to be easily adapted if and when better 
process data becomes available. Secondly, some of the quantitative process information in 
Steinberg and Dang (1975), which was used for seawater under favorable conditions, 
could not be reproduced with other values provided in the same publication. These 
inconsistencies are explained in Appendix A.2. Thirdly, regarding the LCA methodology, 
there are known insufficiencies concerning the inclusion of water scarcity and land use in 
LCI and LCIA. This is especially relevant to the representation of the brine processes in 
which these potentially important impacts are neglected. Fourth, in modeling EV 
production, we used datasets from Notter et al. (2010), which focused on the Li-ion 
battery. As the topic of e-mobility gains interest, there will be new datasets prepared that 
represent the EV in more detail. 

2.5.2 The approach 

The three-level approach, including the application of the ceteris paribus rule, can give an 
early indication of the relevance of a specific supply chain in the context of emerging 
technologies relying on scarce metals. A key aspect of this approach is that, while the 
main manipulation takes place at the beginning of the supply chain, where different 
resource provision options are implemented, the focus of the interpretation is on the end 
of the supply chain, the service level, where the robustness of the environmental 
advantage of the emerging technology over the conventional technology is tested. We 
applied our approach in a context of high uncertainties, as future developments are 
difficult to project and process data is often proprietary. By assuming favorable and 
unfavorable process conditions for different deposit types, we can give a range of possible 
upper and lower band impacts, without speculating about the sequence or time of 
implementation, which our data did not allow for. 
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We emphasize that our approach is distinct from a scenario study: only a limited set of 
boundary conditions is changed, while many other factors, possibly relevant to the future 
impact of a technology, are deliberately excluded. This implies that (i) it is not possible to 
appraise how the technology is affected by other metal scarcities (the service can rely on 
more than one potentially scarce metal) and (ii) depending on the development of other 
boundary conditions, such as technology learning curves and efficiencies along the supply 
chains of emerging and “conventional” technologies, the relevance of the supply chain in 
the focus of the study will increase or decrease (see Appendix A.1). 

2.6 Conclusion 

From a life cycle perspective, the environmental impacts of the lithium supply chain will 
probably only become an issue for e-mobility if seawater is eventually used to meet the 
demand for Li2CO3. Applying the ceteris paribus rule, the environmental benefits of an EV 
compared to those of an ICEV would then depend on the availability of energy efficient 
processes to extract Li2CO3 from seawater. Since energy consumption is strongly 
correlated to process costs, there are apparently incentives to push those improvements 
or, if efficiency gains reach their physical limits, to abandon the battery technology before 
the environmental impacts become relevant. As the quality of the available data for the 
Li2CO3 production routes varies (see Table 2.1), these conclusions can change if and 
when better data becomes available. 

The static three-level ceteris paribus approach applied in this study highlights the 
importance of a systemic perspective, as the interpretation reveals different insights, 
depending on which level one is looking at. We consider the approach useful to 
substantiate the discussion on the relevance of a scarce technology metal regarding the 
environmental supremacy of a technology. The rationale of our approach can, in 
principle, be transferred to related problems, for instance a technology assessment study 
or as first step toward a comprehensive scenario–based analysis. Looking at individual 
deposits rather than deposit types could be a further extension of the approach. 
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3. LIMITATIONS OF APPLYING LIFE CYCLE ASSESSMENT TO 

COMPLEX CO-PRODUCT SYSTEMS: THE CASE OF AN 

INTEGRATED PRECIOUS METALS SMELTER -REFINERY  

Paper published as: Stamp, A., Althaus, HJ., Wäger, P. (2013) Limitations of 
applying life cycle assessment to complex co-product systems: the case of an 
integrated precious metals smelter-refinery. Resour Conserv Recycling. 80, 85-96. 
DOI: 10.1016/j.resconrec.2013.09.003 

3.1 Abstract 

Integrated smelter-refineries play an important role in the recovery of multiple metals 
from complex primary and secondary materials, and hence in closing metals cycles. 
Processes in these facilities are strongly interconnected, dynamic, and multifunctional, 
which challenges a typical representation in Life Cycle Assessment (LCA). This is 
especially true when LCA is applied to calculate the environmental profile of single metals 
products.This study examines methodological requirements for assessing complex co-
product systems using attributional LCA through a static, gate-to-gate inventory model 
that quantifies the environmental impacts of each of the metal products of an integrated 
precious metals smelter-refinery. The model is based on a large number of subprocesses 
and is formulated using detailed industry data, which allows quantification of the 
sensitivity of the results with respect to allocation rationales and the data collection 
period.  

The results within one impact category vary strongly among metals (up to four orders of 
magnitude for copper compared to rhodium). Moving from mass- to value-based 
allocation changes the result for a given metal by up to two orders of magnitude. If value-
based allocation is used, the selected reference year for metals prices influences the results 
by up to a factor of two. Allocation rationales are critically analyzed, and it is shown that 
none reflect the business model or other system drivers. While the model is focused on 
quantifying environmental impacts of metal outputs, the actual process is economically-
driven to efficiently treat a continuously changing feed mix. The complexity of a smelter-
refinery cannot be captured by static, attributional inventory models, which is why the 
choice of allocation rationale remains arbitrary. Instead, marginal, parameterized models 
are needed; however, such models are substantially more time and data intensive and 
require disclosure of more detailed, process specific data. 

Keywords: Life cycle assessment; Metals; Recycling; Complex systems; Methodology 
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3.2 Introduction 

Metals have essential functions in goods and infrastructure and are therefore an integral 
part of many product systems. The range and quantity of metals used is increasing 
(Johnson et al., 2007) and comprises not only commodity metals such as iron, aluminum, 
zinc, and copper, but also, among others, precious metals such as platinum group metals, 
gold and silver, and special metals such as indium and tellurium. These metals are typically 
used in small quantities, are less abundant, and occur in complex ores (Hagelueken and 
Meskers, 2010, Reuter, 2011). Their properties offer new functionalities that contribute to 
the “’sustainable’ design of products and infrastructure” (Reuter, 2011). 

Life cycles (see van Berkel, 2007 for a comprehensive description) of precious and special 
metals are often interlinked with each other and with non-ferrous base metals, and form 
an intricate network of industrial processes. Such metals occur as coupled elements in 
ores that are mined together, they are processed together with other metals (e.g., in 
smelters), and combined with each other and with other materials to form various final 
products. At End-of-Life (EoL), these products need to be collected and separated into 
appropriate fractions if their materials are to reach end-processing and ultimately be 
recovered. These man-made metal combinations differ from naturally occurring 
combinations in ores (Reuter et al., 2005), which poses challenges for effective metal 
recovery, as combinations of extraction processes are required that differ from traditional 
primary metals production (Hagelueken and Meskers, 2010, Verhoef et al., 2004). 

It is a societal goal to close materials cycles to reduce the environmental impacts of 
exploiting resources and manufacturing products. Life Cycle Assessment (LCA) is a 
means of comparing environmental impacts of products and services and of evaluating 
options for improvement from a holistic perspective, i.e., considering all stages of product 
life and all upstream and downstream processes (ISO, 2006a). In the life cycle stage of 
recovery of metals from complex ores, industrial residues, and EoL materials, integrated 
smelter-refineries1 play an important role, as these facilities combine the strengths of 
different metal smelting operations – for example copper-, lead- and nickel-based 
metallurgy – to recover a wide range of metals from recycling fractions together with ores, 
concentrates, and residues. Because of the advanced technology and economies of scale 
required to efficiently run such operations, there are only a handful of such plants in the 
world and no two are exactly identical.   

This paper aims to improve understanding of the methodological requirements and 
challenges for assessing the environmental impacts related to products leaving an 
integrated smelter-refinery. This is a prerequisite to quantify the role of metals provision 
for a metal-containing product’s environmental impact and to compare different recycling 
chains with respect to their environmental performance.  
                                              
1 This term is used as a short version of “integrated non-ferrous smelter-refinery” or “integrated precious metals 
smelter-refinery.” 
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Based on data from the integrated precious metals smelter-refinery of Umicore Precious 
Metal Refining (UPMR) in Hoboken, Belgium, an inventory model suitable for a 
conventional, attributional LCA was developed. The model is output oriented, as it 
quantifies the impacts required to produce the metals leaving the plant. The 
methodological challenges arising from the complexity of the operation are explained in 
more detail in Section 3.3. In Section 3.4, model development and the underlying 
assumptions needed to simplify the complex reality are transparently documented. In the 
results section, Section 3.5, the focus turns to testing the sensitivity of the results with 
respect to different allocation rationales, data collection years, and impact assessment 
methods. Section 3.6 addresses the performance of the simplified model, and options to 
overcome its limitations are proposed. The paper concludes, in Section 3.7, by 
consolidating findings regarding the question: To what extent can standard LCA approaches 
capture the complex industrial reality of a large, integrated smelter-refinery and quantify the environmental 
impacts of its products?  

3.3 Problem statement 

3.3.1 Case study system: UPMR integrated precious metals smelter-
refinery 

The UPMR integrated precious metals smelter-refinery in Hoboken, Belgium, recovers 17 
different metals from primary raw materials such as complex concentrates, by-products, 
and residues from the non-ferrous metals industry, as well as from secondary raw 
materials such as precious metals bearing EoL products (e.g., printed circuit boards) and 
spent industrial and automotive catalysts. These complex, multi-metal materials arrive 
from all over the world, with secondary materials accounting for about 20% of feed 
volume (Meskers et al., 2010). The raw materials, in total about 350,000 t per year, are 
mixed and treated in batches in such a way that the composition is suited for efficient 
processing. Ten of the recovered metals leave the plant as high-purity products (Pt, Pd, 
Rh, Au, Ag, In, Se, Te, Pb, Cu) and seven as compounds that are further processed 
elsewhere or are directly used by industry (Ir, Ru, Sb, Bi, As, Sn, Ni; see Table 3.1 for 
symbols and purities). Additional outputs include depleted slag, which is used as 
construction material, and sulfuric acid from the smelter off-gas treatment. Waste 
fractions include treated wastewater (only the fraction that is not reused) and a small 
amount of hazardous and non-hazardous solid waste, which is sent to safe storage or 
further processing (Hagelueken, 2006). 

Umicore offers the service of smelting-refining of metals from various materials. The 
client provides raw materials, pays a fee for the service, and receives refined metals in 
return. The tonnage of metals produced every year is therefore determined by the metal 
content of the processed feed material. The company is an important global player in 
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precious and special metals supply, while the production capacities for the bulk metals 
lead and copper is comparatively small (Table 3.1). The refined metals can be used 
directly in manufacturing or can be sold onto the metals markets. Accurate determination 
of the metal content in the feed materials, and thus the amount of metals to be returned, 
is done via sampling and assaying. Precious metals and copper often provide the 
economic incentive for treatment and enable recovery of other metals, such as the special 
metals indium, selenium, and tin. As a result, these metals are also made available to the 
metals market. 

Table 3.1: Metals processed, grade of products (aleaves the plant as refined product and as an 
alloy with Bi), production capacity, and share of global production (see Appendix B.1 for 
references). 

Group Metal Symbol Purity [%] 
Production 
capacity 
[t/a] 

Share of capacity 
compared to global 
production [%] 

Precious 
metals 

Platinum Pt 99.95 25 10.5 
Palladium Pd 99.95 25 9.1 
Rhodium Rh 99.95 5 17.2 
Iridium, as intermediate Ir n/a n/a n/a 
Ruthenium, as intermediate Ru n/a n/a n/a 
Gold Au 99.99 100 2.3 
Silver Ag 99.99 2400 0.8 

Special 
metals 

Antimony, as sodium 
hexahydroxoantimonate Sb 49 (Sb in 

product) 
6000 (as 
antimonate) n/a 

Bismuth, in Pb alloy Bi n/a n/a n/a 
Indium In 99.99 50 7.6 
Selenium Se 99.99 600 30.3 
Tellurium Te 99.99 150 30 
Arsenic, as intermediate As n/a n/a n/a 

Base metals 

Leada Pb 99.97 125000 1.2 
Copper, as cathode Cu 99.99 30000 0.2 

Tin, as calcium stannate Sn 57 (Sn in 
product) n/a n/a 

Nickel, as intermediate Ni n/a 2000 n/a 
 

The physical material flows are depicted in Figure 3.1and described in more detail in, for 
instance, Meskers et al. (2010). Each step in the aggregated view in Figure 3.1 comprises 
multiple subprocesses. Most of the feed enters at the copper smelter, which yields a quick 
and effective initial separation of a copper and precious metals (“blister”) fraction on the 
one hand, and a lead, nickel, and special metals fraction on the other hand. The copper 
and precious metals fraction is further separated in the leaching and electrowinning 
department and in the precious metals refinery. The lead and special metals fraction is 
sent to the lead blast furnace, where it is separated into a benign slag, a nickel (“speiss”) 
fraction, a copper fraction, and a lead-special metals (“bullion”) fraction that is further 
treated into separate elements. Intermediate fractions move between the copper–precious 
metals part of the process and the lead–special metals side of the subprocess network. 
The nickel refinery is located outside the Hoboken facility. 
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Figure 3.1: Aggregated view of integrated smelter-refinery (adapted from Umicore Precious 
Metals Refining, 2011), showing system boundary and products (PGM = Platinum Group Metals 
including Pt, Pd, Rh, Ir and Ru). Hatched shapes are excluded from study. 

 

3.3.2 Key aspects of an integrated smelter-refinery and related challenges 
for LCA representation 

Integrated smelter-refineries are complex facilities, since they are highly interconnected 
and dynamic and because they are multifunctional in various respects. Specifically with 
respect to their interconnectedness and dynamics, three aspects can be differentiated: 

�x They are part of a network of industrial processes: they are connected to other smelters 
and refiners both on the input side, as they take by-products and residues from 
other smelters, such as lead, zinc, copper, and precious metals smelters, as well as 
on the output side, as they send some intermediates to other smelters, such as tin 
smelters and lead-bismuth smelters (see also Reuter et al., 2005). Thus, changes in 
feed composition, in subprocess management, or in tonnages can affect processes 
upstream as well as downstream. 

�x They consist of a network of subprocesses connected by multiple material flows of 
varying composition. Distribution of the metals and other materials over the 
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different flows leaving a subprocess depends on the chemical and physical 
conditions in the subprocess and on the metal compounds in the flows entering 
each subprocess (Nakajima et al., 2010). 

�x These interlinkages on plant and subprocess levels are highly dynamic and flexible as 
the integrated smelter-refinery needs to cope with varying feed composition, at 
least within the window of operational flexibility afforded by the basic chemistry 
and physics underlying the subprocesses. Accordingly, the feed composition 
fluctuates within an operational year as well as among operational years. Long-
term fluctuations, for instance, can be induced by process changes at a material 
supplier, which influences the composition of primary or secondary raw materials, 
such as transition to lead-free solder in electric and electronic equipment. Sudden 
price peaks for specific metals are an example of short term fluctuations, which 
can increase the delivery of these metals as clients seek to capitalize on high metals 
prices. 

These three aspects imply, for the LCA representation, that the design and management 
of a specific plant and the properties of the feed received influence environmental 
impacts of overall plant operation, as well as the palette of products and therefore the 
environmental impacts associated with each product. According to the data available, the 
model developed in this study is static and does not incorporate physical and chemical 
conditions in the subprocesses. The effect of changing feed composition and related 
changes in how metals distribute over the subprocesses and on the impact per refined 
metal is therefore tested by comparing the impacts calculated with data from two 
different years. 

With respect to the multifunctionality of integrated smelter-refineries, three additional 
aspects can be differentiated: 

�x Integrated smelter-refineries are multifunctional, in the sense that they provide a treatment 
service to their clients but they also provide multiple metals to the market. They 
are an integral part of primary and secondary metals production chains. 

�x The subprocesses of integrated smelter-refineries are multifunctional, as they fulfill a function 
of recovery of several metals from often multiple input flows.  

�x Some metals in integrated smelter-refineries are multifunctional, as they are both a valuable 
commodity and a carrier metal, which means they are indispensable for the 
recovery of other metals. In the smelter, for instance, copper “carries” the 
precious metal to the left side of the subprocess network indicated in Figure 3.1, 
while lead carries the base and special metals to the right side. A metal can serve as 
a carrier for another metal in one subprocess and not in another, depending on the 
chemical affinity between the two. 

The model developed in this study is output oriented, that is, the functional units cover 
the metals leaving the plant and not the treatment service. Multifunctionality on a process 



Limitations of applying life cycle assessment to complex co-product systems: 
the case of an integrated precious metals smelter-refinery 

____ 

67 

level – that is, processes yielding more than one product (multi-output) and/or treating 
more than one input (multi-input) – is a typical problem in LCA. According to the ISO 
standards (ISO, 2006a, 2006b) and the specification in the ILCD handbooks (e.g. EC-
JRC-IES, 2010), this problem should be handled by adapting system boundaries (system 
division or system expansion), and if this is not possible, environmental impacts should 
be allocated according to physical/chemical causalities, economic revenue, or physical 
parameters, such as mass (see also Finnveden et al., 2009). In this study, allocation is 
avoided as far as possible by splitting the whole process into subprocesses. A complete 
separation of metal flows, however, is not feasible for physical reasons. System expansion 
and substitution on the level of subprocesses is not a realistic option, due to the highly 
specialized network of subprocesses, which makes defining alternative production routes 
impossible. System expansion and substitution at the level of the 17 metals or metal 
compounds leaving the whole process is also not feasible, since some products are 
impossible to produce as the determining product (for the procedure to derive the 
determining product see Weidema et al., 2011) consequently there exists no alternative 
production route for substitution of this single metal. Therefore, allocation is unavoidable 
if an environmental profile of a single metal is desired, which can also not be solved by 
switching from attributional to consequential LCA models, where the environmental 
profile of the non-determining products would be calculated independent of the system 
under investigation. Thus, the focus of this study is on allocation rationale choice for 
attributional LCA models, and the effect of choosing between mass-based and value-
based allocation is tested by calculating the results for each metal for both rationales. The 
ability of both rationales to reflect the complex industrial reality, that is, the business 
model and other system drivers, is explored in the discussion section. Multifunctionality 
on the level of metals is ignored in model development but is critically discussed. 

Existing studies that apply standard attributional LCA models to quantify environmental 
impacts of products of integrated smelter-refineries – to our knowledge – do not discuss 
challenges resulting from interconnectedness and multifunctionality explicitly: The 
ecoinvent database contains metals inventories for, among others, a copper smelter and 
precious metals refinery in Sweden (Classen et al., 2007) and Bigum et al. (2012) combine 
available data from the literature into inventories for metals recycled from waste electric 
and electronic equipment (WEEE). Bigum and colleagues also highlight the problem of 
choosing the right allocation rationale for metallurgical processing, but do not further 
elaborate on that as the choice did not affect their conclusion: recovering various metals 
from WEEE is beneficial to the environment compared to virgin production. Wäger et al. 
(2011) study treatment scenarios for WEEE without relating the impacts to the output 
products. In contrast to those studies, for the project at hand, it was possible to work 
with much more detailed industry data, which allows us to add to existing studies by 
illustrating methodological challenges resulting from assessing such complex systems as 
an integrated smelter-refinery. 
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3.4 Methodology 

3.4.1 Scope of LCA 

The system boundary of the studied integrated smelter-refinery (Figure 3.1) comprised 
the on-site process steps related to metal recovery, including effluent treatment. The 
sampling and assaying process and supporting services such as offices were excluded. In 
the gate-to-gate perspective, environmental impacts from the supply chain of the feed 
material were not considered. The environmental burdens were attributed to the metals 
sold as intermediate product or refined metal. The two non-metal products slag – which 
contains, for instance iron, aluminum, and silicon in the form of their oxides – and 
sulfuric acid received none of the burden, as these are low-value inevitable by-products 
that are outside the focus of this analysis. Tellurium and selenium leave the plant in more 
than one product quality, so it was theoretically assumed that all lower-grade products 
were further processed to the grade indicated in Table 3.1. System expansion for these 
products was possible as the inventory data for the additional process step was available 
from existing facilities of the company. 

Some 34 subprocesses were identified for which annual metal flow data was available, 
and internal metal loops – that is, how many times a metal re-enters a subprocess before it 
finally leaves the process – could be calculated based on transfer coefficients available 
from the company's internal metal flow model. Quantities for ancillary material and 
energy inputs were available at the same level of detail from the company’s reporting 
system. Quantities for emissions and waste streams were available with a different 
resolution: All waste water is treated together in the on-site waste water treatment plant 
and off-gas treatment installations are shared by multiple subprocesses, therefore this data 
was allocated to the subprocesses based on the expertise of the responsible process 
engineers, and their assumptions developed for an internal cost allocation model. If it was 
not possible to determine the responsible subprocess, the inventory was added to the 
smelter, the process shared by all metals. Fuel and fuel-generated emissions of the internal 
logistics department were allocated to the refined metals on a mass basis. Ancillary 
material and energy inputs, as well as waste and emissions are further named “inventory 
data.” Metal flow and inventory data from production years 2008 and 2009 was used. 

The functional units of the overall process were defined as the mass of output product 
corresponding to 1 kg of specific metal content leaving the plant with grade and product 
specification according to Table 3.1 in a particular year. This corresponds to the average 
metal mix present in each subprocess in the respective year, which differs from the 
average feed mix entering the plant in that year due to the varying retention times of 
metals in the system. For interpretation of results, the focus is on those metals that leave 
the plant (only) as completely refined product. 
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Allocation was performed under two rationales: mass allocation in kilograms and revenue 
or value allocation in US dollars. Value is calculated by multiplying the price of the refined 
metal in dollars per kilogram by its quantity using London Metal Exchange or MB free 
market prices (Metal Bulletin Ltd. (Metals Minerals and Mining division), 2013), see 
Appendix B.5. These prices were also used for those metals that leave the plant as 
intermediate products, as it is difficult to derive prices for intermediates that are not sold 
on a market. Since metals prices have strongly increased in recent years and show 
volatility, the robustness of the value allocation was tested by calculating it using 2000–
2010 average metals prices, along with metals prices in 2000 before the price increase and 
with metals prices in 2010, shortly after metals prices peaked in 2007–2008. For tellurium, 
the price in 2004 was used, as no price data for 2000 was available. 

The supply chains for ancillary material and energy required in the process were modeled 
using the ecoinvent database v.2.2 (ecoinvent Centre, 2010). Own inventories were 
compiled for on-site processes that produce ancillary inputs: pressurized air, steam, and 
different qualities of process water. These on-site facilities take advantage of waste heat 
produced elsewhere in the process. As the model does not allow linking heat generating 
processes and waste heat consuming processes, no benefit could be given to the thermal 
subprocesses delivering the heat. No own inventory is provided for sulfuric acid, which is 
produced from SO2 in the smelter off-gas and is partly reused in other subprocesses, since 
the production process does not deviate from industrial standards. 

3.4.2 Compilation of Life Cycle Inventories 

The Life Cycle Inventories (LCI) for each of the 17 refined metals were compiled using 
the procedure described below. A less detailed description of the procedure for an early 
version of this model is available in a conference paper (Stamp et al., 2011). The necessary 
reduction of complexity is legitimated by four assumptions, which are further explained. 

In the first step, inventories for the 34 subprocesses of the integrated smelter-refinery 
were established (Invk,j, see Figure 3.2 for explanation of terms). On the subprocess level, 
time lags – induced by the different retention times of metals in the integrated smelter-
refinery and their varying share in the feed mix each year – are less pronounced since 
retention time in each subprocess is much lower than the period over which data is 
averaged. Accordingly, the first assumption to reduce system complexity was:  
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Figure 3.2: Schematic view of a subprocess. 

 

A1. Retention time in each subprocess is short and equal for each metal. 

In the second step, the inventory data Invk of the subprocesses j was distributed over the 
metals i passing that subprocess according to the chosen allocation rationales. For the 
mass-based allocation, it is assumed that: 

A2. a) The input of ancillary material and energy, and the generation of waste and emissions, 
respectively, are proportional to the metal throughput in mass. 

For the value-based allocation, it is assumed that 

A2. b) The input of ancillary material and energy, and the generation of waste and emissions, 
respectively, are proportional to the value of the net-output of a metal. 

The assumptions imply that the system is represented in a theoretical steady-state. The 
throughput of each metal i in subprocess j (Throughputi,j) – used for mass-based allocation 
–  is monitored by the company and does not necessarily correspond to the actual net-
output (Net-outputi,j) – used for value-based allocation – , since some metals pass a 
subprocess more than once before leaving the system as final product. These “internal 
loops” are used to increase the overall metal recovery rates, and are calculated as the 
number of times metal i passes subprocess j (Loop-factori,j) based on the company’s process 
model on metal flows. This model is based on two additional assumptions: 

A3. All feed enters at the copper smelter. 
A4. The shares of the different metals in the feed entering the plant are constant over a one-year period. 

Assumptions 1 through 4 are discussed in Section 3.6.1. Loop-factors are mainly 
determined by the thermodynamics of the process; due to their chemical characteristics 
precious metals for instance pass more readily through the system than special metals. 
The net-output of metal i in sub-process j can be calculated based on equation 1: 
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In each subprocess a quantity of metals can be lost to waste or emissions (equation 2), 
therefore the net-ouput of metal i in suprocess j is: 
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As stated in assumption A2a, metal throughput was used for mass-based allocation, as it 
represents the actual amount of the metal that is treated in the subprocess. Accordingly, 
the inventory data Invk of subprocess j was distributed over the metals i processed in that 
subprocess based on their share of the throughput of all metal (Throughputtot,j) using 
equations 3 and 4.  
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For the value-based allocation, the physical metal quantities need to be translated into 
monetary values in order to calculate a metals share on the total monetary value leaving a 
subprocess (A2b). To do so, the net-output of metal i in subprocess j is multiplied by the 
price of the metal per mass unit (equation 4). 
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The net-outputs were used here, because the value of a metal in a sub-process does not 
increase with the number of loops it needs before leaving the plant as the value refers to 
what leaves the plant.  

Subsequently, similar to the mass-based allocation, the inventory data of each sub-process 
j is distributed over the metals according to equations 6 and 7: 
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In the third step, an inventory for one kilogram of specific metal content in the product 
leaving the Hoboken plant (Inv(mass/value)k,i,plant) was compiled (see functional unit). 
Inv(mass/value)k,i,j refers to the quantity of metal i in subprocess j, therefore 
Inv(mass/value)k,i,j is normalized to one kilogram throughput of metal i, which is then 
multiplied with the actual throughput of metal i in subprocess j necessary for one 
kilogram of metal i leaving the whole plant (Throughput-ni,j). Throughput-ni,j can be calculated 
based on the company’s process model on metal flows (see Loop-factori,j), from which the 
throughput of metal i in subprocess j generated if one kilogram of metal i enters the 
smelter can be derived (Streami,j). Streami,j divided by the yield of metal (Yieldi,plant) gives 
Throughput-ni,j related to one kilogram of metal i leaving the plant (equation 8). These 
shares can then be summed up to receive the overall inventory of metal i in the Hoboken 
plant (Invk,plant,i) (equation 9 and 10). 
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3.4.3 Integration with life cycle impact assessment 

The inventory data was linked to the best corresponding ecoinvent datasets (ecoinvent 
Centre, 2010), respectively to own inventories. The impact of one unit of inventory data k 
was calculated for categories of different impact assessment methods (midpoint and 
endpoint) and multiplied by the actual amount used or generated of inventory k in the 
production of metal i (Invk,plant,i). The impact scores of inventory data k were summed up 
per impact assessment category for each metal to obtain the aggregated environmental 
impact of refining metal i. 

The following impact categories and associated Life Cycle Impact Assessment (LCIA) 
methods were included: 
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�x Climate change was addressed with the indicator Global Warming Potential 
(GWP), expressed in CO2 equivalents , applying a time frame of 100 years (IPCC, 
2007). This is a well-established indicator used for comparing environmental 
footprints and therefore often available for cross-comparison studies. For metal 
refining, this is a relevant indictor, as high temperature processes relying on fossil 
fuels are involved. 

�x Toxic impact was addressed with the indicator USEtox, calculated with 
recommended characterization factors for human and environmental toxicity, 
expressed in Comparative Toxic Units, CTU (Rosenbaum et al., 2008). This is 
relevant to monitor because some metals are toxic and can accumulate in 
ecosystems (Hertwich et al., 2010). 

�x For calculation of an aggregated indicator, the Ecoindicator 99 (H/A) method 
was applied (EI99, measured in points, with the most often applied hierarchist 
perspective and average weighting) (Goedkoop and Spriensma, 2000). 

3.5 Results 

This case study’s results are specific to feed mixture, process design, and company 
product portfolio, and therefore cannot be transferred to other metallurgical processes. 
As the origin of the feed was not taken into account, results cannot be directly applied as 
background data for studies of other product systems. Results were normalized to the 
impacts of copper, calculated using value-based allocation (using average metals prices for 
the 2000–2010 period), which helps to differentiate among metals and to highlight the 
effect of the allocation rationale choice, which was the goal of this study. The numbers 
underlying all figures are shown in Appendix B.3. 

3.5.1 Overview 

The impacts attributed to smelting-refining a metal depended on which processes the 
metal passed through, how demanding these process steps were, and how the inventories 
of the subprocesses were distributed over the metals according to the allocation 
rationales. This distribution depended on the quantity of metal throughput in relation to 
total metal throughput, the number of internal loops and the value-based allocation 
further on the price of a metal. In accordance with economies of scale, processing costs 
diminish with increasing production capacities (Moore, 1959). Within the company, this 
adds to the impacts of metals with lower production capacities, such as the platinum 
group metals, even though the company is an important global manufacturer of these 
metals (Table 3.1) and probably reaches higher economies of scale than competitors. 



Chapter 3 

____ 

74 

 

Figure 3.3: Results for Global Warming Potential (GWP), calculated with data from 2009, 
normalized for the impacts of copper (=1), calculated with value-based allocation (average metals 
prices 2000-2010). Note the logarithmic scale. 

The results for different metals varied strongly, with rhodium generally having the 
highest, and copper having the lowest impact2 (Figure 3.3). Copper was produced in the 
highest quantity and received a high share of the impacts from the smelter and the 
leaching and electrowinning facility (Figure 3.1). As it leaves the process relatively early, 
copper did not collect much impact in further processing steps. The precious metals, in 
contrast, leave the plant last and incurred many impacts in the precious metals refinery, 
where the processes necessary to achieve high purities from low tonnages were 
demanding, and burdens could not be shared with high-quantity metals. Among the 
precious metals, silver had the lowest impact, which can be explained by the high 
production volume, which also exceeded the production volumes of the special metals 
indium, tellurium, and selenium, and by the fact that it is one of the first metals produced 
within the process chain in the precious metals refinery. Further, silver was the lowest 
priced of the precious metals, which influences the results of value-based allocation. 
Results for the special metals also reflected both the sequence of their production in the 
subprocess network and production volumes. Due to their physical/chemical properties, 
they are less straightforward to separate in a subprocess compared to precious metals, 
which often contributes to higher retention times and more internal loops, which added 
to their impact. 

Table 3.2 compares the ranking of metals by impact for the case study and for ecoinvent 
data on primary and secondary production (GWP, other impact assessment methods in 
Appendix B.3), in both cases production of precious metals was mostly higher up in the 
ranking than the special metals or copper (except for indium). However, silver has a low 
                                              
2 This holds true for all impact assessment methods and allocation rationales analyzed, except for one allocation 
rationale within USEtox (human, non-cancer). 
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relative impact, in the case study (independent of choice of allocation rationale) and in the 
ecoinvent data, and gold from primary and secondary production was ranked higher in 
the ecoinvent data compared to the results of this study (GWP, patterns for other impact 
assessment methods can differ). In absolute terms, gate-to-gate case study results showed 
generally lower impacts than cradle-to-gate primary production of precious metals in the 
ecoinvent database (ecoinvent Centre, 2010) independent of the chosen allocation 
rationale and impact assessment methods. A comparison to gate-to-gate impacts for 
primary production was nearly impossible due to the different system boundaries applied 
in the data sets in the ecoinvent database. The ecoinvent data for secondary production of 
platinum, rhodium, and palladium assumes no impact from feed material, but is specific 
for the recycling of autocatalysts and includes transportation as well as a collection and 
dismantling steps. The datasets for secondary gold and silver also refer to an integrated 
smelter-refinery, but distinguish between far less subprocesses (Classen et al., 2007). A 
comparison to ecoinvent data for special metals is hampered, as information on primary 
production of these metals in the current ecoinvent database is generally rather weak. 
Secondary production data is missing, as these metals are largely not yet recovered from 
EoL material. The metal inventories in ecoinvent generally apply value based allocation 
for multi-output processes. 

Table 3.2: Ranking (highest to lowest impacts, Global Warming Potential (GWP)) of case study 
results (calculated with data from 2009) and of existing ecoinvent processes (see Appendix B.2 
for list of processes). For In, Te, and Se, no ecoinvent processes for secondary production are 
available. 

 

3.5.2 Sensitivity toward choice of allocation rationale 

Figure 3.4 shows the normalized results of value-based allocation calculated with average 
prices, compared to those of mass-based allocation for each metal and impact category on 
a log-log scale. The diagonal indicates where results calculated with mass-based and value-
based allocation are equal. The large price differences between the products had a strong 
influence on the share of impacts attributed to the metal and therefore on the difference 
between the expensive metal rhodium and the comparatively cheap metal copper. This is 

Value based 
allocation, average 

prices

Mass based 
allocation

Primary Secondary

1 Rh Rh Rh Au
2 Pt In Au Rh
3 In Pd Pt Pd
4 Au Pt Pd Pt
5 Pd Te In Ag
6 Te Se Ag Cu
7 Ag Au Te
8 Se Ag Cu
9 Cu Cu Se

Ecoinvent

Rank

This study
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due to the fact that of the metals analyzed here, the production volumes differ by a factor 
5000, while their prices differ by up to a factor of 20000. In Figure 3.4, this is evident 
from the wider spread on the y- than on the x-axis: Depending on the impact assessment 
method, the factor between the highest (rhodium) and the lowest impacts per kilogram 
(copper) ranges between 46 and 84 for the mass-based allocation and between 5853 and 
14220 for the value-based allocation calculated with average metals prices. The large price 
differences among products, together with the fact that the lower-priced metals are 
mostly produced in considerably higher tonnages, are probably unique for integrated 
smelter-refineries compared to other multi-output industrial processes. On average, the 
decision on if the allocation is based on mass or value changed the result by 
approximately one order of magnitude; for individual metals, the difference was up to two 
orders of magnitude (e.g., gold, USEtox indicators, Figure 3.4). Copper is the only metal 
shown in Figure 3.4 to have higher impacts with mass-based allocation; this is due to the 
fact that other bulk metals with lower prices (e.g., lead, tin, antimony) leave the plant as 
intermediates or in more than one product form, and therefore were not analyzed. On the 
log-log scale in Figure 3.4, for most metals the impact assessment results appear close 
together; this shows that the comparison between mass- and value-based allocation is 
rather independent of the chosen impact assessment method.  

 

Figure 3.4: Results calculated with mass-based allocation vs. value-based allocation (with average 
metals prices 2000–2010) – data from 2009; shown are all metals listed in Figure 3.3. Results are 
normalized to impacts of Copper (=1, calculated with value-based allocation, average metals 
prices). 
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3.5.3 Sensitivity toward choice of reference year in value-based allocation 

In Figure 3.5, the results for value-based allocation calculated with two different reference 
years for metals prices are compared on a log-log scale. Metals prices were very volatile 
between 2000 and 2010; for instance, the average annual price of rhodium fluctuated 
between approximately 17,000 $/kg (2003) and more than 211,000 $/kg (2008). For all 
metals analyzed except palladium, metals prices in 2010 were higher than in 2000. 
However, it is not only palladium that had higher impacts for value-based allocation 
calculated with year 2000 metals prices, rhodium also appears below the diagonal in 
Figure 3.5. This can be explained by the fact that, for the distribution of impacts in value-
based allocation, changes in price ratios of those metals that share a subprocess are 
relevant, not the absolute changes in metals prices. Comparing the price ratio between 
rhodium and the precious metals, platinum, gold, and silver in 2000 with the price ratios 
in 2010, the ratios all more than halved. As these metals share some of the most 
demanding processes in the precious metals refinery, this could be the reason for the 
lower impacts of rhodium when value-based allocation is calculated with year 2010 metals 
prices. 

On average, the impact per metal changed depending on the choice of reference year for 
metals prices by less than 47%, for individual metals this difference was up to a factor 
two, which is clearly less than the effect of choosing between mass-based or value-based 
allocation. Due to the volatility of metals prices, the variation could be much stronger or 
less pronounced depending on the reference years chosen.  

 

Figure 3.5: Results calculated for value-based allocation with year 2000 metals prices as a 
reference vs. metals prices in 2010 as a reference – data from 2009; shown are all metals listed in 
Figure 3.3. Results are normalized to impacts of copper (=1, calculated with value-based 
allocation, average metals prices). 
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3.5.4 Sensitivity toward choice of data collection year 

Running the same calculation setup with metal-flow and inventory data from two 
different years can serve as a first test on how dynamics in the feed material composition 
influence results of the static model. Calculations with data from 2008 were compared to 
those with data from 2009; a longer time series was not possible, as 2008 marked the end 
of a major, long term technological makeover of the plant to such an extent that a 
comparison with previous years would be biased by these changes. 

In the case of mass-based allocation, differences between the results for 2008 and 2009 
averaged over all metals were below 23% for all impact assessment methods. For the 
value-based allocation calculated with average metals prices only in the impact category 
USEtox (human, non-cancer), the difference is above 10% (27%, figures available in 
Appendix B.4). The variation was more or less strong for some metals, depending on the 
impact assessment method; this is due to the fact that the impact assessment methods 
weight inventory elements differently, which can amplify the effect of small inventory 
changes between two years. In general, these variations are lower than the differences 
observed between the results of value- and mass-based allocation, and between different 
reference years within the value-based allocation. 

3.6 Discussion 

3.6.1 Evaluation of model performance 

3.6.1.1 Representing interconnectedness and dynamics 

The subprocesses are considered as standalone, unlinked processes and the model does 
not distinguish from which feed material or from which other subprocess a metal stems 
when entering a subprocess. According to the second assumption for reducing 
complexity (A2, Section 3.4.2), the physical and chemical characteristics of the subprocess 
and the (metal) compounds in it are neglected: all metals are assumed to behave 
identically in a specific process step. There was no distinction made between the different 
metals with regard, for example, to i) their state – did they enter as element or as 
compound, and were they in solid, liquid, or gaseous form, ii) the chemical reaction taking 
place, and iii) their need of ancillary material and energy for chemical reactions. This 
simplification reduces the data collection effort considerably, as there was no need to 
couple the metal flow model with a thermodynamic/chemical process model.  

On the other hand, the reduction of complexity regarding interconnections implies 
several drawbacks of the model; for instance, the reuse of process heat is not adequately 
represented, improving accuracy of the results by performing an allocation related to 
physical/chemical allocation is impeded (Section 3.6.1.2), and the usability of the model is 
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limited to pure accounting, as predictions for different feed compositions or changes in 
the process flow chart are not possible. As the distribution of metals over the 
subprocesses is determined by the feed mix, it is reasonable to assume that the impacts 
allocated to a metal change across two operational years. These dynamics, however, may 
be captured only indirectly, by comparing results from different years; while the origin of 
variations–which could also originate from interdependencies with other metals (e.g., 
price ratios in value allocation), or just from the fact that the system is not in a steady-
state as the assumption A1 and A2 imply –may not be identifiable. Due to the long 
retention times of some metals (A1, Section 3.4.2), the variations in feed material 
composition between two operational years are also not mirrored exactly in the variation 
of a metal’s share in the input to a subprocess, which is the basis for the model 
calculations (equation 3). Setting the system boundaries around the on-site processes cuts 
the connection to the feed provision system, but it also cut out the nickel refinery, which 
is located elsewhere. As some precious metals pass through the nickel refinery (Section 
3.3.1), a share of the inventory of that refinery should be attributed to those metals taking 
this path, which would slightly increase the burdens attributed to the precious metals. 
Neglecting the interconnectedness within the integrated smelter-refinery also meant that 
two more assumptions are necessary to calculate the internal loops from existing material 
flow models of the company: A3, regarding the smelter being the only entrance point for 
feed material, is close to reality, but neglects that some feed bypasses the smelter. The 
impact of metals entering partly elsewhere would have a lower value for Loop-factori,j, 
which means that their share of the inventory would be overestimated (equation 1, 6). At 
the same time, also Streami,j would be lower, which has an opposite effect (equation 8-10). 
A4 states that the share of metals in the feed stays constant over one operational year, 
while in reality its fluctuations affect process efficiencies and how metals split over the 
subprocess network. These variations within one operational year could not be captured. 

Nevertheless, high accuracy and level of detail is achieved, as the data corresponds to the 
existing monitoring schemes of the company, and the results of the model still reflect 
differences in efforts for refining specific metals, by i) allocating process impacts only to 
the metals actually present in the subprocesses, and therefore ii) accounting separately for 
the last refining steps of most metals (which are in general the most "expensive"), and iii) 
including the number of internal loops for each metal. If the calculations are repeated 
after changes in subprocesses, the static model allows for identification if the changes, 
which usually have economic justification, also reduced impacts associated with the 
metals products. 

3.6.1.2 Representing multifunctionality 

In Section 3.3.2, three multifunctionalities in the context of integrated smelter-refineries 
are listed: multifunctionality of the plant itself, multifunctionality of its subprocesses, and 
multifunctionality of some metals (as carrier metals and valuable commodities). 
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A link to upstream processes would be a prerequisite to appraise the multifunctionality of 
the whole smelter-refinery, which is not given due to the gate-to gate perspective. The 
multifunctionality of some metals is also ignored, as lead, copper, and nickel are regarded 
purely as commodity metals. Instead, they could have been considered from a process-
functional perspective, and the amount of a metal needed as “carrier” in the system could 
be seen as an ancillary material input, which would need to be supplied from – for 
instance – virgin material, if not provided in the feed mix compounded with metals of 
higher interest. This, however, would stray far from the industrial reality. 

The multifunctionality of subprocesses is considered by defining allocation rationales. To 
assess whether – in this study and in metal refining in general – one allocation rationale 
should be preferred over another, in the following the allocation rationales are critically 
examined regarding their underlying implicit understanding of the system. This allows 
testing of how these correspond with industrial reality. Figure 3.6 shows a straightforward 
conceptualization of the allocation rationale choice for the case of an integrated smelter-
refinery, inspired by Werner et al. (2007) and Werner and Scholz (2002), who link 
allocation choice to the “mental models” of the decision maker the LCA study is targeted 
toward, and Ardente and Cellura (2012), who give a literature review of the debate on the 
application of economic and mass-based allocation. 

The allocation of impacts in a multifunctional process could reflect either a product’s role 
as process driver or its contribution to process requirements, e.g., that due to its 
physical/chemical state one metal compound consumes more energy in a subprocess than 
another (first junction in Figure 3.6). These two “perspectives” are translated into 
different understandings of the system (second junction in Figure 3.6), which lead to the 
respective allocation rationales a) to e). In metal refining, a) seems reasonable, for 
instance, if reaching a quantitative recycling quota or a yearly metal production target is 
the main goal. This does not hold true for the integrated smelter-refinery under study, 
however, due to its business model, which is based on treatment fees; metals could 
theoretically contribute equally to the company’s revenue. In practice, however, treatment 
fees are not only linked to processing costs, but also to supply–demand patterns for the 
metals and to current processing capacities. Line b) represents an “economic causality,” 
which is preferred by Ardente and Cellura (2012) if “the prices of co-products and co-
services differ widely.” This is the case for an integrated smelter-refinery, as the price of 
the cheapest and most expensive product differ by more than four orders of magnitude. 
Nevertheless, due to the business model of the company, the revenue (price multiplied by 
quantity) is not proportional with earnings (market price minus processing costs) from the 
metals, which would be the underlying rationale for this allocation choice.  

Branches c) and d) (Figure 3.6) reflect the perspective of this study, as given by the 
second assumption underlying the simplified model presented in this paper 
(proportionality between the throughput of mass or value output of metals per 
subprocess, and process requirements such as ancillary material input, see section 3.4.2). 
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As the mass-based allocation is reasoned by physical relationships, the distribution of 
impacts should be based on mass throughputs and not outputs as usually done for 
industrial processes (regardless if loops occur or not), in order to reflect actual shares on 
treatment efforts. Similarly, for value-based allocation to reflect process costs that are 
indicated by the metal prices, the total metal value treated in a process should be based on 
outputs, as the loops that represent treatment efforts should be included in the price. 
However, metal prices are not necessarily determined by the processing costs within this 
specific plant, and furthermore can be influenced by speculation. A first hint on whether 
mass ratios (branch c) or revenue ratios (branch d) better reflect a metal’s contribution to 
process requirements is given by looking at the variation between the results from 2008 
and 2009. If mass were a better proxy for process requirements, the variation between the 
results calculated with mass-based allocation should be lower than those calculated with 
value-based allocation, and vice-versa. However, while mostly mass based allocation 
shows higher variation, the effect is not strong enough to give a clear indication, as for 
more certainty more years should be compared. A more straightforward representation of 
a metal’s contribution to process requirements would be given by including 
physical/chemical causations, such as thermodynamic requirements of the compounds 
entering the smelter (branch e), Figure 3.6). As a prerequisite, a more data-intensive 
model, including physical and chemical characteristics of the subprocess and the 
compounds in it, would be needed. 

 

Figure 3.6: Allocation tree. 

While none of the allocation rationales applied is identified as clearly the best option, 
value-based allocation seems to be closer to the industrial reality when looking at process 
incentives, as price differences between products are enormous and the process is driven 
by precious metals (see Section 3.3.1). Nevertheless, value-based allocation based on 
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metal prices is still limited by the fact that the company’s business model refers to 
treatment fees for feed inputs, while the model is targeted to define impacts per unit output. 
For representing process requirements, the results of this study do not allow decisions on 
whether mass-based or value-based allocation performs closer to the industrial reality. 
Instead, including chemical/physical causations in the model is necessary to correctly 
determine allocation of process requirements. It is interesting, though, that the ranking of 
results remains quite stable considering the large price and volume differences between 
the metals. In the same vein, Bigum et al. (2012) showed that their conclusion regarding 
the environmental benefit of recycling is not influenced by the allocation rationale. 

When using value-based allocation, different methods of deriving the “value” of metals 
are possible. In this study, for reasons of simplicity, the price of the pure, fully refined 
metal is always taken as a reference. However, the metals leaving the plant as intermediate 
products (Table 3.1) should be given a discount price, or the system should be expanded 
to include all processes necessary to arrive at a high-purity metal product. Using the prices 
of pure metals leads to underestimation of the impacts of the pure metals and to 
overestimation of the impacts of the compounds, and violates the guidelines of the ILCD, 
which state that one should calculate using the “value immediately after the production” 
(EC-JRC-IES, 2010 p. 264). The discount price could be based on the effort necessary to 
separate the metals present in the compound. Calculating using discount prices would 
mainly influence the inventories of the metals leaving the system as intermediate products 
(Table 3.1). In the interconnected system, this could also change results for other metals, 
probably those of the special metals more than those of the precious metals, as the special 
metals share large parts of their recovery chain with the intermediates leaving the lead 
refinery. Further, instead of always using the price of the pure, fully refined metal, prices 
for each output (compound) leaving a subprocess could be derived. As those are often 
non-marketable goods that are specific to the process, a consistent way of determining 
these prices is needed, but will be associated with high uncertainty. Calculating with 
discount prices within the network of subprocesses would increase the share of inventory 
data allocated to higher-quantity, lower-value metals (e.g., copper) and decrease the share 
of inventory data allocated to low-quantity, high-value metals (e.g., platinum group 
metals), as the effort and therefore the discount will be higher for the low-concentrated 
metals than for the already high-concentrated metals. For instance, a copper compound, 
which contains some precious metals, leaves the smelter and moves to the leaching and 
electrowinning facility. As the copper is already quite highly concentrated and as most of 
it will leave the plant after this subprocess, the discount given to the precious metals, 
which still must go through expensive process steps, will be much higher than for the 
copper. Accordingly, less impact from the leaching and electrowinning facility would be 
allocated to the precious metals than when calculating with pure metals prices. 

Due to the high volatility of metals prices, the prices should be averaged over several 
years, as they should represent process incentives, which will not change in parallel with 



Limitations of applying life cycle assessment to complex co-product systems: 
the case of an integrated precious metals smelter-refinery 

____ 

83 

short-term price fluctuations, as large scale infrastructure systems such as integrated 
smelter-refineries can be adapted only in the medium and long term. In practice, this 
means that there is relatively little adjustment of recovery rates and loop-factors on the 
short-term, while the feed mix can change on this time frame if, for example, scrap 
dealers decide to hold on to material and wait for better prices. Further, taking prices for a 
specific year, or month, allows steering the results in a preferred direction. Another 
option could be to use prices underlying the planning process of the integrated smelter-
refinery as reference prices for the value-based allocation, because return on investment 
was calculated based on these prices. 

3.6.2 Recommendations for future studies 

The attributional model presented in this study could be enhanced by including impacts 
of the feed material and by some adaptations regarding the value-based allocation; the 
prices could relate to intermediates instead of always to pure, refined metal (Section 
3.6.1.2). With respect to including the feed material, it could be assessed, for example, 
which metal comes in which amount from which source. Then, portions of the burdens 
of the upstream processes could be allocated to the metal product. However, more 
allocation problems would arise, and broader data collection would be necessary which 
requires confidential company data. Nevertheless, the inventory would refer to the 
specific feed mix of the company and the inventory of metals produced from primary and 
secondary materials would only differ regarding the inventory related to the feed material. 

A better way to overcome the limitations of the model presented here is to develop a 
marginal, parameterized representation of the integrated smelter-refinery that allows for 
integrating the dynamics between feed and metal products. The parameterized inventory 
model would calculate marginal changes in the metal compounds present in flow as well 
as in demand for energy and ancillary materials as a function of marginal changes in feed 
mix. This would be the basis to i) calculate based on physical/chemical causation how an 
additional amount of a metal in the process affects process requirements and related 
environmental burdens (Figure 3.6), ii) link specific additional emissions to a specific 
additional amount of a metal (compounds) (Koehler et al., 2011), iii) credit the carbon 
content of the feed as a substitution for coke as reducing agent and fuel as energy, and iv) 
link heat-generating and waste heat-using subprocesses and give benefits to the respective 
feeds. The model would allow one to calculate closed loop recycling for specific product 
systems. This means that the producer of, for instance, a mobile phone could calculate 
the marginal impacts of treating his (EoL) product in the integrated smelter-refinery and 
the quantity of metal recovered from it it to get a more accurate depiction of its life cycle 
impacts. In that case, the marginal model allows calculating metal impacts with no need 
for allocation and could help answer societally relevant questions on benefits from 
“design for recycling” (e.g. van Schaik and Reuter, 2010) or to optimize interfaces 
between steps in the recycling chain, which are currently insufficiently managed (e.g. 
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Chancerel et al., 2009). Generic metal inventories, which refer to the average marginal 
secondary feed mix, could be calculated by substituting other metal outputs with impacts 
from primary production (see also Bigum et al., 2012), but defining alternative production 
routes is challenging (see 3.3.2) and they would still be specific for the process design and 
feed mix of the plant. In case of metal inventories, which refer to average marginal feed 
mix from primary sources, allocation would probably still be necessary to handle multiple 
metal outputs. As discussed earlier, it is then recommended to either use mass allocation 
based on throughputs or value allocation with reference year(s) for metal prices chosen to 
represent incentives for plant management. 

The necessary data for a marginal, parameterized model is at least partly already available 
at the company under study (e.g., from the company’s process model on metal flows here 
used for calculating internal loops). However, aside from the fact that implementation of 
such a model would require huge effort in data collection and model building, there is a 
tradeoff between transparency and protection of the competive position of the company. 
The model calculations could not be disclosed to the public and thus no validation of 
results would be possible. 

An interesting contribution in this context is van Schaik and Reuter (2010), which sets 
forth a parameterized model that predicts – based on heuristic modeling of liberation 
behavior – the recycling performances of different types of WEEE depending on product 
design choices. The model focuses on processes in the recycling chain before the smelter-
refinery, that is, dismantling, shredding, and physical separation, but also includes a 
metallurgical processing step. While the model seems not to have a marginal perspective 
and is not designed for LCA calculations for metals leaving the process, it also deals with 
the representation of complex metallurgical processes. However, the calculations are not 
disclosed. 

3.7 Conclusions 

In the introduction, the question was raised as to what extent standard LCA approaches 
are able to capture the complexity of a large, integrated smelter-refinery and to quantify 
the environmental impacts of its products. Based on the detailed considerations on the 
representation of this complexity in an attributional LCA model (see section 3.6.1 in 
particular), we conclude that certain imprecision has to be accepted due to necessary 
simplifications.  

The main problem is that as long as an LCA model is targeted to quantify generic 
environmental profiles of a single metal product, allocation cannot be avoided. The 
sensitivity of results toward subjective and ambiguous allocation choices shown in this 
study is not new (see e.g. Ardente and Cellura, 2012), but it seems to be especially relevant 
in metal provision systems where co-production is common, price differences and 
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fluctuations are high, and environmental impacts can be significant. The various aspects 
of multifunctionality encountered in integrated smelter-refineries and the fact that the 
processes are optimized for efficiently recovering a wide range of metals from a 
continuously changing feed mix make it particularly difficult to find the "correct" 
allocation rationale. In principle, an allocation based on physical/chemical causation 
would be necessary to fully represent different efforts toward treating metals from a 
specific feed, however it would require a much more comprehensive model. Based on the 
results of this study no general proposition on the preference regarding mass- or value 
based allocation can be given. Rather, we present a systematic approach on how to argue 
for one option (see Figure 3.6) and point out the pitfalls encountered in each approach.  

In the long run, it is necessary to develop models that do not ask for subjective decisions 
on allocation, such as the marginal, parameterized model that is discussed in section 3.6.2. 
Such a model can answer questions related to societally relevant decisions – for instance 
on benefits of closing material loops for products. While it asks for the disclosure of 
much more sensitive industry data, which is currently not available, it is the only apparent 
way to address the problem of arbitrary allocation rationale choices and of inherently 
interlinked metal flows. This is a structural challenge that needs to be tackled by creating 
good conditions for further collaborations between industry and academia. 

As long as such models are not available, we suggest minimizing allocation by defining as 
many subprocesses as possible, in order to capture the different efforts for refining the 
individual metals. As can be seen from the high environmental impacts of the high-value, 
low-quantity metal rhodium that was calculated independent of the allocation rationale 
choice, this has been accomplished here. Furthermore, we suggest that in such cases 
throughputs should be used if mass based allocation is chosen and net-outputs if value 
based allocation is chosen. If the allocation is expected to represent the economic 
relevance of the different metals, value based allocation using average metals prices might 
be best suited due to the enormous price differences between metals. However, in the 
process analyzed in this study, that link is not very strong, because the business model is 
based on treatment fees. The value based allocation could be improved if a method to 
derive prices of the intermediate products can be developed and implemented. 
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4. LINKING ENERGY SCENARIOS WITH METAL DEMAND 

MODELING – THE CASE OF INDIUM IN CIGS SOLAR CELLS 

Manuscript submitted1 as: Stamp, A., Wäger, P., Hellweg, S. Linking energy 
scenarios with metal demand modeling – the case of indium in CIGS solar cells. 
Submitted to Resources, Conservation and Recycling. 

4.1 Abstract 

Many renewable energy technologies rely on the functionalities provided by geochemically 
scarce metals. One example are CIGS solar cells, an emerging thin film photovoltaic 
technology, which contain indium. In this study we model global future indium demand 
related to the implementation of various energy scenarios and assess implications for the 
supply system. Influencing parameters of the demand model are either static or dynamic 
and include technology shares, technological progress and handling in the 
anthroposphere. Parameters’ levels reflect pessimistic, reference, and optimistic 
development. The demand from other indium containing products is roughly estimated. 
For the reference case, the installed capacity of CIGS solar cells ranges from 12 to 387 
GW in 2030 (31 - 1,401 GW in 2050), depending on the energy scenario chosen. This 
translates to between 485 and 15,724 tonnes of primary indium needed from 2000 to 
2030 (789 to 30,556 tonnes through 2050). One scenario exemplifies that optimistic 
assumptions for technological progress and handling in the anthroposphere can reduce 
cumulative primary indium demand by 43% until 2050 compared to the reference case, 
while with pessimistic assumptions the demand increases by about a factor of five. To 
meet the future indium demand, several options to increase supply are discussed: (1) 
Expansion of zinc metal provision (indium is currently a by-product of zinc mining), (2) 
improving extraction efficiency, (3) new mining activities where indium is a by-product of 
other metals and (4) mining of historic residues. Potential future constraints and 
environmental impacts of these supply options are also briefly discussed. 

Keywords: Dynamic MFA; photovoltaics; scarce metals; indium; CIGS solar cells 

  

                                              
1 Since the doctoral examination a revised version of the manuscript was accepted for publication. 
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4.2 Introduction 

Various energy scenarios have been published by governmental as well as non-
governmental organizations on a global (e.g. IEA, 2012), regional (e.g. European 
Commission, 2011) or national (e.g. Henning and Palzer, 2012) level. Most of these 
scenarios quantify the contribution of renewable energy technologies, which play an 
important role for the transition of the energy system towards a more sustainable energy 
provision. Many of these technologies, such as thin film photovoltaics (PV) and certain 
wind power plants, rely on metals that are geochemically scarce, which is defined as 
having their average concentration in Earth’s crust below 0.01% (Skinner, 1979). Often, 
these metals previously had limited fields of application. If they are mined as co-products, 
their availability is linked to the demand for their carrier metal(s) (Hagelueken and 
Meskers, 2010). This poses a potential threat for a large scale implementation of these 
technologies. 

Whether or not metal availability will be a limiting factor for technology diffusion is 
discussed in various publications from governments, institutions and universities (see 
review in Appendix C). Most demand models are calculated with static model parameters, 
and a dynamic perspective has only been applied in few studies so far (Elshkaki and 
Graedel, 2013, Houari et al., 2013, Zuser and Rechberger, 2011). A dynamic perspective is 
particularly appropriate for a supply and demand system that is still under development, 
as it is the case for emerging technologies. The discussion regarding availability mainly 
refers to published estimates on the reserves or the reserve base of a metal and/or on its 
current production (e.g. Wadia et al., 2009, Zuser and Rechberger, 2011) or the 
production of its carrier metal (Fthenakis, 2009). Green (2009, 2012) also includes 
economic considerations in the assessment of future availability of tellurium and other 
metals such as indium. One group of studies calculates “constrained (annual growth)” or 
“constrained installed capacity/stock”, for which assumptions on metal availability (e.g. 
reserves) are taken as a starting point (e.g. Andersson, 2000, Zuser and Rechberger, 2011). 
The results of these calculations are sometimes compared to energy scenarios (e.g. 
Candelise et al., 2012). Such studies answer questions such as “What share of electricity 
production can be provided by a certain technology when a limited availability of the 
metal is assumed?” A second group of studies takes assumptions for technology 
implementation rates as a starting point for assessing associated material requirements. 
Most of these are criticality studies (Angerer et al., 2009, Moss et al., 2011, U.S. 
Department of Energy, 2010) or for instance Elshkaki and Graedel (2013). These studies 
answer questions such as: “How much (scarce) material is required to sustain certain 
growth rates of technologies?” The study presented here adds to this second group, by 
modeling dynamically primary metal demand for various energy scenarios and by 
providing a systematic assessment of implications for the supply system. Implications 
include in particular metal availability and environmental impacts related to metal 
provision. This is important in order to identify potential constraints at an early stage and 
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to take appropriate actions to allow for a large scale implementation of an emerging 
technology relying on a geochemically scarce metal. 

The study is presented for the case of indium in CIGS solar cells. CIGS solar cells are a 
thin film solar cell technology with a chalcopyrite compound absorber layer that has the 
chemical composition Cu(In,Ga)(Se,S)2 (Reinhard et al., 2013a). The term CIGS is used 
throughout the paper as an umbrella term. Gallium (Ga), which is also a geochemically 
scarce metal, was not considered in this study for data availability reasons.  

4.3 Methodology 

4.3.1 Conceptual framework 

Figure 4.1 shows the conceptual framework of this study. The time horizon was given by 
the energy scenarios: the longest projections last until 2050. As CIGS solar cells are a 
young technology, the model starts in 2000. Geographical coverage is the world, as 
indium is a globally traded metal.  

 

Figure 4.1: Study framework – the grey box represents the material flow model with its three 
parts (section 4.3.2.2), circles represent model input (section 4.3.2.3), the parameters of the 
material flow model are represented in section 4.3.2.4 and the rhombi represent output variables. 
The focus of the model is on primary indium demand (section 4.3.2.1). 

4.3.2 Demand model 

4.3.2.1 Purpose and implementation 

The model’s main purpose was to calculate primary metal demand (indium) related to the 
implementation of energy system transition scenarios (“energy scenarios”). This was the 
basis for the assessment of potential problems for the supply system. The indium demand 
from applications other than solar cells was also modelled to allow for a rough check of 
the total pressure on the indium supply system. Other outputs of the model are the 
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necessary recycling capacity and losses due to dissipation, which are not analyzed in detail. 
Dissipation is defined as a dilution to the extent that recovery is impossible with known 
technologies (see also Wäger et al., 2012) 

A Material Flow Analysis (MFA) was performed, which is a well-established method to 
systematically account for stocks and flows passing through and/or accumulating in an 
industrial system (Brunner and Rechberger, 2004). The model was implemented in the 
software VENSIM® (for a comparison of this modelling tool to others see Bornhoeft et 
al. (2013)), which has originally been developed for System Dynamics (SD) modelling and 
simulation. In contrast to a traditional SD model, the model presented here does not 
internally generate dynamics via feedback loops (Schwaninger, 2009). Instead, the 
dynamic model is externally driven by the installed capacity of PV in each time step 
according to energy scenarios. 

The demand model is available for download (see link in Appendix C). 

4.3.2.2 Model structure 

The model layers were grouped into three parts: Modules A and B both independently 
calculate indium demand, A from CIGS solar cells and B from other applications. Module 
C contains some layers that combine model outputs from A and B and a layer with key 
graphs. The model structure is explained in more detail in Appendix C. 

All relations in the model have a physical basis, hence motivators such as financial aspects 
or policies are not included. Intermediate storage is ignored and secondary materials are 
assigned to the application originally providing them. 

In model part B, three groups of indium containing applications are distinguished, which 
differ regarding assumptions for recycling: “ITO-FPD”, “ ITO-non-FPD”, and “others”. 
“ ITO” refers to indium tin oxide thin films, which are transparent and electrically 
conductive. This property is, for instance, used in a variety of flat panel displays (FPD) 
such as liquid crystal displays (LCDs). Indium is also used in alloys and solders and small 
amounts are used in light-emitting diodes (LEDs) (“others”) (Tolcin, 2013b). For “ITO-
FPD” and “ITO-non-FPD” production, scrap recycling is assumed, as the sputter process 
is very material inefficient but has a mature production scrap recycling system (Yoshimura 
et al., 2013). For “ITO-FPD”, End-of-Life (EoL) recycling is assumed, as processes are in 
development. For the other two groups, no EoL recycling is assumed. This might be a 
rather pessimistic outlook, but it argues for such a possibility given the low indium 
contents, small device size and/or recycling chains not optimized for indium. 

4.3.2.1 Model input 

Model part A (Figure 4.1) is linked to energy scenarios. Six scenarios are analyzed, which 
give quantitative information on the global installed capacity of PV over time in GW until at 
least 2050. They include moderate as well as very pessimistic and very optimistic outlooks 
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for future PV implementation (Figure 4.2 and Table 4.1). Five further scenarios, which 
last at least until 2030, were implemented in Vensim® (see Appendix C). Historic 
development up to 2008 was taken from EPIA and Greenpeace (2011).  

 

Figure 4.2: Energy scenarios - electricity from PV. References: sc1 (IEA, 2010); sc2 & sc3 
(Greenpeace and EREC, 2007); sc4-sc6 (EPIA and Greenpeace, 2011). 

Model part B has two inputs: the annual amount of indium added to the stock of ITO 
containing products and the demand from other indium containing applications. The 
historic development of the first input was calculated by multiplying world refinery 
production given by the U.S. Geological Survey (USGS) with the use share for coatings 
given in the same publication (Tolcin, 2013a). The result was dived by the utilization rate 
given in the model parameters (see Appendix C). This was then split into two use 
categories: FPD and non-FPD applications based on the current share between both 
derived from Yoshimura et al. (2013). The historic development of the second input, 
which represents the amount of indium entering the production process, was obtained 
similarly by multiplying the World refinery production given by USGS with one minus the 
use share for coatings (Tolcin, 2013a). Note that this means the indium amount 
historically used for CIGS manufacturing is double counted, but this is considered 
acceptable due to the small shares. 

Future scenarios were calculated by assuming high, medium and low growth rates, 
respectively. From 2000 to 2010 the annual growth rates for indium used in “coatings” 
varied between -21 and +60% (on average about +13%). The “high scenario” is based on 
numbers from the U.S. Department of Energy (2011), who assume that annual demand 
increase equals projected global economic growth (4% until 2020, afterwards 3%). This is 
considered a high demand growth, as substitutions in ITO applications are already 
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explored (Minami, 2008). For the “medium scenario”, an annual growth rate of 2% is 
assumed, and 1% is assumed for the “low scenario”. 

Table 4.1: Short description of selected energy scenarios (a) no own estimation for total electricity 
demand, but other studies cited). 

No Title Short description Reference 

sc1 Technology 
Roadmap Solar 

�x Optimistic but plausible roadmap for PV implementation. 
�x Identification of technology, economic and policy targets 

needed to realize these future growth rates. 
�x PV contribution on global electricity production in 2050:  

11% (=4500 TWh/a) 

(IEA, 2010) 

sc2 
energy 
[r]evolution – 
Reference Scenario  

�x Business as usual pathway, based on reference scenario in 
IEA (2004) with extrapolation from 2030 to 2050. 

�x PV contribution on global electricity production in 2050:  
<1% (=139 TWh/a) 

(Greenpeace and 
EREC, 2007) 

sc3 

energy 
[r]evolution – 
Alternative 
Scenario 

�x Outline for an energy system with CO2 emissions reduced 
by 50% below 1990 levels in 2050 (limit global warming to 
maximum +2°C). 

�x Key assumptions similar to sc2, but lower energy intensity 
per Gross Domestic Product (GDP) (higher share of 
renewables, electricity demand reduced by 33% compared 
to sc2 with efficiency measures). 

�x Energy price projections, supply security, and policy 
recommendations included. 

�x PV contribution on global electricity production in 2050:  
9% (=2800 TWh/a) 

sc4 Solar Generation 6 
– Reference 

�x Business as usual pathway, based on reference scenario in 
IEA (2009) extrapolated from 2030 to 2050. 

�x PV contribution on global electricity production in 2050:  
1-2%a) (=562 TWh/a) 

(EPIA and 
Greenpeace, 2011) sc5 

Solar Generation 6 
– Accelerated 
Scenario 

�x Potential of PV with faster deployment rates than in recent 
years, by continuation of current support policies. 

�x PV contribution on global electricity production in 2050:  
11-14% a) (=4450 TWh/a) 

sc6 
Solar Generation 6 
– Paradigm Shift 
Scenario 

�x “Full potential of PV”, with high level of political 
commitment. 

�x PV contribution on global electricity production in 2050:  
17-21% a) (=6747 TWh/a) 

 

4.3.2.2 Model parameters 

The parameters for the model part on CIGS solar cells were grouped into three groups: 
“Market penetration CIGS”, “ Technological progress CIGS”, and “Handling in anthroposphere 
CIGS”. The parameters for the model part on ITO containing products form a separate 
group. To run the model, a level was chosen for each parameter group that either reflects 
an “optimistic”, “reference” or “pessimistic” development pathway. While not all 
combinations are likely in reality (e.g. pessimistic market penetration and optimistic 
technological progress), this gives the flexibility to quickly see influences of each choice. 
Market penetration CIGS contains only one parameter, which converts the installed PV 
capacity given in the energy scenarios to CIGS capacity installed. The level for this central 
leverage of all model output can thus be selected separately. 
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The values for the parameters, which are given in Table 4.2, were obtained from the 
literature (see Appendix C). Parameter values for Handling in anthroposphere CIGS are based 
on Marwede and Reller (2014), who collected this information based on literature and 
interviews with PV company representatives. These values cover a wide range from very 
pessimistic (no or little improvement to current situation) to very optimistic (strong 
improvements), while “reference” is somewhere in-between. For the parameter values 
taken from Marwede and Reller (2014) this level is closer to optimistic than to pessimistic. 

Table 4.2: Scenario parameter values; the values for other points in time are obtained by linear 
interpolation in Vensim®. 

Parameter Level 2000 2010 2015 2020 2025 2030 2040 2050 unit 

Market penetration CIGS 

P1 Market share of 
CIGS solar cells on 
the PV market 

Optimistic 0 2 5 13 25 37 48 50 % 

Reference 0 2 4.5 9 15 21 28 30 % 

Pessimistic 0 2 4 6.5 10 13.5 18 20 % 

Technological progress CIGS 

P2 Indium intensity 
CIGS solar cells 

Optimistic 25.0 24.1 22.6 19.6 15.0 10.4 5.9 5.0 t/GW 

Reference 30.0 29.0 27.5 24.4 19.5 14.6 10.0 9.0 t/GW 

Pessimistic 40.0 39.1 37.6 34.6 30.0 25.4 20.9 20.0 t/GW 

P3 CIGS module 
lifetime 

Optimistic 30 years 

Reference 25 years 

Pessimistic 20 years 

Handling in anthroposphere CIGS 

P4 Utilization rate 
indium in CIGS 
solar cell 
manufacturing 

Optimistic 17 21 26 37 55 73 89 93 % 

Reference 17 20 24 32 45 57 69 72 % 

Pessimistic 17 % 

P5 Collection rate 
CIGS solar cell 
production scrap 

Optimistic 87.5 87 85 80 70 60 53 52 % 

Reference 87.5 87 86 84 80 76 73 73 % 

Pessimistic 87.5 % 

P6 Collection rate 
EoL CIGS modules 

Optimistic 85 % 

Reference 40 % 

Pessimistic 0 % 

P7 Recovery rate 
indium from EoL 
CIGS modules 

Optimistic 92 % 

Reference 68 % 

Pessimistic 0 % 

P8 Recovery rate 
indium from CIGS 
solar cell production 
scrap 

Optimistic 25 28 33 44 60 76 92 95 % 

Reference 25 27 31 38 50 62 73 75 % 

Pessimistic 25 27 29 34 43 51 58 60 % 
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Table 4.2: continued 

Parameter Level 2000 2010 2015 2020 2025 2030 2040 2050 unit 

ITO 

P9 FPD lifetime 

High 10 % 

Average 7 % 

Low 5 % 

P10 Utilization rate 
indium in ITO 
manufacturing 

High 30 30 34 43 62 80 92 93 % 

Average 30 30 33 39 51 63 71 72 % 

Low 30 30 30 30 30 30 30 30 % 

P11 Collection rate 
ITO production 
scrap 

Same as P5  

P12 Collection rate 
EoL FPD 

High 50 % 

Average 20 % 

Low 15 % 

P13 Recovery rate 
indium from EoL 
FPD 

High 0 1 4 16 43 69 84 85 % 

Average 0 1 3 11 25 39 49 50 % 

Low 0.0 1.0 1.4 1.9 2.5 3.1 4.0 5.0 % 

P14 Recovery rate 
indium from ITO 
production scrap 

High 74 74 77 80 85 89 94 95 % 

Average 69 69 70 71 72 73 74 75 % 

Low 63 63 63 63 63 63 63 63 % 

 

A sigmoid (s-shaped) development (Peres et al., 2010, Polli and Cook, 1969) was chosen 
for dynamic parameters (see Appendix C). This is a typical development curve of new 
technologies and is therefore well suited to represent the development of CIGS market 
shares. As the market share development (together with the total PV capacity given by the 
scenarios) determines improvements in process design, this shape was chosen for all 
dynamic parameters (Table 4.2). The s-shaped growth is also appropriate from the 
perspective of experience curves for cost developments: It was found that the price of PV 
decreased by around 20% for every doubling of cumulative production volume (Parente 
et al., 2002). This means that the cost (and most likely also process improvements) will 
decrease with a slower pace. 

4.3.2.3 Model evaluation 

Primary indium demand from 2000 to 2010 was modeled and compared to historic data 
available from Indium Corporation (Giasone and Mikolajczak, 2013). Regarding the 
future model outcome, some plausibility checks were performed, which are presented in 
the results section and in Appendix C. Future absolute installed capacity growth for CIGS 
solar cells as calculated in the model was compared to planned capacity increases of 
manufacturers. Annual growth rates for installed capacity of CIGS solar cells and for 
annual indium demand were calculated in order to interpret if the projected market 
development is plausible. These annual growth rates depend on the earlier size of the 
CIGS/ indium market and are influenced by “distinct bends” in input data and the 
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development of the model parameter values, which occur as Vensim® linearly 
interpolates between the implemented values. In order to avoid interpreting model 
outliers induced by these bends, growth was averaged over five years. For the absolute 
capacity growth, the average of the annual growth over five years was taken, and for 
growth rates the compound annual growth rate (CAGR) over five years was calculated. 
This is the theoretical annual growth rate necessary to get from the initial value to the 
value five years later. 

4.3.3 Implications for supply system 

The debate of Tilton and Lagos (2007) and Gordon et al. (2007) exemplarily shows that 
taking current reserve/reserve base estimates to judge on future resource availability is 
misleading. Therefore, we propose to address four potential developments in the supply 
system as a reaction to increased demand. These developments are expected to have an 
influence on how much primary material can be provided to sustain the growth of the 
technology. The list presented here may not be exhaustive, but it serves as a starting point 
for a qualitative evaluation in the discussion section supported by illustrative numbers. 

1. Potential to improve extraction efficiency: Indium is currently mainly mined as 
a by-product of zinc, but a large share of indium in the zinc ore does not enter the 
market (Alfantazi and Moskalyk, 2003, Mikolajczak, 2009).  

2. Potential to increase production of carrier metal zinc: Due to the low indium 
content in the ore (in average about 110ppm, higher levels reported for zinc 
concentrates from Peru and Bolivia, with 187ppm��and 630ppm, respectively (Moss 
et al., 2011)), it will barely become economic to expand mining activities just to get 
more indium when the additional zinc is not marketable.  

3. Potential to mine indium with other carrier metals: Indium occurs not only in 
the mineral sphalerite (zinc sulfide), but also in trace amounts in other base metal 
sulfides such as copper, lead or tin minerals (Felix, 2000).  

4. Potential to access historic residues: Metals are not destroyed, but instead can 
only become out-of-reach due to dissipation. Indium that was mined with zinc or 
other metals but did not reach a final product can therefore be regarded as a 
potential future source (Mikolajczak, 2009). 

4.4 Simulation results 

4.4.1 Differences between energy scenarios 

The cumulative primary indium demand from CIGS solar cells between 2000 and 2030 
ranges from 485 to 15,724 tonnes (t), which increases to 789-30,556 t in 2050 (lowest 
values for sc2, highest for sc6, Figure 4.3). This relates to an installed capacity of CIGS 
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solar cells of between 12 and 387 GW in 2030 and between 31 and 1,401 GW in 2050. 
Without the recycling of production scrap, the cumulative primary indium demand would 
be around 20% higher for all scenarios. The recycling of EoL modules reduces the 
cumulative primary indium demand by between 2 and 4% until 2050. 

Some of the indium is lost due to dissipation: by 2050 more than 50% and about 45% of 
indium that was mined is lost according to sc2 and sc6, respectively. Losses depend on 
absolute amount of indium entering the system and on the development of various 
parameters: In the medium term, improving the utilization rate has the highest impact on 
reducing losses, which indicates how much of the indium entering the manufacturing 
process is deposited on the final product. In the longer term, collection and recycling rate 
from EoL modules also become relevant. 

The installed capacity of CIGS solar cells increases on average by between 0.1 and 1.5 
GW/a from 2011 to 2015, and between 0.3 and 11.7 GW/a from 2016 to 2020. Sc6 is by 
far the most progressive scenario included, and the second highest annual increase 
between 2016 and 2020 is required by sc5 with 5.1 GW/a. This is in line with capacity 
increase projections, which indicate a manufacturing capacity between 4 GW and 10.8 
GW per year in 2018 (PVTech, 2013, citing NPD Solarbuzz PV Equipment Quarterly, 
October 2013). Currently, manufacturing capacity seems to be above 1 GW (1 GW/a 
Solar Frontier, other below 105MW/a, see Reinhard et al., 2013a).  

 

 

Figure 4.3: Cumulative primary indium consumption for CIGS solar cells – comparison between 
energy scenarios. Reference levels for all parameter groups are given in Table 4.2. References for 
scenarios sc1-6 are in Table 4.1. 
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4.4.2 Influence of technological progress and handling efficiency in the 
anthroposphere 

Sc3, the alternative scenario from Greenpeace International and EREC (2007), is selected 
to show the effects of selecting the optimistic/pessimistic level for the parameter groups 
Market penetration CIGS, Technological progress CIGS and Handling in anthroposphere CIGS 
(Table 4.2 and Figure 4.4). The overview graphs for all scenarios are available in 
Appendix C. 

 

Figure 4.4: Cumulative primary indium demand for sc3, with varying assumptions for parameter 
groups Market penetration CIGS, Technological progress CIGS, Handling in anthroposphere 
CIGS. Reference refers to reference level chosen for all parameter groups. “Pess.”: pessimistic 
level, “Opt.”: optimistic level (Table 4.2). 

Compared to reference levels (Table 4.2 and Figure 4.3), choosing the optimistic level for 
Technological progress CIGS reduces cumulative primary indium demand until 2050 by 32%. 
The lower material intensity assumed is the main driver for the reduction. If additionally 
the optimistic level is chosen for Handling in anthroposphere CIGS, the demand decreases in 
total by 43% in 2050. Here the lower material losses in manufacturing (higher utilization 
rate) are the main driver for the lower primary indium demand. Assuming further a lower 
market share for CIGS (pessimistic level for Market penetration CIGS) leads to a decrease 
of the cumulative primary indium demand by 55% in 2030 and by 62% in 2050. In 
contrast, when taking the pessimistic level for the parameters in Technological progress CIGS, 
the cumulative primary indium demand in 2050 almost doubles. With additional 
pessimistic assumptions for Handling in anthroposphere CIGS, it increases by about a factor 
of five and even by a factor of 9 if a high market share for CIGS is assumed. The 
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parameters mainly responsible for the reduced primary indium demand when optimistic 
levels are chosen are also those that drive the demand up when pessimistic levels are 
chosen. Thus, according to the setting of this model, utilization rate and material intensity 
are the most important parameters influencing the primary indium demand. 

4.4.3 Role of CIGS solar cells compared to other use categories of indium 

According to the assumptions taken in this study, indium demand from non-CIGS 
products continues to be dominated by ITO. Total cumulative primary indium demand 
until 2050 from non-CIGS products ranges between 17,000t (low demand, optimistic 
parameter levels) and 39,000t (high demand, pessimistic parameter levels). Only the three 
most progressive energy scenarios (sc6, sc5, sc1) surpass the lower bound demand 
projections from non-CIGS products calculated with reference levels (Table 4.2). 

However, the non-CIGS demand scenarios did not consider saturating demand, and 
parameter values for this model part are only rough estimates. 

4.4.4 Ranges for total primary indium demand 

The model input and parameters were combined in such a way that highest and lowest 
primary indium demand are calculated. To yield highest primary indium demand from 
CIGS solar cells, the energy scenarios sc6 and sc1 were selected as model input, and the 
parameter levels were set to pessimistic for Technological progress CIGS and Handling in 
anthroposphere CIGS and optimistic for Market penetration CIGS. Sc1, the scenario with the 
second highest installed PV capacity in 2050, was selected along with sc6, the most 
progressive scenario regarding future PV shares on electricity mixes. To estimate the 
lowest primary indium demand from CIGS, the parameter levels were set vice versa and 
energy scenario sc2 was selected as the model input. To get a complete picture, indium 
demand from high and low non-CIGS demand was added, with parameter levels set to 
pessimistic and optimistic, respectively (Figure 4.5).  

While these combinations might not be realistic (i.e. the lowest PV installed capacity 
growth and lowest market share would probably not foster the development of much 
better technologies and very efficient handling), they are still useful to give an indication 
of the maximum and minimum primary indium demand according to the assumptions 
taken in this study. The range of cumulative primary indium demand from CIGS solar 
cells from 2010 to 2050 is between 297 t (sc2) and 160,256 t (sc1) or 263,682 t (sc6). The 
highest absolute installed capacity increase is 1.6 GW/a in the years between 2011 and 
2015, and at most 17.4 GW/a in 2016-2020 (sc6). With sc1, the increase is 4.3 GW/a in 
this time span. The value for sc6 surpasses the planned production capacity expansion 
outlined in section 4.4.1. 
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Including the rough estimation for indium demand from other uses, from 2010 until 2050 
primary indium demand accumulates to between 13,485 t (sc2) and 195,313 t (sc1) or 
298,739 t (sc6). Without recycling, the lowest primary indium demand would increase by 
about 19%, and the highest primary indium demand by about 35%. 

Between 2016 and 2020, annual production of primary indium needs to be on average 
between around 9 t/a and 734 t/a (sc1) or 3,033 t/a (sc6) to sustain the CIGS solar cell 
production and the manufacture of other indium containing products. Between 2026 and 
2030, the annual primary indium production needs to increase to between 11 t/a and 
4,169 t/a (sc1) or 7,967 t/a (sc6). For sc2, the annual primary indium demand later 
decreases, while for sc1 it increases to 6,902 t/a in 2046-50 and to 10,468 t/a for sc6. 

 

Figure 4.5: Ranges for total cumulative primary indium demand. 

4.5 Discussion 

4.5.1 Reflection on methodological aspects (demand model) 

The software and model structure proved useful to integrate dynamic parameters and 
inputs for calculating stocks such as cumulated indium demand. Calculated rates such as 
annual indium input show abrupt changes in the CIGS model part because the model 
input is a stock development for which only values for certain points in time are given. 
The periods in between are linearly interpolated. As the growth rate remains constant 
over the interpolated periods, deriving input rates from the stock development yields a 
“step function”. The effect can be amplified by similar bends in the dynamic development 
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implemented for model parameters. This is not realistic, but the stock development was 
not “smoothed” in order to keep the direct link to the energy scenarios. Smoothing the 
stock would only give the illusion of a more realistic representation. We propose instead 
to average the rates over at least 5 years to level out this model bias. 

The model is suitable to learn about global, basic trends that could result from a system 
setting similar to what is represented in the parameter levels. It could also be used to 
study material flows in specific regions, for instance, to estimate the requirements for 
local recycling systems. In that case, a regional scenario would serve as model input (e.g. 
Henning and Palzer, 2012). 

It was not attempted to give a detailed prognosis on market development and fluctuation 
(which would include intermediate storage), market dynamics, and market accessibility. 
Substitution is not dealt with. The model focused on the role of CIGS solar cells, while 
the future primary indium demand from other applications was only roughly assessed. 
Future indium demand will also depend on the fate of LEDs, the other “future 
technology” relying on indium (and gallium) which was not separately represented. 
However, the material requirements per service unit are small, and this could limit the 
future importance of this technology for total indium demand despite increased 
implementation (Angerer et al., 2009). Due to shorter life cycles and higher variations, 
using lifetime distributions instead of fixed lifetimes would be especially preferable for 
modelling future demand from electric and electronic equipment such as FPD. The 
software chosen did not offer a suitable way to implement this. 

With reference assumptions for market shares, the global installed capacity of CIGS solar 
cells in 2050 calculated with the demand model equals between 31 and 1,401 GW. Other 
studies calculated the “indium constraint capacity” for CIGS solar cells to be between 120 
and 11,000GW (review in Candelise et al., 2011). In this study a different approach was 
chosen and potential developments in the supply system to cover the associated primary 
indium demand from CIGS and other applications are discussed in the following section. 

4.5.2 Potential developments in the supply system 

4.5.2.1 Potential to improve indium extraction efficiency 

The primary production ratio of indium to zinc (In[kg]:Zn[t]) was about 0.034:1 between 
2001 and 2010 (annual world mine production of zinc (Kelly et al., 2013) vs. primary 
production of indium is calculated with the demand model, see Appendix C). This is 
higher than the 0.014 kg of indium recovered per tonne of “zinc ore that is concentrated 
and later delivered for smelting” as estimated by Jorgenson and George (2005). This 
could be due to a non-negligible share of co-production with other carrier metals besides 
zinc, and/or due to different reference points in the zinc production chain. This 
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production ratio depends on the extraction efficiencies and reflects current economic 
incentives.  

With rising indium demand, a constant In:Zn production ratio seems unlikely, as 
extraction efficiencies would increase. Yoshimura et al (2013) state that the highest 
potential to reduce indium dissipation along its life cycle is in the mining, smelting and 
refining. Total extraction efficiency is determined by the efficiency of each step of the 
production chain (values and definitions in Figure 4.6). The overall extraction efficiency 
(Efftot) from mine to product is currently between 23 and 28%. 

The step-wise efficiency break down allows for some thought experiments: If all zinc 
mines were equipped with an indium capable smelter (Effpath = 100%), the overall 
recovery efficiency Efftot would already increase to 52-60%, and accordingly the 
In[kg]:Zn[t] ratio would increase from 0.034:1 to between 0.07 and 0.08:1. Installing 
indium facilities at zinc smelters is, however, expensive. The investment of about 65 
million dollars is considerably higher than for gallium (26 million dollars) and tellurium 
(around 1 million dollars) (Moss et al., 2011). This is disproportionally more than the 
average price ratios between these metals during the years 2000-2010 would suggest. 
Stable and probably also higher indium prices might be needed to realize these 
investments. 

 

Figure 4.6: Generic representation of indium extraction efficiency from zinc ore to high purity 
indium. The term “Residues” summarizes various mineral processing wastes. [units In] are 
calculated by multiplying efficiencies of each step. Abbreviations: In = indium, Zn = zinc, Zn ore 
conc = zinc ore concentrate, 2N = 99% purity, 5N+ = >99.999% purity. References: Effconc 
(Schwarz-Schampera and Herzig, 2002, Thibault et al., 2010), Effpath (Giasone and Mikolajczak, 
2013, Mikolajczak, 2009), Effsmelter x Effextract (Alfantazi and Moskalyk, 2003, Mikolajczak, 2009), 
Eff refinery (Giasone and Mikolajczak, 2013). For explanations see Appendix C. 
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New mining projects considered higher efficiencies also for other process steps (Armitage 
et al., 2011, Thibault et al., 2010). For the development of the Mount Pleasant North 
Zone in Canada, the overall efficiency from mine to indium sponge (~99% indium purity) 
is assumed to be 75.40% (�§Effconc*Effsmelter*Effextract) (Thibault et al., 2010). That increases 
the overall recovery efficiency Efftot to 72% with Effconc = 83.05% (Thibault et al., 2010) 
and to 85% with Effconc = 96% (Schwarz-Schampera and Herzig, 2002). This would 
increase the In[kg]:Zn[t] production rate to about 0.1:1. For the deposits analyzed in 
Murakami and Ishihara (2013) (in Japan, Bolivia and China), the elemental In[kg]:Zn[t] 
ratio in ore varies between 0.5:1 and 11.3:1. Theoretically, with similar extraction rates for 
both metals, this represents the maximum production ratio possible from these specific 
deposits. 

4.5.2.2 Potential to increase production of carrier metal 

Assuming a constant In:Zn production ratio, from 2010 to 2020 between 2 million (sc2) 
and 477 million tonnes (sc6, 135 million with sc1) of zinc need to be produced to sustain 
demand from CIGS. Between 108 and 628 million tonnes of additional zinc need to be 
produced to also cover the demand from other uses. From 2010 to 2050 between 397 
million and more than eight billion tonnes of zinc need to be produced to provide indium 
for all uses (sc6, for sc1 up to six billion tonnes). The USGS reports zinc reserves of 250 
million tonnes and 1.9 billion tonnes of identified zinc resources (Tolcin, 2013c). These 
USGS figures are still similar to those reported for 1996, despite increasing use. The 
annual zinc production, which was about 12 million tonnes in 2010 (Tolcin, 2013c), needs 
to remain constant for the lower bound estimation and increase to around 40 (sc1) and 
100 (sc6) million tonnes of zinc per year in 2015-2020 to supply both CIGS solar cell 
manufacturers and those of other indium containing products (see Appendix C). This 
means that annual zinc supply would need to increase by 12 to 24% annually to supply 
enough indium for upper bound estimations calculated with sc1 and sc6. Later, necessary 
growth rates decrease. With the calculated In[kg]:Zn[t] production rate of 0.1:1, the 
growth rate of zinc production needed to fulfill the indium requirement between 2010-
2020 decreases to 1 and 11% (upper bound estimations calculated with sc1 and sc6). On 
average, zinc production has increased by 3.5% each year since 1900 (Appendix C).  

The demand for zinc is linked to the global economy since it is mainly used in the 
construction and automotive sectors, for example in galvanization (European 
Commission, 2010a, Panagapko, 2011). Economic growth in the range of 12-24% for the 
upper bound estimations with a constant In:Zn production ratio cannot be expected. In 
the medium term, rising zinc demand seems plausible on a lower level due to population 
growth and the rising economic power of developing countries. This might then be 
enough to cover the indium demand if extraction efficiencies are improved as outlined 
before. Demand reduction by substitution is not foreseeable. In the long run, the link 
between zinc demand growth and economic growth might weaken, similar to the effect 
shown for iron (Müller et al., 2011): For several countries, the per capita iron stock of the 
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countries saturated after a certain GDP was reached. While extrapolating this finding to 
other metals is delicate, the fact that almost half of the world’s zinc is used for galvanizing 
steel may allow for drawing parallels. 

4.5.2.3 Potential to mine indium with other carrier metals 

The dependency on increased zinc production would be reduced if indium were 
increasingly mined from other metal deposits. For 2012, the Indium Corporation 
estimated that 42% of the zinc concentrates mined outside China contained indium 
(Mikolajczak and Harrower, 2012). Indium occurs also in copper, lead and tin minerals 
(Felix, 2000). Some recent exploration activities show that indium is thought to be co-
produced with various carrier metals. For example, the preliminary assessment at the 
Mount Pleasant North Zone in Canada was targeted on tin, zinc and indium (Thibault et 
al., 2010). At Malku Khota in Potosi, Bolivia, the main product is expected to be silver, 
with indium, lead, zinc, copper, gallium and potentially gold as by-products (Armitage et 
al., 2011). In Utah, USA, zinc, copper and indium shall be mined (Tietz et al., 2010), and 
in Australia the production of copper and silver along with tin and indium is planned at 
the Baal Gammon Polymetallic Project (Monto Minerals Limted, 2012).  

4.5.2.4 Potential to access historic residues 

The majority of indium is lost before entering a manufacturing process and ends up in 
residues (Figure 4.6). Except for losses at the mine site, the Indium Corporation considers 
residues as a future source (Giasone and Mikolajczak, 2013). For example, the slag heaps 
at Tsumeb mine in Namibia, which accumulated during lead smelting between 1963 and 
1996, contain 490t of indium at an indium content of 170 g/t (Green, 2012). The 
concentration is therefore higher than all primary indium deposits listed in Schwarz-
Schampera and Herzig (2002). A preliminary economic assessment was carried out, and it 
considered that indium is economic to mine at market prices of 1000 $/kg (Alfantazi and 
Moskalyk, 2003, Green, 2012). Also using this price limit (Giasone and Mikolajczak, 
2013), the Indium Corporation identified 15,000 t of indium as “residue reserves” 
(Mikolajczak, 2009). 

Whether or not historic residues can serve as a future source depends on various factors, 
e.g. if they were stored and are still accessible, how they were stored, and on total metal 
quantity present on site. Historic mine and mineral processing sites are often confronted 
with serious pollution due to direct disposal of wastes, for example into rivers, or because 
dams broke and diluted residues to the environment (Franks et al., 2011). Such pollution 
issues represent one reason why valuable metals become inaccessible. For example, it was 
estimated that 37 t of indium are contained in flue dust stored near a closed lead and zinc 
smelter operated in Kellogg, ID (USA), but due to environmental concerns this source 
could not be accessed (Jorgenson, 2002). A separate storage of various residues helps to 
maintain the initial indium concentration in the waste stream, and homogeneity of 
residues further reduces the sampling efforts. The size of the previous mining operation 
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could be important for scaling issues, especially in remote areas, and co-production with 
other elements could allow for the sharing of investments. 

4.5.3 Possible future constraints 

Two constraints are highlighted here: geopolitical issues and the dependency on the 
carrier metals. 

The indium supply chain is complex – indium bearing material is traded globally, which 
makes it difficult to trace the origin of refined indium. Akita Rare Metals Co., Ltd. located 
in Japan, for instance, treats both intermediates from a zinc smelter refinery that 
processes mainly indium containing zinc ores from Mexico, as well as from spent ITO 
targets (Dowa Metals & Mining Co., 2014). Other firms are specialized in upgrading 
imported lower grade indium to very high purities (Tolcin, 2013b). These geographical 
interlinkages make it difficult to distinguish between primary and secondary origin of 
materials and to assess possible future dependencies. In 2011, World refinery production 
of indium, which includes secondary material and does not distinguish ore origin, was 
concentrated in China (57%), and Japan, Canada and Republic of Korea each held a share 
of about 11% (Tolcin, 2013b). According to the Indium Corporation, the Chinese 
dominance has since then been reduced to 30% of primary production and 10% total 
refinery production after China closed borders and the production outside China 
increased. Secondary production is concentrated in Japan and the Republic of Korea 
(Giasone and Mikolajczak, 2013). Mikolajczak and Harrower (2012) assumed that in 2011 
and excluding China, about 50% of the primary indium stemmed from mines in Peru, just 
under one quarter from Bolivia, and 12% from Australia.  

Indium-bearing ore deposits are found on every continent, least in Africa. Indium 
resources (i.e. the estimated total occurrence of indium, calculated as deposit tonnage 
times assumed indium concentration) above 1000 t indium per deposit are indicated in 
Canada (3), Russia, Portugal, Japan, and China (Schwarz-Schampera and Herzig, 2002). 
Murakami and Ishihara (2013) added and adjusted upwards the indium resources, 
respectively, for a few deposits in Japan and China. Which deposits will be exploited to 
which extent depends not only on the indicated indium resources, but also on ore grades 
of indium and associated metals and accessibility of the metals amongst others.  

Japan, a major producer of indium containing products, demonstrated that investing in 
infrastructure to recover indium from production scrap helps to reduce dependency on 
imported material. If they are installed in proximity to the product manufacturers, and, in 
the case of solar cells, where they are in use, dependencies on the import market can be 
reduced, which is also a mitigation strategy promoted in governmental studies on critical 
metals (European Commission, 2010b). 
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Due to the dependence of indium on the mining of a carrier metal, the economic 
feasibility of mining indium does not only depend on the indium grades but also on the 
ore grades of the carrier metals. The Toyoya mine in Japan was the world’s largest indium 
mine and has high indium grades of 140 g/t. With an indicated indium resource of more 
than 2700 t it is also one of the largest known indium deposits (Schwarz-Schampera and 
Herzig, 2002). Nevertheless, the mine was closed in 2006, during a period of high indium 
prices, apparently due to the depletion of the economic reserves of zinc and lead (Green, 
2012). 

4.6 Possible effects on environmental impacts of indium production 

As CIGS solar cells were also developed to provide cleaner energy to a more competitive 
per watt price than first generation solar cells, the question appears if environmental 
impacts of material provision could get higher in case the developments in the supply 
system outlined before become reality. This could jeopardize the environmental benefit of 
switching to electricity generated from CIGS solar cells. 

Future environmental impacts of indium production and of electricity generated from 
CIGS solar cells are difficult to quantify, as already for the current situation quantitative 
process information necessary for environmental assessment (Life Cycle Assessment, 
LCA) is mostly lacking. The ecoinvent database v2.2 (ecoinvent Centre, 2010) contains a 
dataset for electricity generated from a CIGS solar cell. However, data quality is stated to 
be poor for both the solar cell manufacture and for the indium provision. Based on these 
datasets, environmental impacts are quantified for two common indicators Global 
Warming Potential (GWP) (IPCC, 2007) and the Recipe endpoint indicator, which sums up 
various environmental impacts affecting human health, ecosystems and resource 
availability (Goedkoop et al., 2013). The contribution of the indium supply chain to the 
impacts per kWh electricity provided by the CIGS solar cell appears to be small (GWP: 
0.46%; Recipe: 0.6%). The other geochemically scarce metal gallium contributes 1.25% 
(GWP) and 0.81% (Recipe). Accordingly, for the indicator GWP, the impacts of both 
indium and gallium would need to increase by a factor of 330 in order for electricity 
provided by CIGS solar cells2 to have the same impact as electricity generated by a best 
technology gas power plant3. For the Recipe endpoint indicator, this factor is calculated as 
240. For toxicity related indicators, the gap can be smaller or even negative. 

Several of the potential changes in the supply system for indium, outlined in section 4.5.2, 
will affect future environmental impacts of indium provision, and with it the impacts of 
electricity generation from CIGS solar cells. Increasing the extraction efficiency often 
means more complex processes with more internal recycling circuits, which could increase 

                                              
2 Dataset: “Electricity, PV, at 3kWp slanted-roof, CIS, panel, mounted/CH” 
3 Dataset: “Electricity, natural gas, at combined cycle plant, best technology/RER”��
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environmental impacts. In the longer run, higher demand for indium will increase 
investment in making processes more efficient, which could counterbalance the effect of 
more complicated processes. Changes in the co-production ratio of metals in a mine, for 
instance, can affect allocation, which is a common methodological challenge in LCA 
(Stamp et al., 2013).  

In general impacts of mining are expected to increase due to declining ore grades (Mudd, 
2010) as more mass needs to be moved in order to receive the same amount of output 
(Stamp et al., 2012). However, since indium production depends on the production of 
other metals, the exploitation of mines is guided by efficiently mining those metals, thus it 
is possible that such a trend will be less distinct for indium. Yet, the fact that accessing 
these resources is assumed to only be profitable with higher indium prices indicates 
possible higher energy and/or material input, which also would lead to higher 
environmental impact. However, prices do not only depend on energy and material input, 
but also on labor and externalized costs. Where the process chain for indium production 
is located is relevant a) because of different deposit characteristics influencing the mining 
and treatment processes and b) because the different processes applied may be related to 
correspondent legislation.  

4.7 Conclusion 

A conceptual link from energy scenarios to metal demand modelling and to a systematic 
assessment of implications for the supply system has been presented. The demand model 
allows testing mitigation strategies, such as investing in technological progress and better 
handling in the anthroposphere. This was quantified using the “alternative scenario” from 
Greenpeace International and EREC (2007) (sc3). The simulations show that the amount 
of primary indium needed to reach the 610 GW installed CIGS capacity in 2050 can be 
cut by more than 50%. A general outline for a sustainable use of scarce resources has 
been presented elsewhere (Prior et al., 2013, Wäger et al., 2012). 

The quantitative demand modelling was combined with a mainly qualitative discussion on 
factors determining whether the primary indium supply can sustain CIGS solar cell 
implementation. We consider this qualitative approach more useful than a comparison to 
quantitative reserve estimations for indium (which were not published by USGS since 
2008) or to reserve projections of zinc in order to deduce future availability of indium. 
Such estimations only provide a snapshot of the current situation and are therefore not 
suitable for a long term projection of availability.  

It can be concluded that if indium is only co-produced with zinc at the current indium 
extraction efficiency, it will be difficult to provide enough indium to support rising CIGS 
solar cell implementation, especially if demand from other products increases as well. 
However, dependency on zinc can be reduced, for instance if a) more indium containing 
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zinc concentrates reach indium capable zinc smelters by coordinating the zinc supply 
chain accordingly and/or by equipping more zinc smelters with indium facilities, b) 
indium is also co-produced with other metals, as planned in several mines, and c) indium 
containing residues from historic mineral operations are processed. For example, the 
identified 15,000 t of indium in “residue reserves” (Mikolajczak, 2009) surpass the 
cumulative primary indium demand until 2050 of the “alternative scenario” by 
Greenpeace International and EREC (2007) (sc3).  

While a quantitative comparison of calculated demand with expected capacity of the 
supply system has not been done here, the outlined trends allow for some optimism, 
especially if demand can be limited by reducing losses in the anthropogenic system and if 
the extraction efficiency can be increased. However, enabling these developments will 
likely require indium prices above 1000$/kg. In the last decade, the indium price 
experienced large fluctuations (2002: 87$/kg, 2005: 961$/kg, average annual prices (Metal 
Bulletin Ltd, 2013)). These unstable prices hindered investments in new indium extraction 
infrastructure. Higher prices will affect the cost of CIGS modules. Candelise et al. (2012) 
estimate that an indium price increase from 685 to 1200$/kg would increase the CIGS 
module price by 13.5% to 1.11$/Wp. Price increases in CIGS solar cells can lead to a 
drop in demand, as these have lower conversion efficiencies than silicon-based PV and 
are mainly favored for their lower costs. Higher prices in resource provision might be 
counterbalanced for instance by a) optimization in manufacturing of the solar cell, as 
represented in Technological Progress parameters, b) new process technologies (roll-to-roll) 
and c) different substrate (polyamide instead of glass) (Reinhard et al., 2013b). The impact 
of a price increase on the competitive position of CIGS solar cells will also be influenced 
by the development of competing technologies, which might face similar problems: 
Cadmium-telluride (CdTe) solar cells use tellurium, which is also a geochemically scarce 
element, co-produced mainly with copper. For crystalline silicon cells (c-Si), sometimes 
silver, used for the contact grid, is considered a potential constraining material (Zuser and 
Rechberger, 2011). 

Implications for potential future environmental impacts related to primary production of 
indium are difficult to assess as data is lacking. However, the environmental impact of 
indium provision would need to increase by a factor 330 (GWP) for electricity from CIGS 
solar cells to be associated with the same environmental impacts as electricity from a best 
technology gas power plant. Although uncertainties are large, an increase in this order of 
magnitude seems unlikely.  
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5. CONCLUDING REMARKS  

5.1 Synthesis 

This thesis aimed at providing first insights regarding the guiding question: “How would 
a transition toward currently emerging and potentially more sustainable 
technologies in the energy sector affect the supply and demand for geochemically 
scarce metals?” This guiding question is addressed on four hierarchy levels: from services 
that can be provided by different technologies/products, which are in turn comprised of 
various resources that are manufactured by different production technologies (see conceptual 
framework, Figure 1.13).  

Service demand, such as electricity provision, is the driver for the demand for technologies and 
products accommodating this demand. Striving for a more sustainable energy system is 
another driver, which influences the technology choice in the energy sector. Some 
emerging energy technologies require geochemically scarce metals in order to provide 
their function. The demand development for these resources is therefore linked to the 
implementation rate of the technology. This influence on demand can be quantitatively 
modelled, linked to expected implementation of the technology and further parameter 
describing the system setting. This allows defining possible development pathways for the 
demand of a geochemically scarce metal, which can serve as a basis for a discussion on 
their desirability. The demand development determines the pressure on the supply 
system. This pressure can lead to supply constraints (scarcity in a stricter sense) but also 
to higher environmental impacts associated with the resource provision (an effect of 
scarcity in a wider sense). Higher pressure can lead to switching to different production 
technologies, due to accessing different deposit types and/or deposit qualities. The 
quantification of environmental impacts as a consequence from this increased pressure, 
requires a) process data accessibility and b) the appropriate methods/tools to translate 
process data to environmental impacts of the system under consideration. The supply-
demand system is dynamically interlinked and different for each metal-technology 
combination, which challenges a generic answer to the guiding question posed. This thesis 
attempts to generate first insights based on three case studies that are related to three 
research questions that highlight specific aspects of the guiding question. First, the key 
findings regarding each of these research questions are outlined, before some general 
findings are presented.  
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5.1.1 Key findings related to the research questions 

The first research question was related to the environmental consequences on the 
supply system of geochemically scarce metals, in the event of their increased use: How 
would the increased demand for a new technology affect the future environmental impact of (geochemically 
scarce) metal production? Could the possible environmental benefits expected from a transition to this new 
technology be outweighed?  

Increased demand for a resource can lead to shifts in the deposit types accessed and also 
to shifts in the quality of deposits. In the first study (Chapter 2), the environmental 
impacts of producing lithium carbonate from different deposit types of either favorable 
or unfavorable conditions were quantified. This served as a basis for assessing whether 
these changes affect the outcome of the comparison of environmental impacts on the 
service level: driving an electric vehicle vs. driving an internal combustion engine vehicle. 
In the specific case examined, the current share of the metal supply chain on the total 
environmental impacts of the service was rather small and the environmental benefit of 
the transition of technology fulfilling the service of individual transportation was rather 
large. Therefore, even with the high possible range of environmental impacts on the 
resource provision level, the benefit on the service level remained robust. However, even 
if on the service level the transition toward an emerging technology is evaluated 
positively, impacts related to specific supply chains might increase considerably. In 
general, the impact of car manufacturing is higher for an electric car than for a 
conventional car (Notter et al., 2010); thus, the environmental impacts are shifted from 
the use phase toward the manufacturing phase. This also shifts the geographical location 
where the impact occurs; for instance, to the location of the battery manufacturer or to 
mining sites. This is crucial in terms of the social acceptance for a transition, since local 
communities might not only focus on the benefits provided on a system level. The 
conclusion on the relevance of a supply chain further depends on the development of 
other supply chains, and on the development on the technology level (e.g. material 
efficiencies, energy efficiencies for both electric and conventional vehicles). 

Changing environmental impacts on the resource provision level, induced by rising 
demand, were also discussed in the third study (Chapter 4). Here, the metal analyzed was 
indium, which could be increasingly used in CIGS solar cells. Possible influences 
considered were more complex processes to increase extraction efficiency of by-product 
metals, changes in co-production ratios (affecting allocation), and declining ore grades. 
However, limited data availability did not allow for a quantitative assessment. The 
respective datasets in the ecoinvent database are associated with high uncertainties, which 
did not allow for a quantification of possible future changes (Classen et al., 2007, 
ecoinvent Centre, 2010). The data was used, nevertheless, as a rough guess for the 
contribution of the indium supply chain on the environmental impacts of producing 
electricity from CIGS solar cells. The simulation based on the ecoinvent datasets showed 
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that the contribution of the indium supply chain is rather small (around 1%) for the two 
indicators assessed: Global Warming Potential (IPCC, 2007) and Recipe (Goedkoop et al., 
2013), as a cumulative indicator). This indicates that higher environmental impacts in the 
indium supply chain might not compromise the comparison of electricity provided from 
CIGS solar cells with that of electricity from conventional technologies. 

The second research question specifically addressed methodological challenges for the 
quantification of the environmental impacts of scarce metal provision: What are 
methodological challenges related to the correct quantification of environmental impacts of (geochemically 
scarce) metal production?  

Primary and secondary metal production mostly has to deal with metals in combinations, 
which have to be separated and purified and/or recombined in order to serve as inputs in 
product manufacture. Primary lithium, analyzed in the first study (Chapter 2), is co-
produced with potassium salts, which are mainly used in the fertilizer industry. In order to 
determine the environmental impacts from processes with multiple outputs, allocation is 
required. However, as the potassium salts are separated from lithium early in the process, 
the influence of the allocation choice remains small. Primary indium, which was the focus 
of the third study (Chapter 4), is co-produced with zinc, but unlike lithium the joint 
processes are more complex and the separation happens later in the supply chain. This 
makes the allocation a more decisive step in the inventory modeling, however, due to a 
lack of data, current inventory data on indium available in the ecoinvent database can only 
perform allocation on a high aggregation level of processes (Classen et al., 2007, 
ecoinvent Centre, 2010). In secondary production, the feed material is mostly a complex 
material mix. This also holds true for lithium, e.g., in a spent battery, or indium, e.g. used 
in a screen. The secondary production of lithium and indium was not dealt with explicitly 
in the first and the third study (Chapters 2 and 4), but lithium recovery from battery 
recycling was the topic of a co-supervised master thesis (Vadenbo, 2009).  

Due to the complex feed material, the representation of recycling processes in Life Cycle 
Assessment (LCA) is always confronted with a variety of methodological challenges, 
including those related to allocation. These challenges were discussed in detail in the 
second study (Chapter 3). The study was concerned with the integrated smelter-refinery 
of Umicore Precious Metals Refining, which is an important link in the supply chain of 
many metals. It processes materials from primary as well as secondary sources and 
supplies 17 different metals to the market. Among these are precious metals, such as 
platinum group metals, and indium. Integrated smelter-refineries are highly 
interconnected and dynamic and they are multi-functional on different levels. In the 
developed attributional life cycle inventory model, this was dealt with by distinguishing 
many subprocesses and by allocating inventory data based on different rationales. 
Independent of the allocation rationale chosen precious metals had in general highest 
impacts, followed by the other geochemically scarce metals. Lowest impact were 
associated with copper, the only geochemically abundant metal considered (other “mass 



Chapter 5 

____ 

118 

metals” such as lead and nickel are not fully refined at the plant site and were therefore 
not included in the final analysis). The results per metal within each environmental impact 
indicator category varied by up to four orders of magnitude (copper compared to 
rhodium). Environmental impacts associated with indium production were among the 
highest of the metals considered. Further case specific were a) that the choice of the 
allocation rationale can change the result for a metal by up to two orders of magnitude, 
which renders it a decisive methodological step, and b) that no allocation rationale 
whatsoever can fully reflect the industrial reality. As metals are important constituents of 
many products, related life cycle inventories could be flawed. For the time being, it is 
suggested to minimize allocation by distinguishing as many subprocesses as possible, in 
order to capture the different efforts for refining the individual metals. Also, value based 
allocation might be preferable to mass based allocation for representing economic 
relevance, as the price differences between metals are huge. However, the link between 
metal prices and economic incentives might not be very strong because the business 
model of the smelter-refinery is based on treatment fees.  

Tackling challenges related to the complexity of metal mixtures in primary and secondary 
production will become even more important in the future, as the trends toward more 
complex ores and recyclates might continue (see Chapter 1.2.2). In the third study 
(Chapter 4), for instance, it was shown that in future mining projects, indium shall not 
only be co-produced with zinc, but also with various other metals such as tin, copper and 
silver. Providing appropriate inventory models is also a prerequisite to quantify the effects 
of design for recycling/resource efficiency (Reuter et al., 2013, van Schaik and Reuter, 
2010), or of optimized recycling chains. The complexity of the processes is currently 
insufficiently represented in life cycle inventories data; therefore, the available data for 
environmental impacts of metals production is potentially biased. Thus, an in-depth 
modeling of future changes is not adequate, because the environmental impacts related to 
metals production from current processes cannot be accurately quantified. 

For the third research question, the focus was turned from the supply system to the 
potential demand development for a scarce metal based on a projected development of 
the service level. Quantifying the primary metal demand is a prerequisite to discuss the 
consequences for the supply system. The research question read: What is the range of future 
primary metal demand related to a projected technology implementation rate and how is it influenced by 
technological progress, handling in the anthroposphere, and market shares? What are the consequences for 
the supply system?  

In the first study (Chapter 2), the ceteris paribus approach that was developed explicitly 
ignored how strong demand will be and how fast it will increase, and how this affects the 
overall system. Rather, the goal was to present a straightforward proceeding to identify 
the relevance and potential future problems associated with a specific supply chain. This 
approach could serve as an early warning system, without having to define the timing and 
sequence of future events.  
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The research question was tackled in more detail in the third study (Chapter 4), in which a 
quantitative approach for implications on the demand side was combined with an outline 
of possible reactions in the supply system. The potential development on the service level 
was linked to energy scenarios that describe the potential future electricity provision from 
photovoltaics. These were the inputs to a dynamic material flow model, which calculated 
based on additional assumptions, the primary indium demand necessary to sustain CIGS 
solar cell implementation rates. The model showed that considerably higher installed 
capacities of CIGS solar cells could be achieved with the same amount of primary indium 
“invested.” The prerequisites include a higher effort in reducing the indium intensity of 
the technology and keeping the indium in the anthropogenic cycle, with good recycling 
systems for end-of-life materials and production scrap. Another important factor is the 
development of the indium demand from other applications, which was also roughly 
calculated. It was then discussed how and if the increased indium demand could be met 
by the supply system – which changes are necessary and how they could influence 
environmental impacts. The discussion on implications for the supply system remained 
intentionally qualitative, because for a quantification of “how long will the resource last,” 
the available data did not suffice. However, possible developments could be outlined and 
also partly quantified, such as the theoretical zinc demand to concomitantly produce 
enough of the by-product indium. Also, hypothetical improvements of the extraction 
efficiency of indium were quantified and used to calculate how much less zinc is needed 
to fulfill the indium demand. These considerations, as well as the discussion of the 
potential for co-production with other carrier metals besides zinc, and of the potential to 
mine indium from historic residues, already gave some indications of possible future 
supply restrictions. For the case of indium, there is some optimism in regard to securing 
the supply required for an increased CIGS solar cell implementation in the medium term, 
although prices may rise. 

5.1.2 General remarks 

The case-specific findings related to the three research questions posed, allow 
approaching the guiding question: “How would a transition toward currently emerging and 
potentially more sustainable technologies in the energy sector affect the supply and demand for geochemically 
scarce metals?” 

The insights gained regarding the guiding question are broken down into three parts: first, 
how the transition affects the supply of scarce metals, then how the transition affects the 
demand of scarce metals, and third, how the transition affects the supply and demand, 
combined. This is a theoretical distinction, chosen to structure this discussion, while in 
reality the supply and demand system are strongly interlinked and interdependent. 

Regarding the influence on the supply, the answer will always depend on the specific 
system analyzed. But when this question is approached, it seems useful to broaden the 
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view from the threat of resource scarcity, which is currently the main focus in the 
literature, to also include the potential increase of environmental impacts. The threat of 
resource scarcity has been examined for various emerging energy technologies that rely 
on geochemically scarce metals (e.g. Andersson et al., 1998, Candelise et al., 2011, Kleijn 
and van der Voet, 2010, Wadia et al., 2011). The third study of this thesis (Chapter 4) 
contributes to this discourse, and adds to existing studies by explicitly discussing potential 
reactions and developments in the supply system. Increasing environmental impacts 
(mainly addressed in the first and second study, Chapters 2 and 3) might jeopardize the 
positive effects associated with a transition toward alternative energy technologies. For 
the case considered in the first study (Chapter 2), the rising environmental impacts of the 
supply with the geochemically scarce metal, did not compromise the environmental 
benefits of the emerging technology. However, this cannot be generalized for other 
metals and technologies.  

Scarcity, in the sense of inadequate supply to meet demand from a technology, and the 
rising environmental impacts of resource provision are interlinked. In fact, rising 
environmental impacts of resource provision could render a technology obsolete before a 
metal becomes “absolutely scarce” (see Table 1.1 and Chapter 1.2.1). This could be the 
case if the technology was ultimately promoted due to an expected environmental benefit 
of its implementation, and higher environmental impacts on the resource provision level 
jeopardize this benefit. While the case studies performed in this thesis do not represent 
examples for the postulated link between environmental impacts and scarcity, 
theoretically such effects are possible. Electric vehicles, as an example, are promoted for 
being more flexible in regard to primary energy sources, and also because they are 
expected to lower the environmental impacts associated with individual mobility. If the 
positive anticipations regarding reducing environmental impacts cannot be met, 
demanding compromises on functionality – i.e. possible requirements on lifestyle changes 
– will become a difficult barrier for broad acceptance. Lifestyle changes might be 
required, as electric vehicles do not fulfill the exact same functionality as conventional 
vehicles, since, for instance, recharging the batteries currently still takes considerably 
longer than refueling a gasoline-powered car.  

How the transition affects the demand depends on how successfully mitigation strategies 
for reducing (primary) resource consumption are implemented. Mitigation strategies can 
be technical measures, such as better recycling technologies and better material efficiency, 
as outlined in the third study (Chapter 4). They also include related governance 
interventions that are designed to foster the respective technical measures and coordinate 
sound resource management (see Chapter 1.2.2). Governance interventions were not a 
core topic of this thesis, but they have been considered in one supervised master thesis 
(Weiser, 2012) and in an additional paper (Prior et al., 2013).  

Finally, here are some generic insights on how the transition affects the supply and demand 
interaction. The timing and scope of the implications, ultimately depends on actions and 
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events in the future. Inherent to most assumptions about these developments are 
uncertainties. One example is the actual development of market implementation rates: 
Will the emerging technology (which by definition is in development) reach the predicted 
market shares? If not, the pressure on the supply system would be lower than expected, at 
least from that technology. The outcomes of dynamic interactions in the supply-demand 
system are difficult to predict and are associated with uncertainties: stakeholders from 
industry or governments can react to looming scarcities and increasing environmental 
impacts in resource provision, for instance, by incentivizing recycling (Prior et al., 2013). 
Further uncertainties arise from the methods and data applied. The three studies of this 
thesis considered selected aspects related to uncertainty. The second study targeted 
specific sources of uncertainty in LCA: The uncertainty due to the ambiguous choice of 
the allocation rationale was quantified, while the model uncertainty due to how the 
complex system was simplified could only be discussed qualitatively. In the third study, 
the model parameters of the dynamic Material Flow Analysis (MFA) were varied in order 
to see the effect of various possible future developments regarding market shares, 
technological progress, and handling in the anthroposphere. In the first study, 
uncertainties were addressed implicitly – acknowledging the various sources of 
uncertainty, the focus was on providing ranges of possible environmental impacts in 
resource provision by distinguishing deposit types and possible adaptations due to deposit 
quality. 

The inevitable uncertainties, however, should not prohibit considerations on this topic. 
According to the precautionary principle, it is imperative to think today about potential 
consequences and potential mitigation strategies, even if the extent and immediacy of the 
actual threat remain unknown. This also relates to the “Collingridge Dilemma”: systemic 
changes are best possible in a technology’s early development, when information on the 
future consequences is still limited. When technologies have matured and consequences 
can be better grasped, interventions become more difficult and expensive (Collingridge, 
1980). This Collingridge Dilemma was the starting point for the first study, but it also 
holds true when approaching the guiding question of this thesis: Continuous assessments 
targeted to identify possibly harmful future developments – regarding scarcities or 
environmental impacts – are crucial in order to enable taking action as early as possible. 
The approaches presented in this thesis can contribute to the assessment and monitoring 
of such developments. 

5.2 Critical appraisal 

This thesis highlights various implications on the supply- and demand system of 
geochemically scarce metals, in case the implementation rates for emerging energy 
technologies increase. Specifically, we added the environmental dimension to the debate, 
which currently mainly targets the threat of resource scarcity. In the analytical framework 
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of this thesis, the link from production technologies for resource provision to the service 
level is made. This is important for structuring the discussion on environmental impacts 
associated with scarce metals provision, as the evaluation of the global benefit for the 
transition to an emerging technology should be assessed on this level. At the same time, 
this perspective allows for the identification of potentially critical environmental impacts 
further up the supply chains; for instance, the local impacts of mining. 

The thesis also adds to approaching methodological challenges associated with assessing 
the environmental impacts of metal provision. Improving the understanding on a 
technical level is an important prerequisite to a sound consideration of environmental 
impacts in the scarcity debate. In view of the increasing complexity of primary and 
secondary material that is accessed for metal provision, understanding how these 
processes can be represented in LCA might become even more relevant in the future.  

The thesis also provides a link from projected developments on the service level to a 
quantitative metal demand modeling. The demand model developed in this thesis was 
dynamic, which has only been done in a few studies on geochemically scarce metals so 
far. The inclusion of dynamic parameters is especially suitable for systems at an early 
development stage, where parameters are expected to significantly change over time. In 
particular, the approach could serve as an addendum to scenario exercises in the energy 
systems. Currently, these scenarios mainly focus on costs or mitigation of CO2 emissions, 
but neglect the material basis associated with the outlined transitions. The thesis presents 
a structure for a qualitative discussion on potential implications for the supply system, 
including availability and potential changes in the environmental impact of resource 
provision. Given the lack of reliable quantitative estimations of future availability, this is 
considered more reasonable than common approaches that compare calculated demand 
with existing reserve estimations. As historical analyses have shown, the classification of 
resources is dynamic (Gordon et al., 2006, 2007, Tilton and Lagos, 2007). Historically, 
new discoveries and technological development to economically access previously 
uneconomic resources could compensate for the extracted reserves. Whether this 
observation can be extrapolated for the future remains a subject of debate (see below). 

Since any analytical framework must be based on a specific perspective, it is necessary to 
elaborate on inherent “blind spots”. Some are outlined in the following.  

The thesis is composed of three studies, which discuss distinct cases. Therefore, only 
selected aspects regarding the guiding questions, specified in the research question, could 
be assessed, with case specific findings that do not yet allow for generalization. In the 
first study, for instance, it was concluded that increasing impacts in lithium provision 
would not compromise the environmental benefits of a transition toward electric vehicles. 
This is a case specific finding and it cannot be generalized for other metals and 
technologies. In other cases, if a scarce metal already today represents a larger share of the 
environmental impacts of the service assessed, the conclusions might differ.  
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The focus in this thesis was on the detailed elaboration of specific cases and not on an 
assessment of the overall transition of a system; for instance the transition toward a more 
sustainable energy provision. Such inclusive studies are important to recognize trade-offs 
and identify the most critical developments (e.g., Elshkaki and Graedel, 2013, Kleijn and 
van der Voet, 2010). However, due to the enormous amount of data needed, there can be 
a trade-off between the level of detail (rather the focus of this thesis) and the number of 
metals and technologies covered.  

Further limitations arise from dealing with various sources of uncertainty. As pointed 
out earlier, approaching the topic of this thesis entails making assumptions about the 
future, which are inherently uncertain. Furthermore, the methods applied, MFA and LCA, 
are associated with uncertainties, mainly relating to model structure and parameter 
uncertainty (Huijbregts, 1998). The studies conducted in the framing of this thesis do 
address certain sources of uncertainty, but not the comprehensive variety. One key 
uncertainty is the actual implementation rate of a technology, which affects the future use 
rate of a metal. The first study is based on the premise that lithium-ion batteries in electric 
vehicles will become a relevant mobility choice. In the third study, the premise was that 
CIGS solar cells will become a relevant contributor to global electricity production. For 
many geochemically scarce metals, reliable inventory data is lacking. The inventory data 
for indium in the ecoinvent database (ecoinvent Centre, 2010) assessed in the third study, 
for instance, is stated to be associated with high uncertainties (Classen et al., 2007). 
Therefore the contribution of its supply chain on the environmental impacts of electricity 
provision from CIGS solar cells might be considerably higher – or also lower. Data 
uncertainty could have been addressed for the first and second study with a Monte Carlo 
simulation based on the probability distribution estimated from the values given in the 
pedigree matrix, and with the tools included in the Vensim® PLE Plus program, for the 
third study. Applying these methods would require a different model setting, though. 
Especially in the third study (Chapter 4), the validity of the chosen model structure is 
associated with uncertainties. Each model is a simplification of reality, whose validity 
could potentially have been better addressed, for instance, by including broader expert 
feedback. The future scenario building process could have included an internal 
consistency check supported by stakeholders, as it has been done in two supervised 
master theses (Augstburger, 2012, Weiser, 2012). 

The model developed in the second study did not allow the avoidance of arbitrary 
allocation choices. Static attributional models, like the one developed in this study, reach 
their limit in the analysis of complex co-product systems like smelter-refineries. While the 
integrated smelter-refinery represents a very important link in which many supply chains 
congregate, the whole recycling chain needs to be coordinated and optimized to achieve 
high recovery rates. For instance, the link to pre-processing is important (Chancerel et al., 
2011, Chancerel et al., 2009). This process step might face other challenges for a sound 
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LCA representation. For reliable inventory data on metal production, and to model the 
effect of future changes, the whole supply chain must be represented in sufficient detail.  

Economic mechanisms were excluded at the modeling level. Changes in the process 
technology level, which affect environmental impacts of resource provision, could also 
affect costs. While legislation sets the frame for the extent of environmental damage, cost 
considerations drive which deposit is accessed. Therefore, assessing the underlying 
economic mechanisms leading to the decision of opening mines can be important to learn 
about future environmental impacts of resource provision. Furthermore, speculation and 
market effects can affect the supply situation of geochemically scarce metals that are 
traded in commodity markets. These types of short-term effects were not included in the 
assessments in this thesis.  

The role of governance interventions in fostering a certain future state of the system is 
not considered, since the focus was kept on the technical system. 

The guiding question refers to the scarcity debate described in the introduction (Chapter 
1.2.1). The studies completed within this thesis cannot contribute to a better 
understanding of whether technological progress will keep pace with the depletion of 
higher quality deposits. However, this debate is important for the interpretation of the 
case specific findings: The first study (Chapter 2) assessed how switching to other deposit 
types and lower deposit qualities affects the environmental impacts of lithium provision. 
In principle, this shift could lead to unacceptably higher environmental impacts, hindering 
a further diffusion of the technology. However, for the case study assessed – lithium in 
lithium-ion batteries used in electric vehicles – such an effect seems unlikely. It was not 
assessed, if this shift might also lead to a situation of “relative scarcity,” if it becomes 
economically unattractive to mine the resource. This would be the case when 
manufacturers are unable to pay cost-covering resource prices. According to economic 
theory, this should trigger reactions in both the supply and demand systems, restoring 
them to balance, with adequate supplies and lower prices (Tilton, 2003, Wellmer and 
Dalheimer, 2012). The same developments could also result in lower environmental 
impacts of production. Similarly, in the third study we concluded that rising prices are 
probably needed to allow for necessary changes in the indium supply system, and to meet 
the increasing demand. It can be questioned if this would be only temporary or 
irrevocable. However, whether or not society can rely on the effectiveness of these 
(economic) mechanisms to bring the supply-demand system in balance again in the future 
is debated. The answer ultimately depends on the time scales considered. The first and 
second studies focused on the mid-term future, covering a time span of a few decades; 
short-term fluctuations were beyond their scope. The main reasons for supply shortages 
might be found in temporary bottlenecks of the producing industry, or in politically 
induced protectionism. Long-term assessments are confronted with the unsolved issue of 
whether past developments can be accurately extrapolated (technological development 
keeps pace with resource depletion). 
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It can be debated how imminent the threat of resource scarcity is; at least for the case 
studies examined in this thesis a sufficient supply seems possible in the midterm. 
However, it is obvious that if a resource becomes scarce and cannot be accessed in an 
amount necessary to meet the demand from a technology, the technology will fail. 
Similarly, if the environmental impacts of resource provision increase considerably and 
the environmental benefit is compromised, a “clean technology” will no longer fulfill its 
purpose. Depending on what role this technology was supposed to play in the transition 
to an energy system based on renewables, societal goals, such as the reduction of CO2 
emissions, can be jeopardized. There are good arguments for long-term scarcity of 
resources due to the depletion of higher grade deposits, reaching technical limits for 
efficiency gain, or rising energy costs (as outlined in Chapter 1.2.1). Sooner or later, 
technological progress could reach thermodynamic limits and/or enriched deposits could 
be depleted. However, it is similarly obvious that by striving towards maximizing 
efficiencies and closing material loops without wasting time, those developments can be 
decelerated. This has also been shown in the case studies performed in this thesis. It 
remains important to keep monitoring the developments and strive to better understand 
which early signs are reliable indicators for the timing of future constraints. Whether price 
developments can be used as indicators is contested (see Chapter 1.2.1). 

5.3 Further research 

In order to better generalize the case specific findings of this thesis, more research is 
necessary. More case studies would allow for a better generalization of the findings. The 
monitoring of the supply-demand system of geochemically scarce metals has been 
demonstrated to be of great importance in regard to the early identification of potentially 
critical developments. Taking action is most promising – and also cheapest – before a 
system has reached maturity. Each of the three presented studies can contribute to better 
monitoring, by applying them to more metals and technologies: The first study presents 
an approach for assessments early in technology development, focusing on the effects of 
changing environmental impacts of resource provision. The second study contributes to a 
better understanding of the methodological challenges in the performance of LCA 
studies, based on a more thorough knowledge of technical constraints, and the third study 
contributes to the assessment of mitigation strategies and supply-demand interactions.  

In order to increase the effectiveness of monitoring, the blind spots identified above 
should be tackled. Based on those possible foci for future research are identified and 
briefly elaborated below (sequence does not reflect a priority list). 

For dealing with uncertainty, a thorough mapping of the sources of uncertainty could 
serve as a basis to determine where uncertainties can be reduced, and with which effort. 
Strategies can then be defined that deal with the remaining uncertainty. Data uncertainty, 
for instance, can be tackled early in a project by setting up partnerships with companies in 
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order to allow access to process-specific data. This requires finding a way to bring 
together the data requirements of science and the confidentiality needs of companies. 
Setting up databases can help the scientific community to work with reliable data and 
reduce model uncertainty by increasing the accessibility and visibility of existing 
knowledge. Examples include the ecoinvent database for life cycle inventories (ecoinvent 
Centre, 2010), or data collected in the STAF project in Yale, which is targeted to 
determine historic and current stocks and flows of various materials (e.g. cited in Chen 
and Graedel, 2012, Harper et al., 2006). Also, efforts to collect substitution options are 
valuable (Graedel et al., 2013, Peiró et al., 2013). Model uncertainty might be further 
reduced by including expert knowledge to improve model validity.  

Most scientific studies, including this thesis, face the problem of deriving meaningful 
insights despite pervasive uncertainties and potential ignorance. One question is whether 
the focus should lie on quantifying uncertainties, or if ubiquitous uncertainties show the 
limits of quantification. By all means, a debate on the guiding question proposed should 
be guided by asking “what is relevant to know” rather than “which aspects can we 
quantify.” It should be further examined how qualitative approaches can help, for 
instance, by preceding quantitative modeling. Reflection on the current state of 
knowledge is necessary to determine where more detailed quantitative modeling is 
beneficial, and where a better understanding of the systemic relevance of an aspect must 
first be developed by more qualitative approaches. One example could be a better insight 
on the sequence of deposits to be mined, which takes into account co-product relations 
and economic considerations. 

In the second study (Chapter 3), we contributed to a deeper technical understanding of 
complex metal production processes and elaborated on the related methodological 
challenges for a representation in LCA. We suggested an inventory model, though it still 
requires making methodological choices that do not necessarily fully match the industrial 
reality. Thus, further work is needed to better deal with the complexity of primary and 
secondary supply chains. A particular challenge relates to the data accessibility, for which 
new, innovative ways need to be found to address the confidentiality of proprietary 
industry knowledge. In the long run, transparent, flexible, and dynamic models are 
needed, which reflect marginal changes in the feed material composition, and which can 
be individually adapted to specific product systems. The advantage of the model 
developed in this study was that detailed industry data could be accessed, which usually is 
confidential. This was possible at the expense of presenting absolute results, which was 
necessary to admit in order to acknowledge the confidentiality requested by the company. 
A dynamic model that is linked to the feed material composition would require 
considerably more data. This could be an important bottleneck, as it will be difficult to 
acquire data in a competitive industry environment. Thus, there is a potential trade-off 
between “transparent” and “detailed”. 
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The first and the third study, or a combination of both, can serve as a starting point to 
define governance interventions that foster an environmentally sustainable 
technological development. As far as data availability allows, the approaches could be 
combined and extended to depict development trajectories, which could increase or 
decrease environmental impacts. Where possible, this could be quantified, which is 
especially challenging for metals produced in complex co-product processes that are 
currently insufficiently represented in LCA (study 2, Chapter 3). Expert assessments could 
help to interpret the consequences of technology implementation, and to develop 
measures for fostering desirable pathways and impeding undesirable ones. 

The debate on resource scarcity is based on different perspectives that are 
characterized by opposing viewpoints on the faith in technological development to 
compensate for declining deposit qualities (Tilton, 1996). So far, no convincing “hard 
data” to support either the optimistic or the pessimistic paradigms has been presented, 
which might offer valuable clues on the immediacy of the threat of resource scarcity. The 
impact of this threat, however, could be substantial, which is why identifying early signals 
is important. 

The implications for the supply-demand system of scarce metals, in the event of 
increasing demand, could also be looked at from a risk perspective. One common 
mathematical definition of risk is that it is the product of the probability that damage 
occurs multiplied with the extent of the potential damage. Related to the topic of this 
thesis, the extent of the potential damage could be that climate goals cannot be met 
because technologies that were predicted to enable the transition to an energy system 
based on renewable energy technologies could not diffuse as forecasted, due to a lack of 
resources. This potential impact can be better determined than the first part of the 
equation, the probability that damage will occur. This again relates to the discussion of 
different notions of scarcity. 

Strategies to mitigate the threat of resource scarcity in the long run could be 
evolutionary, based on constant (technological) improvements, or they might require 
revolutionary approaches that impose systemic changes (Haberl et al., 2011). Thereby, 
potential rebound effects have to be considered, as they outbalanced efficiency measures 
for reducing resource consumption in the past (Dahmus, 2014). It has further been stated 
that the current criticality debate (Erdmann and Graedel, 2011) has already led to “more 
government interference, mercantilism and protectionism”, as important dependent states 
want to secure their supplies and producing countries want to benefit from higher prices 
(de Ridder, 2013) could be further assessed whether this “rise of state capitalism” really 
increases the risk for international conflicts, as stated by de Ridder (2013). 
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A. APPENDIX TO CHAPTER 2 

This appendix was published as Supplementary data A-D for the published paper: Stamp, 
A., Lang, D.J., Wäger, P. (2012), see Chapter 2. DOI: 10.1016/j.jclepro.2011.10.026 

A.1 Changes of boundary conditions 

Comment: This section provides additional information on changes in boundary 
conditions not included in the approach presented in Chapter 2 of this thesis. 

Our three-level approach applied in the study focuses on one specific supply chain (here: 
Li2CO3 used in Li-ion batteries for EV) and how changes on the resource provision level 
affect the product and service level. Accordingly, future changes are only implemented on 
the resource provision level as switching between deposit types and by distinguishing 
favorable and unfavorable process conditions. 

Other changes of boundary conditions are excluded, which distinguishes the approach 
from a scenario study. We listed possible changes of other boundary conditions that are 
neglected in the study in Table A.1. These changes can either increase or decrease the 
relevance of the Li2CO3 supply chain. 

We provide this tentative list to make the scope of the study more transparent to the 
reader. 

Table A.1: Possible changes in boundary conditions. 
Level Changes in boundary conditions
a) Foreground system 

Resource provision: 
Li2CO3 production 

Technological innovations in lithium provision (learning curves) 
Changes in co-product relation (affects allocation of environmental impacts over the 
products) 
Implementation of effective battery recycling systems, including recovery process for 
lithium (reduced pressure on primary supply) 

Product level: Li-ion 
battery production 

Higher efficiency in manufacture of Li-ion batteries (economy of scale) 
Rising impacts in the production of other metals used for battery manufacture
Higher lithium content in future batteries (theoretical potential to store energy is 
related to the lithium content as active material) 
Lower lithium content in future batteries (more efficient use of contained lithium)
Replacement of Li-ion batteries with new battery technologies 

Service level: 
transportation 

Better performance of new EV (increasing gap between EV and ICEV) 
Better performance of new ICEV (decreasing gap between EV and ICEV) 
Implementation of other propulsion systems (competing with EV and ICEV) 

b) Background system 

Energy provision 
Lower environmental impacts of energy provision (decreasing impacts of energy 
intensive processes) 
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A.2 Compilation of Life Cycle Inventories for Li2CO3 production 

Comment: This section provides additional information on how the Life Cycle 
Inventories (LCIs) for Li2CO3 production were compiled. For more detailed information 
on specific calculations please contact the first author of the related publication. 

A.2.1 Addition to Chapter 2.3.3.1 – Resource provision: Li2CO3 from 
natural brine 

A.2.1.1 Data sources 

Mainly qualitative process descriptions for lithium carbonate (Li2CO3) production can be 
found in (Garrett, 2004), (Wietelmann and Bauer, 2000) and (Kamienski et al., 2004). 
Furthermore a range of patents are registered for lithium recovery processes from brines1. 

For the process under favorable conditions we refer to the process of the Sociedad 
Química y Minera de Chile S.A. (SQM), the largest single producer of lithium chemicals, 
which processes brines from the Salar de Atacama in Chile (SQM, 2010). Here the main 
data sources were publically available environmental permits for the facilities of SQM and 
personal communications: 

Personal communications were used for operational data of energy inputs and for land use. 
The reference year was 2009. In that year, production was lower than normal due to the 
economic crisis and the required intermittent operation (stops and start ups), which 
resulted in higher energy consumption than usual. All personal communications 
mentioned in this section refer to Daniel Pizarro, Sales Director Iodine, Lithium and 
Industrial Chemicals, SQM North America, 2010 

Environmental permits are published in reports which were completed by SQM for the 
attention of the Chilean “Comision Nacional del Medio Ambiente” (e.g. SQM, 2006, 
2007). SQM had to provide these reports when they planned to expand their plant 
activities. Please note: environmental permits represent the maximum SQM is allowed to 
use respectively emit. We used this data for auxiliary material inputs and took an average 
from the last three plant expansions (to 17500t/a, 32’000t/a, and to 48’000t/a), since the 
values slightly vary due to the different assumed quality of the initial brine (personal 
communication). 

For the process under unfavorable conditions we used information on brine composition 
and climatic situation of the Salar de Uyuni in Bolivia, the largest known deposit of 
lithium in natural brines besides the Salar de Atacama in Chile (Garrett, 2004). 

                                              
1 See e.g. http://www.patentstorm.us/ 
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A.2.1.2 Summary of the process of SQM (= favorable conditions) 

This section provides an overview over the process at the Salar de Atacama, which shall 
help to better understand the quantitative process information on material and energy 
flows shown later in the inventory. The following description is compiled from Garrett 
(2004). 

The brine is pumped from the so called “nucleus” of the Salar de Atacama, where the 
highest mineral concentrations are found. The mineral composition varies in the Salar, 
therefore SQM operates two separate (but interlinked) pond systems. In the area with the 
highest sulfate concentration, the brine is pumped to a solar evaporation pond system to 
produce potassium sulfate (K2SO4, from harvested salts) and boric acid (H3BO3, from the 
concentrated brine). We focus on the second pond system, which is fed with brines from 
a low sulfate area, and from which potassium chloride (KCl) and Li2CO3 is produced.  

The pond design is configured to control the precipitation of different salts. The brine is 
pumped through pipelines to a first series of ponds. Here mainly halite (NaCl) is 
precipitated, harvested and stockpiled. Subsequently, most of the potassium is 
precipitating as sylvinite (a potassium chloride salt with sodium impurities), which is also 
harvested and brought to the potassium chloride plant. The remaining brine has a lithium 
concentration of about 1% and is sent to the lithium pond series. It starts with the so 
called carnallite (KCl·MgCl2·6H2O) ponds, followed by the bischoffite (MgCl2·6H2O) 
ponds (named after the predominant precipitated salts). The evaporation of water and the 
harvest of precipitated salts let the lithium concentration rise to about 6%. This brine is 
sent to holding ponds from which it is then transported 280 km in trucks to the Salar del 
Carmen, where the lithium carbonate plant is located.  

The precipitation of lithium carbonate is basically a process in three steps: First, boron is 
removed by lowering the pH to about 2 and adding an organic solvent. The boron 
content is thereby reduced from about 8000 to 2 ppm. The second step is the 
purification, where impurities such as magnesium, sulphates, calcium and others are 
removed with lime (CaO), soda ash (Na2CO2) and water. The third step is the 
carbonation, in which the purified lithium brine is heated and lithium carbonate is 
precipitated by adding further soda ash (Na2CO2). 

A.2.1.3 Calculation of water evaporation (favorable and unfavorable 
conditions 

The calculation of water evaporation at both the Salar de Atacama (which refers to 
favorable conditions in our study) and the Salar de Uyuni (which refers to unfavorable 
conditions in our study) is helpful to compare those Salars and the process requirements. 
We will later come back to the water evaporation when calculating the land use of 
evaporation ponds and when looking at the challenges for the process design at Salar de 
Uyuni.  
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At the Salar de Atacama about 44 kg of initial brine is needed in order to receive 1 kg 
concentrated brine with 6% lithium (with initial concentration of 0.15% lithium) if an 
efficiency of 90% is assumed. The initial brine and concentrated brine are compared in 
Table A.2, and Table A.3 shows the resulting mass differences (44 kg initial brine minus 1 
kg concentrated brine = mass difference = precipitated salts and evaporated water). 
Accordingly, about 31 kg of water need to evaporate in order to receive one kilogram 
concentrated brine (that is: about 130kg water per kilogram Li2CO3). 

Table A.2: Brine compositions Salar de Atacama (Cini = concentration initial brine, Cconc = 
concentration in concentrated brine). 

Composition initial brine Composition concentrated brine 

from Garrett (2004), p. 110 from Garrett (2004), p.18, citing Orrego et al. (1994) 

  g/l % %
CCl,ini 192 15.6 CCl,conc 35.1
CSO4,ini 23.3 1.9 CSO4,conc 0.022
CH3BO3,ini 4.4 0.4 CB,conc 0.627
CNa,ini 93.2 7.6 CNa,conc 0.057
CMg,ini 12.3 1.0 CMg,conc 1.92
CK,ini 22 1.8 CK,conc 0.016
CLi,ini 1.96 0.2 CLi,conc 6
H2O 873 71.1 Rest = H2O2 56.258
Sum 1222.16 99.6 
Density [kg/l] 1.227 1.252 

 

Table A.3: Mass difference initial to concentrated brine (Salar de Atacama). 

Cl -6.60 kg 
(1kg*CCl,conc) – (44kg*CCl,ini) = Precipitated  
(44kg initial brine are needed to receive 1 kg concentrated brine with 
6% lithium, assuming an efficiency of 90%) 

SO4 -0.84 kg See above 
B -0.15 kg See above 
Na -3.38 kg See above
Mg -0.43 kg See above
K -0.80 kg See above

Li -0.01 kg See above 

Rest = H2O2 -31.06 kg Evaporated 

 

The calculation for water evaporation at Salar de Uyuni is only based on the 
concentration of lithium, due to a lack of more detailed data (Table A.4 and Table A.5). 
The results show that roughly 148kg of water need to evaporate in order to receive one 
kilogram concentrated brine with 6% lithium content at the Salar de Uyuni (that is: about 
620kg water per kilogram Li2CO3). 

                                              
2 Calculated as difference between sum of salt content and density, that is we ignored the mass of other salts present 
in smaller quantity that are not listed in Garrett (2004). 
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Table A.4: Brine compositions Salar de Uyuni (Cini = concentration initial brine, Cconc = 
concentration in concentrated brine). 

Composition intial brine 
(Salar de Uyuni) 

Composition concentrated brine  
(Salar de Uyuni) 

(from Garrett, 2004, p. 28) Assumption 
  % %
CLi,ini 0.0321 CLi,conc 6 

 

Table A.5: Mass difference initial to concentrated brine (Salar de Uyuni). 
Total volume 
change 

206.68 kg 
A: CLi,conc/ CLi,ini / efficiency -1kg concentrated brine 
(efficiency 90% = 0.9) 

Share water 0.72  
B: Assumed to be identical with Salar de Atacama (Table A.2). Brine 
density at Salar de Uyuni is similar to brine density at Salar de 
Atacama (1.21, see Garrett (2004), Tab. 1.8, p. 29 

Water evaporation 148.36 kg = A*B

 

A.2.1.4 Calculation of land use (favorable and unfavorable conditions) 

The land use is closely interlinked to the water evaporation since large evaporation ponds 
are needed. Land use of buildings is included in the generic infrastructure processes listed 
in the inventory. 

In the Life Cycle Inventory (LCI) land occupation and land transformation are distinguished, 
the calculations are explained in Frischknecht et al. (2007). We calculated with an annual 
lithium carbonate production of 14010 tons and for land transformation with a plant life 
of 50 years (generic assumption for a non-ferrous metal mine (Classen et al., 2007)). 

We present here information on land use at the Salar de Atacama (which relate to the LCI 
of favorable conditions) that was directly provided by SQM (Table A.6) as well as a 
theoretical calculation based on water evaporation and reported evaporation rates (Table 
A.7). For the Salar de Uyuni (representing unfavorable conditions), we only perform a 
theoretical calculation (Table A.8 and Table A.9). 

In Table A.6 the calculation of the land occupation related to the production of one 
kilogram Li2CO3 at the Salar de Atacama is shown based on operational data provided by 
SQM. This number only includes the ponds dedicated to lithium production (ponds 
dedicated primarily to potassium production are excluded; see section on allocation 
choices below). 
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Table A.6: Area calculation Salar de Atacama, based on personal communications of SQM 
(favorable conditions). 

Land use lithium evaporation ponds 2009 1’000’000 m2 
A: Operational data, includes an 
allocation 

Li2CO3 production (operational data 2009) 14010 t/a B
Concentrated brine (6% Li) input for 1 kg 
Li2CO3 

4.2 kg  
C: average taken from environmental 
permits 

Area needed to produce 1kg concentrated 
brine/year (evaporation ponds)  

0.017 m2a = A/(B*1000)/C 

 

In Table A.7 we calculated the land occupation related to the production of one kilogram 
Li2CO3 at the Salar de Atacama theoretically from water evaporation and evaporation 
rates.  

Table A.7: Area calculation Salar de Atacama, based on water evaporation. 

Water evaporated per kg concentrated brine 0.03106 m3 A: see Table A.3 (1kg=1l=0.001m3) 

Evaporation rate 3.2 m/a B (Garrett, 2004, p. 21) 
Area needed to produce 1kg concentrated 
brine/year 

0.0097 m2/a = A/B 

 

The theoretical land occupation based on the evaporation rate (Table A.7) is smaller than 
the value communicated by SQM (Table A.6), despite the fact that SQM included an 
allocation and parts of the necessary pond area are only attributed to the potassium 
production. The higher land use when taking the operational data of SQM can be 
explained by the different chemistry of salty brine, which can only be roughly 
approximated with the evaporation from pure (rain) water. This real world correction is 
used for calculating the land use at Salar de Uyuni (Table A.8and Table A.9). 

Table A.8: Area calculation Salar de Uyuni, based on water evaporation. 
Water evaporated per kg 
concentrated brine 

0.14836 m3 A: see Table A.5 (1kg=1l=0.001m3) 

Evaporation rate 1.5 m/a B (Garrett, 2004, p. 28)

Area needed to produce 1kg 
concentrated brine/year 

0.099 m2 = A/B = C 

Correction factor 1.76   

D: More area is needed than what is calculated from 
evaporation rate as the Salar de Atacama examples 
shows: Correction factor is the ratio between the area 
calculated based on the personal communication 
(Salar de Atacama, Table A.6) and the area calculated 
theoretically based on water evaporation (Salar de 
Atacama, Table A.7) 

Corrected Area needed to 
produce 1kg concentrated 
brine/year 

0.17 m2/a = C*D 
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Table A.9: Area calculation Salar de Uyuni, based on water evaporation with 50% of water 
evaporated in industrial furnace (unfavorable conditions)3. 

Water evaporated per kg 
concentrated brine 

0.07418 m3 A: 50% of value shown in Table A.8 

Evaporation rate 1.5 m/a B

Area needed to produce 1kg 
concentrated brine/year 

0.049 m2 = A/B = C= 50% of value shown in Table A.8 

Correction factor 1.76 D: (see explanation in Table A.8) 
Corrected Area needed to 
produce 1kg concentrated 
brine/year 

0.087 m2/a =C*D 

 

A.2.1.5 Calculation of energy requirements (unfavorable conditions) 

For the process under unfavorable conditions the partial water evaporation in an 
industrial furnace is assumed. The environmental impacts are modeled by using the 
process “natural gas, burned in industrial furnace >1kW” of the ecoinvent database 
version 2.2 (Faist Emmenegger et al., 2007)4.The calculation of the energy requirements is 
based on thermodynamic calculations, which constitutes a worst case estimation, as more 
efficient processes for water evaporation are already implemented in practice e.g. in 
seawater desalination and waste water treatment. Those processes can be thermal (e.g. 
multi-stage flash distillation) or membrane based (e.g. reverse osmosis). However, they are 
mainly designed to produce tap water and generally only double the concentration of the 
salty water/ brine (Fritzmann et al., 2007). No adequate process description for further 
evaporation (to more than double the concentration) was available, and much more 
assumptions would be necessary in the case of choosing one of these more efficient 
process (due to their complexity and focus on the output of pure water). Thus the more 
straightforward thermodynamic assumptions were chosen (shown in Table A.10). It is 
obvious, though, that considerable energy savings would be possible (however, at the 
expense of increased use of chemicals and more demanding infrastructure necessary for 
the more sophisticated process design). On the other hand we approximated the brine in 
the thermodynamic calculation with pure water, which underestimates the energy need for 
evaporating water. 

                                              
3 see Chapter 2.3.3.1 for explanation 
4 Extract from ecoinvent documentation: 
Included processes: The module includes fuel input from high pressure (RER) network, infrastructure (boiler), 
emissions to air, and electricity needed for operation. 
Technology: Fan burners on market (modulating or non-modulating, non-condensing) 
Geography: Emission data extrapolated from Switzerland to Europe (RER). 
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Table A.10: Energy consumption for evaporation of 50% excess water content at Salar de Uyuni 
in industrial furnace (thermodynamic calculation). 

Water evaporated at industrial furnace 74.18 kg  
A: Half of the excess water from initial 
brine to concentrated brine with 6% Li 
content (see Table A.8 and Table A.9) 

specific heat capacity of water (20°C) 4.182 kJ/kg/K B (DMK/DPK, 1984) 

�¨t (heat from 20°C to 100°C) 80 °C C
Energy requirement to heat water to 
100°C 

24817.87 kJ = A*B*C = D 

Enthalpy of evaporation for H2O, at 
100°C 

2256 kJ/kg E (DMK/DPK, 1984) 

Energy requirement to evaporate water 
at 100°C 

167351.5 kJ = A*E = F 

Total energy requirement for 1kg 
concentrated brine 

192.1694 MJ = (D+F)/1000 

 

A.2.1.6 Allocation choices at Salar de Atacama (favorable conditions) 

The process of SQM at the Salar de Atacama (favorable conditions) is a multi-output 
process. Present environmental permits for the solar pond system of SQM refer to a 
production of 2’720’000t potassium chloride and 48’000t of Li2CO3 (SQM, 2007; personal 
communication). If the pre-concentrated brine leaving the potassium ponds is treated as a 
waste product, no environmental burdens are associated with this input to the lithium 
ponds (e.g. a share on the maintenance of the potassium pond system, pumping the initial 
brine from underground deposit). The data SQM provided include an allocation, which is 
described as follows: “We allocate energy consumption at the Salar de Atacama, according 
to the process flow and consistent to the definition of our business units. The production 
of concentrated lithium brine is a by-product of the Potassium production, because the 
process for its production begins with brine that is discarded from the Potassium solar 
ponds. Only the operation of the Lithium Solar Ponds (1 km2) is dedicated to lithium 
brine production at the Salar, thus, the energy and other items consumed are allocated 
according to real use in the processes, and those which are dedicated to General 
Administration, are distributed accordingly. This result that most of the energy and other 
items are consumed by Potassium products.” We compare this allocation procedure with 
an allocation based on pond sizes and based on production volumes (Table A.11).  
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Table A.11: Allocation Salar de Atacama, SQM, Chile, based on production volumes and pond 
sizes (environmental permits, personal communication). 

 
Production Share (Production) Area Share (Area) 

Potassium chloride 2720000 t/a 0.905
61.41 km2 0.984 Potassium sulphate 255102 t/a 0.085

Boric acid 16500 t/a 0.005 
Li 2CO3 (operational 
data 2009) 

14010 t/a 0.005 1 km2 0.016 

Total 3005612 t/a 62.41 km2  

 

According to the allocation provided by SQM, which is based on “real use in the 
process”, 0.53% of total electricity use and 1.79% of the diesel consumption at Salar de 
Atacama are dedicated to the lithium carbonate production. This is somewhere between 
an allocation based on production volume or based on pond sizes. 

A.2.1.7 Data quality 

The dataset for favorable process conditions (Salar de Atacama) was compiled “top-
down” (that is: covering all activities on the plant site) based on a reasonably detailed 
process description and data on the level of two process steps. Since information data 
from environmental permits (upper limits, approved by the authorities) and operational 
data of 2009 (economic crisis with unusual low production and intermittent operation) 
was used, values will be rather too high.  

The two process steps are “black boxes”, since we have no insights where and how 
exactly the auxiliary materials and energy carriers are used within the processes. This 
makes allocation and general validity checks difficult.  

Some potentially relevant impacts on the ecosystem could not be quantified and assessed 
in this approach, examples are lowering of groundwater level in dry areas and biodiversity 
losses. As no land use category in the LCA framework relates to the case of a land use 
change from salt desert to evaporation ponds, we used generic categories (land 
transformation category “from unknown”/”to mineral extraction site”). However, SQM 
emphasizes that their operations at the Salar de Atacama have been authorized 
environmentally based on the evaluation of the potential impacts on all environmental 
components: air, soil, water, biodiversity, among others (This relates to the environmental 
permits used in our study (SQM, 2006, 2007)). They state that the hydrogeological and 
biotic systems are observed via a complete environmental monitoring plan, including a 
contingency plan if signs of undesirable environmental impact are detected. The 
environmental monitoring reports are delivered periodically to the environmental 
evaluation service in the region of Antofagasta (available at www.mma.gob.cl). For the 
dataset for unfavorable process conditions assumptions on a not yet implemented process 
on a Salar with different chemical and climatic environment had to be made. By a matter 
of fact this implies uncertainties on the process design, which are difficult to assess. Our 
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results with regard to unfavorable conditions are therefore only a first “best guess” based 
on the information available and can be discussed. 

A.2.2 Addition to Chapter 2.3.3.2 – Resource provision: Li2CO3 from ore 
deposits 

A.2.2.1 Data sources 

Process descriptions summarized in Wietelmann & Bauer (2000), Kamienski et al. (2004) 
and Garrett (2004) are mostly based on literature from the 1950ies to 70ies. To our 
knowledge, there are no more recent descriptions available, since several mining 
operations were forced to close down when SQM entered the market in 1997 and the 
market price for lithium carbonate drove down by about 50% (Ebensperger et al., 2005). 
According to Miller (2009), cited in Jaskula (2011), the company “Talison Minerals Pty. 
Ltd. reported that approximately 20% of the global lithium chemical supply was obtained 
from lithium minerals in 2008”. 

A.2.2.2 More detailed process description 

The following short process description is taken from Wietelmann & Bauer (2000), 
Kamienski et al. (2004) and Garrett (2004): 

Spodumene mining operations are mainly open-pit with conventional drill and blast 
techniques. Talison in Australia mines at Greenbushes, Western Australia, a spodumene 
ore with a Li2O concentration of above 4.0% (1.86% Li) and with an average 1.8:1 
overburden ratio (overburden is the material layer above the ore body). The lithium 
concentration is the highest of all known spodumene ore deposits while having a very low 
overburden ratio, which makes the conditions at this deposit very favorable. In a 
beneficiation process, an ore concentrate with different grades can be produced e.g. 7.5% 
Li2O (3.49% Li), or also lower grades, which are e.g. used in some glass and ceramics 
applications. The beneficiation can e.g. involve crushing, milling, flotation and magnetic 
separation. The present process design, however, is not known in detail. 

The ore concentrate can be further processed by sulfuric acid digestion to produce 
Li2CO3. As pointed out in Chapter 2 of this thesis, this seems to be currently only done in 
China, from domestic ore but also from Australian imports. The sulfuric acid digestion 
starts with a thermal conversion step, in which the naturally occurring so called �¡-
spodumene is converted to �¢-spodumene (at around 1050-1100°C, Wietelmann and 
Bauer, 2000). It has a different crystalline structure and a lower density (2.374 g*cm-3 
instead of 3.177 g*cm-3), which makes it chemically more reactive (Nordmann et al., 
1995). By adding sulfuric acid, the lithium in the ore is converted to lithium sulfate 
(Li2SO4), which is subsequently leached and filtered. After further purification steps, 
Li2CO3 is precipitated by addition of soda ash (Na2CO3). The whole digestion process is 
taking place at different temperature levels; therefore the material is heated up several 
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times. Sodium sulfate (Na2SO4) can be produced from the mother liquor of the Li2CO3 
precipitation and sold as a by-product. The simplified reaction can be written as: 

 

OHSONaCOLiOLiSOHCONa 2423224232 ����� ����  (A.1)

A.2.2.3 LCI for process under favorable conditions 

The LCI of the process under favorable conditions includes two processes: First, the 
mining and beneficiation of crude spodumene ore, which produces a spodumene 
concentrate (3.49%. lithium). Second, the sulfuric acid digestion of spodumene 
concentrates in order to produce Li2CO3. 

The first process (mining and beneficiation) is based on proxies of the ecoinvent database, 
since no quantitative process information was available for spodumene mining and 
beneficiation (Classen et al., 2007). For mining, the proxy is based on a process for 
mining iron ore (ecoinvent process “iron ore, 46% Fe, at mine/kg/ GLO”) while for 
beneficiation, the proxy is based on a process for manganese ore (ecoinvent process 
“manganese concentrate, at beneficiation/kg/ GLO”). The selection was based on the 
similarities in the process design. We adapted the proxies by assuming that the material 
handled (determined by ore grade and overburden ratio in a mine) is inversely 
proportional to the input and output of material and energy. We neglected other 
parameters describing the mining conditions such as the hardness of the ore and the 
surrounding rocks, or its density (influencing the transport efforts). 

The ecoinvent process for iron ore includes “Mining with its direct land use and transport 
of the crude ore to the enrichment plant”. From the manganese concentrate module only 
the process steps for beneficiation were taken. For mining it was assumed that the material 
and energy consumption depends on the amount of rocks moved, that is ore including 
overburden. This is shown in formula (A.2) and (A.3) (mtot: total mass moved, Cend: final 
concentration, Cini: initial concentration, efficiency: yield, overburden: material layer above 
the ore body, Inspodumene: input for spodumene process, Inproxy: input in proxy process). For 
beneficiation we neglected the last term of formula (A.2), since the overburden was removed 
in the mining process.  

The calculation of land use in mining and beneficiation we used values from copper 
production (standard proxy in ecoinvent for most non-ferrous metals). An overall 
efficiency of 70% was assumed (average of range given in Wietelmann & Bauer (2000)). 

1
(1 )end

tot
ini

C
m overburden

C efficiency
�  � ˜ � ˜ � � (A.2)
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The second process (sulfuric acid digestion) is an adaption of an already existing ecoinvent 
process (Hischier, 2007). The auxiliary material inputs and energy inputs are calculated as 
follows: 

Auxiliary material inputs are calculated stoichiometrically based on the process description 
in Kamienski et al. (2004), assuming an efficiency of 90% (see also formula (A.1)). The 
stoichiometrically calculation of auxiliary material inputs is shown exemplarily for sulfuric 
acid input in formula (A.4) (MH2SO4: Input of sulfuric acid, MLi2CO3: Output of lithium 
carbonate, mH2SO4: molar weight sulfuric acid, mLi2CO3: molar weight lithium carbonate, 
efficiency: yield). 

32

32
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42
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COLi

COLi

SOH
SOH M

efficiencym

m
M �˜�˜�  (A.4)

Energy inputs are taken from a publication of Kim and Overcash (2003). The energy 
consumption for decrepitation (thermal conversion) is added separately because it seems 
not to be included in the energy inputs in Kim and Overcash (2003). The calculation for 
the energy consumption for decrepitation of the �¡-spodumene to �¢-spodumene was done 
using formula (A.5) (Q: Heat energy [kWh], m: mass to heat up = spodumene input [kg], 
cp: specific heat capacity of limestone (proxy) = 0.002 kWhákg-1á°C-1, �…t: increase of 
temperature = 1050°C-25°C = 1025°C) 

pQ m c t�  � ˜ � ' (A.5)

A.2.2.4 LCI for process under unfavorable conditions 

The Manono-Kitotolo deposits in the Democratic Republic of the Congo serve as the 
case for unfavorable process conditions, since those are the largest known mineral 
deposits of lithium while having very low ore grades. The inverse proportional 
relationship between land use, auxiliary materials, energy and the ore grade can be 
implemented with formula (A.2) and (A.3). The value for Cini is adapted for the Manono-
Kitotolo conditions (Cini = 0.58% lithium (Yaksic and Tilton, 2009)), and for the 
overburden the highest value from an indicated range in Wietelmann and Bauer (2000) is 
taken (overburden = 5:1). 

A.2.2.5 Allocation choices 

The sulfuric acid digestion of spodumene can have Na2SO4 as by-product. 
Stoichiometrically, 1.922kg of sodium sulfate could be produced for each kilogram of 
Li2CO3. However, since it is not known wether and to what extent this by-product is sold 
on the market, all environmental impacts are allocated to the production of Li2CO3. 
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A.2.2.6 Data quality 

These datasets were compiled in a “bottom-up” process, based on qualitative process 
descriptions that were either approximated with quantitative data from similar processes 
in ecoinvent (first dataset, mining and beneficiation) or with stoichiometric calculations 
and literature data (second dataset, sulfuric acid digestion). “Real world” data from 
producers were not available. The datasets therefore contain many assumptions, which 
imply a high uncertainty in the results. Furthermore, with the “bottom-up” approach 
unknown process steps are ignored, which could lead to too low results. The assumptions 
for a process under unfavorable conditions are a straightforward, simple parameter 
change to adapt to large, but presently uneconomic deposits e.g. in the Democratic 
Republic of the Congo. Further impacts of changing to other deposit are not taken into 
account, even though Garret (2004) states that e.g. the Manono-Kitotolo deposit in the 
Democratic Republic of the Congo “face the almost insurmountable problem that the 
nearest shipping port is at Lobito, Angola, about 2200 km away“ (p.91). 

A.2.3 Addition to Chapter 2.3.3.3. – Resource provision: Li2CO3 from 
seawater 

A.2.3.1 Data sources 

Plans to recover lithium from seawater already existed in the seventies, when the assumed 
implementation of fusion power plants was supposed to considerably increase the 
demand for lithium (Steinberg and Dang, 1975). Since then, several technologies have 
been proposed, for example by ion-exchange (e.g. with manganese oxide or aluminum 
based adsorbents (Abe et al., 1993, Chung et al., 2008, Kaneko and Takahashi, 1990, 
Nishihama et al., 2011, Zhang et al., 2007), liquid membranes (Tsuchiya et al., 2002), 
nanofiltration (Wen et al., 2006) or combined systems with solar evaporations (Steinberg 
and Dang, 1975). An overview over different processes is given in Garrett (2004) and in 
Schwochau (1984). Bardi (2008) theoretically elaborates on energy consumption of two 
general process principles: First reverse osmosis (pumping the water through a selective 
membrane) and second “simply dropping the membrane in the sea and wait for the metal 
ions to migrate to the active sites.” While the first option is more energy intensive, the 
other is having the problem of less efficient use of the membrane and the need for 
infrastructure for deploying and transporting membranes from the sea to coastal 
extraction facilities. 

A.2.3.2 Allocation choices 

No allocation is applied for these data sets. However, co-production could be possible, 
such as with desalination plants, power plants (cooling water), or extraction of other 
elements. This is only speculation, though. 
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A.2.3.3 Data quality 

Both datasets for “favorable” and “unfavorable conditions” contain many assumptions 
and also gaps, due to missing data. Therefore they can only serve as a rough indication 
and should be tested with upcoming literature on new process designs. Prerequisites for 
the process under favorable conditions, which could not be verified, include: a) the sea 
water composition allows for a pond design, which precipitates a large amount of other 
salts while keeping the lithium in the solution; b) adequate coastal regions with high 
evaporation rates are available; c) energy can be saved by naturally flood the evaporation 
ponds (no pumps needed) and d) impacts on coastal ecosystems are justifiable (they are 
neglected in the analysis). Prerequisites for the process under unfavorable conditions, 
which could not be verified, include: a) membranes/adsorbents with a high selectivity for 
lithium, which can be manufactured in a cost-efficient way, are available; b) these 
membranes/adsorbents can be used efficiently to minimize the amount needed to extract 
a certain amount of lithium ions and c) the membrane reservoirs can be designed to be 
both resistant to forces in open waters and permeable for ions. 

A.2.4 Side note: Secondary lithium carbonate production (recycling) 

The incentives for recovering lithium from end-of-life (EoL) products are limited, as 
primary production is cheap (Buchert et al., 2009). Accordingly, lithium recycling is 
currently insignificant and the EoL products often do not enter a recycling process 
designed to recover single elements (e.g. glass and ceramics). Some applications are 
inherently dissipative (e.g. lubricants). In the scenario study of Angerer et al. (2009) only 
lithium used in batteries or in air treatment is assumed to be recycled. 

A large scale implementation of EV with Li-ion batteries as energy storage device could 
give new opportunities for lithium recycling, as a high volume of large batteries (which are 
more easily to collect) will be available for secondary supply. Current Li-ion battery 
recycling is mostly pyrometallurgical and is designed to recover Cobalt (and some other 
metals such as copper), while the oxidized lithium goes to the slag compartment that can 
be used in concrete production or as filling material. Umicore, a company that is 
operating such a process, is currently developing a system able to recover lithium from 
the slag. The company Toxco Inc is running the – to our knowledge – only commercial 
recycling process dedicated to recover lithium in a hydrometallurgical process (all section 
so far based on Vadenbo, 2009). However, Jaskula (2011) reports new projects for Li-ion 
recycling plants, which shall also recover lithium: Toxco is being paid from the U.S. 
Department of Energy to build up a recycling facility in the U.S. dedicated to Li-ion 
vehicle batteries. Further, a pilot plant is planned in Germany by Chemetall GmbH 
(supported by the Federal Ministry for the Environment, Nature Conservation, and 
Nuclear Safety) and in Japan a pilot plant should be soon followed by a commercial-scale 
plant (run by Nippon Mining & Metals Co). 
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Besides economic incentives, the legislative framework is important to foster the recovery 
of lithium from EoL products. Again, the focus lies especially on the traction batteries in 
EVs, which are for instance in the EU affected by the WEEE (Waste Electrical and 
Electronic Equipment) directive, the ELV (end-of-life vehicle) directive, and the Battery 
directive (Vadenbo, 2009, Verhaeghe et al., 2011). However, the recovery of lithium is not 
explicitly targeted so far. The legislative framework could become more relevant in the 
future, as the economic incentives are affected by the implementation of new Li-ion 
battery chemistries that will use less of the expensive metal cobalt, which – on the other 
hand – contributed largely for the economic feasibility of the Li-ion battery recycling 
process (Vadenbo, 2009). 

Detailed process descriptions are not available. For the lithium recovery from the slag 
from a pyrometallurgical battery recycling a similar process to the Li2CO3 production 
from spodumene could be possible, as lithium is also present as Li2O. The actual 
concentrations of elements in the slag, however, is unknown (Vadenbo, 2009). A reliable 
consideration of recycling would require an own study and is therefore considered out of 
the scope of this publication. Recycling is a multi-output process driven by economic and 
regulatory incentive that is influenced by potential trade-offs. Accordingly, a system 
expansion would be necessary to account for the environmental impacts of the products 
leaving the process. In the case of lithium recovery from the slag of a pyrometallurgical 
battery recycling process, for instance, the slag is currently suitable as substitute in 
concrete production, while lithium recovery would change the slag structure in a way that 
it is not directly applicable for this process anymore (Vadenbo, 2009).  

A.3 Life Cycle Inventories Li2CO3 

A.3.1 Life Cycle Inventory Li2CO3 from natural brines 

The following tables list the inventory data for the datasets related to the brine process. 
The dataset for Li2CO3 production from concentrated brine is only listed once (Table 
A.13) as it does not change for the other datasets (despite the choice of the dataset for the 
concentrated brine input). 
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Table A.12: LCI Concentrated lithium brine, from natural brines (favorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value Unit 

Lithium, in 
ground 

C
on

ce
nt

ra
te

d 
lit

hi
um

 b
rin

e,
 a

t p
la

nt
  

(f
av

or
ab

le
 c

on
di

tio
ns

) 

 Efficiency 90% Lithium, 0.15% in 
brine, in ground 6.67E-02 kg 

Occupation, 
mineral 
extraction site 

  
Occupation, 
mineral extraction 
site 

1.71E-02 m2a 

Transformation, 
from unknown  life time plant: 50a Transformation, 

from unknown 3.41E-04 m2 

Transformation, 
to mineral 
extraction site 

  
Transformation, to 
mineral extraction 
site 

3.41E-04 m2 

Diesel (burned 
in building 
machine) 

 operational data 
2009 

Diesel, burned in 
building 
machine/GLO S 

1.15E-01 MJ 

Electricity  operational data 
2009 

Electricity, low 
voltage, at 
grid/BR U 

7.14E-03 kWh 

 Waste heat to 
air 

from electricity 
consumption, low 
population density 

Heat, waste 2.57E-02 MJ 

 

Concentrated 
Li brine, at 
plant 
(favorable 
conditions) 

6% Li content  1.00E+00 kg 
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Table A.13: LCI Li2CO3 production, from natural brines. 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value Unit 

Concentrated 
lithium brine 

Li
2C

O
3, 

fr
om

 b
rin

e,
 a

t p
la

nt
 (

fa
vo

ra
bl

e 
co

nd
iti

on
s) 

 6% Li content, from 
environmental permits 
(maximum value) 

 4.19E+00 kg 

Organic 
solvents 

 Environmental permit. 
Includes proxy for 
"SCAID (carrier del 
extractante)", or "mezclas 
de parafinas y aromáticos" 

Solvents, organic, 
unspecified, at 
plant/GLO S 

1.67E-02 kg 

Lime  Environmental permit Quicklime, milled, 
loose, at plant/CH S 7.25E-02 kg 

Sulfuric acid  Environmental permit Sulphuric acid, liquid, 
at plant/RER S 2.52E-02 kg 

Hydrochloric 
acid 

 
Environmental permit 

Hydrochloric acid, 
30% in H2O, at 
plant/RER S 

4.00E-02 kg 

Alcohol  Environmental permit. 
Proxy for "alcohol" 

2-methyl-2-butanol, at 
plant/RER S 5.45E-04 kg 

Soda ash  Environmental permit.  Soda, powder, at 
plant/RER S 2.12E+00 kg 

Sodium 
hydroxide 

 

Environmental permit.  

Sodium hydroxide, 
50% in H2O, 
production mix, at 
plant/RER S 

2.08E-05 kg 

Bentonite 
("Filtering 
earth") 

 Environmental permit. 
Proxy for "filtering earth" 

Bentonite, at 
processing/DE S 1.44E-02 kg 

Electricity 
 

Environmental permit 
Electricity, medium 
voltage, production 
BR, at grid/BR S 

5.80E-01 kWh 

Diesel 
 

Operational data 
Diesel, burned in 
building 
machine/GLO U 

1.88E+00 MJ 

Natural gas 
 Operational data. Includes 

input of liqu. natural gas 
(to account for emissions) 

Natural gas, burned in 
industrial furnace 
>100kW/RER S 

2.96E+00 MJ 

Liquefied gas  Operational data Natural gas, liquefied, 
at freight ship/JP S 4.13E-02 Nm3 

Credit liquefied 
gas 

 Credit, because of the 
input of natural gas in the 
process "natural gas, 
burned in…" 

Natural gas, high 
pressure, at 
consumer/RER S 

-1.62E+00 MJ 

Chemical plant   Chemical plant, 
organics/RER/I S 4.17E-10 u 

Transport, lorry 
>16t 

 Environmental permit and 
personal communication 

Transport, lorry 7.5-
16t, EURO3/RER S 1.40E-03 tkm 

Transport, lorry 
>32t 

 Environmental permit and 
personal communication 

Transport, lorry 16-
32t, EURO3/RER S 1.35E+00 tkm 

 Heat, waste 
form electricity 
consumption, low 
population density 

Heat, waste 5.20E-02 MJ 

 
Disposal, solid 
waste, non 
hazardous 

Environmental permit. 
"Residuos industriales no 
peligrosos" 

Disposal, 
decarbonising waste, 
30% water, to residual 
material landfill/CH S 

6.41E+00 kg 

 
Disposal, solid 
waste, 
hazardous 

Environmental permit. 
"Residuos industriales 
peligrosos" 

Disposal, hazardous 
waste, 0% water, to 
underground 
deposit/DE S 

2.05E-04 kg 

 Domestic 
waste 

Environmental permit. 
"Residuos sólidos 
domésticos" 

Disposal, 
decarbonising waste, 
30% water, to residual 
material landfill/CH S 

1.83E-04 kg 

 Li2CO3, from 
brine, at plant   1.00E+00 kg 
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Table A.14: LCI Concentrated lithium brine, from natural brines (unfavorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value Unit 

Lithium, in 
ground 

C
on

ce
nt

ra
te

d 
lit

hi
um

 b
rin

e,
 a

t p
la

nt
 

(u
nf

av
or

ab
le

 c
on

di
tio

ns
) 

 Efficiency 90% Lithium, 0.15% in 
brine, in ground 6.67E-02 kg 

Occupation, 
mineral 
extraction site 

  
Occupation, 
mineral extraction 
site 

8.69E-02 m2a 

Transformation, 
from unknown  life time plant: 50a Transformation, 

from unknown 1.74E-03 m2 

Transformation, 
to mineral 
extraction site 

  
Transformation, to 
mineral extraction 
site 

1.74E-03 m2 

Diesel (burned 
in building 
machine) 

 

not adapted from 
favorable 
conditions, despite 
the higher area 
use, because of 
relevance 

Diesel, burned in 
building 
machine/GLO S 

1.15E-01 MJ 

Electricity  see above 
Electricity, 
medium voltage, at 
grid BR 

7.14E-03 kWh 

Heat 
  

For evaporation of 
50% of water 
necessary to get a 
brine with 6% Li  

Heat, unspecific, 
in chemical 
plant/RER S 

1.92E+02 MJ 

 Waste heat to 
air 

from electricity 
consumption, low 
population density 

Heat, waste 2.57E-02 MJ 

 

Concentrated 
Li brine, at 
plant 
(unfavorable 
conditions) 

6% Li content  1.00E+00 kg 

 

A.3.2 Life Cycle Inventory Li2CO3 from ores 

The following tables list the inventory data for the datasets related to the spodumene 
process. The dataset for Li2CO3 production from spodumene concentrate is only listed 
once (Table A.16) as it does not change for the other datasets (despite the choice of the 
dataset for the concentrated spodumene input). 
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Table A.15: LCI spodumene concentrate (under favorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent Mean value Unit 

Lithium, in 
ground 

S
po

du
m

en
e 

co
nc

en
tr

at
e,

 a
t pl
an

t (
fa

vo
ra

bl
e 

co
nd

iti
on

s) 

 Ore grade 1.86%, 
overburden ratio 1.8:1 Lithium, in ground 4.99E-02 kg 

Occupation, 
mineral extraction 
site 

 

(Mining) Proxy from 
copper (standard value 
for non-ferrous 
metals) 

Occupation, mineral 
extraction site 2.01E-04 m2a 

Transformation, 
from forest  

(Mining) Proxy from 
copper (standard value 
for non-ferrous 
metals) 

Transformation, from 
forest 6.70E-06 m2 

Transformation, 
to mineral 
extraction site 

  Transformation, to 
mineral extraction site 6.70E-06 m2 

Recultivation of 
mine  

(Mining) assumption 
80% of mine area is 
recultivated 

Recultivation, iron 
mine/GLO U 5.36E-06 m2 

Mine  
(Mining) annual 
production 1'220'000 
t/a, life time: 50 years 

Non-ferrous metal 
mine, surface/GLO/I 
U 

5.00E-11 u 

Fatty acids  

(Beneficiation), from 
Garrett 2004: 
""reagent was 700g of 
fatty acids per tone of 
ore" 

 fatty acids, from 
vegetarian oil, at 
plant/RER U 

1.88E-03 kg 

Diesel (burned in 
building machine)  (Mining) Proxy from 

iron 

Diesel, burned in 
building 
machine/GLO U 

7.89E-02 MJ 

Electricity  

(Beneficiation) Proxy 
from manganese 
(includes both mining 
and electricity). 

Electricity, medium 
voltage, production, at 
grid/DE AUS U 

1.18E-02 kWh 

Blasting  (Mining): Proxy from 
iron ore Blasting/RER U 8.39E-04 kg 

Water  (Beneficiation) Water, river 2.14E+00 m3 

Steel  

(Beneficiation):abrasio
n in mill (steel balls 
etc.). Proxy from 
manganese concentrate 

Steel, converter, 
chromium steel 18/8, 
at plant/RER U 

8.02E-04 kg 

 

tailings, not 
inventoried 
(assumed to be 
used for 
recultivation) 

  0.00E+00  

 Dust, coarse 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, > 10um 4.46E-03 kg 

 Dust, medium 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, > 2.5 um, 
and > 10 um 4.02E-03 kg 

 Dust, fine 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, < 2.5um 4.46E-04 kg 

 Waste heat to 
air 

from electricity 
consumption, low 
population density 

Heat, waste 4.23E-02 MJ 

 

Spodumene 
concentrate, at 
plant 
(favorable 
conditions) 

3.49% Lithium  1.00E+00 kg 
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Table A.16: LCI Li2CO3 production, from spodumene ore. 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value Unit 

Spodumene 
concentrate 

Li
2C

O
3, 

fr
om

 s
po

du
m

en
e 

or
e,

 a
t p

la
nt

 

 

Calculated from 
3.49% Li in 
concentrate and 
process efficiency 
of 90% ("yield" in 
Ullmanns, 2004) 

 5.98E+00 kg 

Water  

generic, 
approximation 
from Gendorf 
(2000) 

Water, cooling, 
unspecified natural 
origin/m3 

2.40E-02 m2 

Sulphuric acid  
stoichiometric 
calculation, yield 
90% 

Sulphuric acid, 
liquid, at 
plant/RER U 

1.47E+00 kg 

Soda  
stoichiometric 
calculation, yield 
90% 

Soda, powder, at 
plant/RER U 1.59E+00 kg 

Heat  

Kim (2003): 
"steam" plus 
decriptation of 
spodumene 

Heat, unspecific, 
in chemical 
plant/RER S 

7.30E+00 MJ 

Electricity  Kim (2003) 

Electricity, 
medium voltage, 
production AUS 
(Anna), at 
grid/DE AUS U 

1.01E-02 MJ 

Transport, lorry   
Standard distances 
from Frischknecht 
2007  

Transport, lorry 
>28t, fleet 
average/CH U 

9.05E-01 tkm 

Transport, rail  
Standard distances 
from Frischknecht 
2008 

Transport, freight, 
rail/RER U 5.43E+00 tkm 

Chemical plant, 
organic  

generic: output 
50'000t/a, lifetime 
50a 

Chemical plant, 
organics/RER/I 
U 

4.00E-10  

 Waste heat to 
air 

from electricity 
consumption, high 
population density 

Heat, waste 5.31E+00 MJ 

 Sulfate, to air 

0.2% of excess 
sulfuric acid (10% 
excess), high 
population density 

Sulfate 1.17E-03 kg 

 Sulfate, to river

0.98% of excess 
sulfuric acid (10% 
excess), high 
population density 

Sulfate 5.79E-01 kg 

 Sodium, ion, to 
river 

from 10% excess 
Soda Sodium, ion 6.91E-02 kg 

 Carbonate, to 
river 

from 10% excess 
Soda Carbonate 9.02E-02 kg 

 Disposal, inert 
waste 

From mass 
balance 

Disposal, inert 
waste, 5% water, 
to inert material 
landfill/CH U 

7.31E+00 kg 

 
Li2CO3, from 
spodumene 
ore, at plant 

  1.00E+00 kg 
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Table A.17: LCI spodumene concentrate (unfavorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent Mean value Unit 

Lithium, in 
ground 

S
po

du
m

en
e 

co
nc

en
tr

at
e,

 a
t p

lan
t (

un
fa

vo
ra

bl
e 

co
nd

iti
on

s)
 

 Ore grade 0.58%, 
overburden ratio 4:1 Lithium, in ground 4.99E-02 kg 

Occupation, 
mineral extraction 
site 

 (Mining) Proxy from 
copper 

Occupation, mineral 
extraction site 6.45E-04 m2a 

Transformation, 
from forest  (Mining) Proxy from 

copper 
Transformation, from 
forest 2.15E-05 m2 

Transformation, 
to mineral 
extraction site 

 (Mining) Proxy from 
copper 

Transformation, to 
mineral extraction site 2.15E-05 m2 

Recultivation of 
mine  

(Mining) assumption 
80% of mine area is 
recultivated 

Recultivation, iron 
mine/GLO U 1.72E-05 m2 

Mine  
(Mining) annual 
production 1'220'000 
t/a, life time: 50 years 

Non-ferrous metal 
mine, surface/GLO/I 
U 

7.69E-11 u 

Fatty acids  

(Beneficiation), from 
Garrett 2004: 
""reagent was 700g of 
fatty acids per tone of 
ore" 

 fatty acids, from 
vegetarian oil, at 
plant/RER U 

6.02E-03 kg 

Diesel (burned in 
building machine)  (Mining) Proxy from 

iron 

Diesel, burned in 
building 
machine/GLO U 

4.52E-01 MJ 

Electricity  

(Beneficiation) Proxy 
from manganese 
(includes both mining 
and electricity). 

Electricity, medium 
voltage, production, at 
grid/DE AUS U 

3.77E-02 kWh 

Blasting  (Mining): Proxy from 
iron ore Blasting/RER U 4.80E-03 kg 

Water  (Beneficiation) Water, river 6.88E+00 m3 

Steel  

(Beneficiation):abrasio
n in mill (steel balls 
etc.). Proxy from 
manganese concentrate 

Steel, converter, 
chromium steel 18/8, 
at plant/RER U 

2.57E-03 kg 

 

tailings, not 
inventoried 
(assumed to be 
used for 
recultivation) 

  0.00E+00 kg 

 Dust, coarse 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, > 10um 2.56E-02 kg 

 Dust, medium 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, > 2.5 um, 
and > 10 um 2.30E-02 kg 

 Dust, fine 

low population 
density, proxy from 
bauxite mining (similar 
to iron ore mining)  

Particulates, < 2.5um 2.56E-03 kg 

 Waste heat to 
air 

from electricity 
consumption, low 
population density 

Heat, waste 1.36E-01 MJ 

 

Spodumene 
concentrate, at 
plant 
(unfavorable 
conditions) 

3.49% Lithium  1.00E+00 kg 
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A.3.3 Life Cycle Inventory Li2CO3 from seawater 

The Table A.18 and Table A.19 list the inventory data for the datasets related to the 
seawater process. 

Table A.18: LCI Li2CO3 production, from seawater (under favorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value 

Uni
t 

Lithium, in 
seawater 

Li
2C

O
3, 

fr
om

 s
ea

w
at

er
, a

t p
la

nt
 (

fa
vo

ra
bl

e 
co

nd
iti

on
s)

 

 not inventoried   kg 

Occupation, 
unknown  

155 squaremiles 
(=40144815m2) for 
10^6lg Li/a (=5.32kg 
Li2CO3/a) 

Occupation, 
unknown 

7.54E+0
1 m2a 

Transformation, 
from unknown  life time 50a Transformation, 

from unknown 
1.51E+0

0 m2 

Transformation, 
to unknown   Transformation, to 

unknown 
1.51E+0

0 m2 

Polystyrene  Proxy for ion-exchange 
resi 

polystyrene, general 
purpose, GPPS, at 
plant 

1.14E-01 kg 

Benzene  Proxy for ion-exchange 
resi  benzene, at plant 1.82E-02 kg 

Heat  

For evaporation in 
order to receive 
concentrated brine with 
6% Li 

heat, unspecific, in 
chemical plant 

5.05E+0
2 MJ 

Electricity  
for pumping, from 
Steinberg & Dang 
(1975) 

Electricity, medium 
voltage, at grid JP 3.35E-03 kWh

Hydrochloric 
acid  From Steinberg & Dang 

(1975) 

hydrochloric acid, 
30% in H2O, at 
plant 

7.31E+0
1 kg 

Organic solvents  See LCI Li2CO3, from 
brine 

Solvents, organic, 
unspecified, at 
plant/GLO S 

1.67E-02 kg 

Lime  See LCI Li2CO3, from 
brine 

Quicklime, milled, 
loose, at plant/CH S 7.25E-02 kg 

Sulfuric acid  See LCI Li2CO3, from 
brine 

Sulphuric acid, 
liquid, at plant/RER 
S 

2.52E-02 kg 

Hydrochloric 
acid  See LCI Li2CO3, from 

brine 

Hydrochloric acid, 
30% in H2O, at 
plant/RER S 

4.00E-02 kg 

Alcohol  See LCI Li2CO3, from 
brine 

2-methyl-2-butanol, 
at plant/RER S 5.45E-04 kg 

Soda ash  See LCI Li2CO3, from 
brine 

Soda, powder, at 
plant/RER S 

2.12E+0
0 kg 

Sodium 
hydroxide  See LCI Li2CO3, from 

brine 

Sodium hydroxide, 
50% in H2O, 
production mix, at 
plant/RER S 

2.08E-05 kg 

Bentonite 
("Filtering 
earth") 

 See LCI Li2CO3, from 
brine 

Bentonite, at 
processing/DE S 1.44E-02 kg 

Electricity  See LCI Li2CO3, from 
brine 

Electricity, medium 
voltage, production 
BR, at grid/BR S 

5.80E-01 kWh
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Table A.18: continued. 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value 

Uni
t 

Diesel 

Li
2C

O
3, 

fr
om

 s
ea

w
at

er
, a

t p
la

nt
 (

fa
vo

ra
bl

e 
co

nd
iti

on
s) 

 See LCI Li2CO3, from 
brine 

Diesel, burned in 
building 
machine/GLO U 

1.88E+0
0 MJ 

Natural gas  See LCI Li2CO3, from 
brine 

Natural gas, burned 
in industrial furnace 
>100kW/RER S 

2.963532
477 MJ 

Liquefied gas  See LCI Li2CO3, from 
brine 

Natural gas, 
liquefied, at freight 
ship/JP S 

4.13E-02 Nm3

Credit liquefied 
gas  See LCI Li2CO3, from 

brine 

Natural gas, high 
pressure, at 
consumer/RER S 

-
1.62E+0

0 
MJ 

Chemical plant  See LCI Li2CO3, from 
brine 

Chemical plant, 
organics/RER/I S 7.83E-09 u 

Transport, lorry   
Transport, lorry 
>28t, fleet 
average/CH U 

7.55E+0
0 tkm 

Transport, train   Transport, freight, 
rail/RER U 

4.53E+0
1 tkm 

 Heat, waste 
from electricity 
consumption, low 
population density 

Heat, waste 2.10E+0
0 MJ 

 

Disposal, 
solid waste, 
non 
hazardous 

See LCI Li2CO3, from 
brine 

Disposal, 
decarbonising waste, 
30% water, to 
residual material 
landfill/CH S 

6.41E+0
0 kg 

 
Disposal, 
solid waste,  
hazardous 

See LCI Li2CO3, from 
brine 

Disposal, hazardous 
waste, 0% water, to 
underground 
deposit/DE S 

2.05E-04 kg 

 Domestic 
waste 

See LCI Li2CO3, from 
brine 

Disposal, 
decarbonising waste, 
30% water, to 
residual material 
landfill/CH S 

1.83E-04 kg 

 

Li2CO3, 
from 
seawater, at 
plant 
(favorable 
conditions) 

  1.00E+0
0 kg 
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Table A.19: LCI Li2CO3 production, from seawater (unfavorable conditions). 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value 

Uni
t 

Lithium, in 
seawater 

Li
2C

O
3, 

fr
om

 s
ea

w
at

er
, a

t p
la

nt
 (

un
fa

vo
ra

bl
e 

co
nd

iti
on

s)
 

 not inventoried   kg 

Heat  
10% of from 
benchmark plant, 50% 
for heat 

 heat, unspecific, in 
chemical plant 

2.71E+0
3 MJ 

Electricity  
10% of from 
benchmark plant, 50% 
for electricity 

Electricity, medium 
voltage, at grid JP 

7.51E+0
2 kWh

Hydrochloric 
acid  taken from best case, 

without adaptation 

hydrochloric acid, 
30% in H2O, at 
plant 

7.31E+0
1 kg 

Organic solvents  See LCI Li2CO3, from 
brine 

Solvents, organic, 
unspecified, at 
plant/GLO S 

1.67E-02 kg 

Lime  See LCI Li2CO3, from 
brine 

Quicklime, milled, 
loose, at plant/CH S 7.25E-02 kg 

Sulfuric acid  See LCI Li2CO3, from 
brine 

Sulphuric acid, 
liquid, at plant/RER 
S 

2.52E-02 kg 

Hydrochloric 
acid  See LCI Li2CO3, from 

brine 

Hydrochloric acid, 
30% in H2O, at 
plant/RER S 

4.00E-02 kg 

Alcohol  See LCI Li2CO3, from 
brine 

2-methyl-2-butanol, 
at plant/RER S 5.45E-04 kg 

Soda ash  See LCI Li2CO3, from 
brine 

Soda, powder, at 
plant/RER S 

2.12E+0
0 kg 

Sodium 
hydroxide  See LCI Li2CO3, from 

brine 

Sodium hydroxide, 
50% in H2O, 
production mix, at 
plant/RER S 

2.08E-05 kg 

Bentonite 
("Filtering 
earth") 

 See LCI Li2CO3, from 
brine 

Bentonite, at 
processing/DE S 1.44E-02 kg 

Electricity  See LCI Li2CO3, from 
brine 

Electricity, medium 
voltage, production 
BR, at grid/BR S 

5.80E-01 kWh

Diesel  See LCI Li2CO3, from 
brine 

Diesel, burned in 
building 
machine/GLO U 

1.88E+0
0 MJ 

Natural gas  See LCI Li2CO3, from 
brine 

Natural gas, burned 
in industrial furnace 
>100kW/RER S 

2.963532
477 MJ 

Liquefied gas  See LCI Li2CO3, from 
brine 

Natural gas, 
liquefied, at freight 
ship/JP S 

4.13E-02 Nm3

Credit liquefied 
gas  See LCI Li2CO3, from 

brine 

Natural gas, high 
pressure, at 
consumer/RER S 

-
1.62E+0

0 
MJ 

Chemical plant  See LCI Li2CO3, from 
brine 

Chemical plant, 
organics/RER/I S 7.83E-09 u 

Transport, lorry   
Transport, lorry 
>28t, fleet 
average/CH U 

7.54E+0
3 tkm 

Transport, train   Transport, freight, 
rail/RER U 

4.52E+0
4 tkm 
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Table A.19: continued. 

Input Process 
Name Output Remarks Modul name in 

Ecoinvent 
Mean 
value 

Uni
t 

 

Li
2C

O
3, 

fr
om

 s
ea

w
at

er
, a

t p
la

nt
  

(u
nf

av
or

ab
le

 c
on

di
tio

ns
) 

Heat, waste 
from electricity 
consumption, low 
population density 

Heat, waste 2.71E+0
3 MJ 

 

Disposal, 
solid waste, 
non 
hazardous 

See LCI Li2CO3, from 
brine 

Disposal, 
decarbonising waste, 
30% water, to 
residual material 
landfill/CH S 

6.41E+0
0 kg 

 
Disposal, 
solid waste,  
hazardous 

See LCI Li2CO3, from 
brine 

Disposal, hazardous 
waste, 0% water, to 
underground 
deposit/DE S 

2.05E-04 kg 

 Domestic 
waste 

See LCI Li2CO3, from 
brine 

Disposal, 
decarbonising waste, 
30% water, to 
residual material 
landfill/CH S 

1.83E-04 kg 

 

Li2CO3, 
from 
seawater, at 
plant 
(unfav. 
conditions) 

  1.00E+0
0 kg 
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A.4 Additional data and figures LCIA results 

A.4.1 Environmental impacts of Li2CO3 production 

Table A.20 contains the information underlying Figure 2.4 in Chapter 2 (LCIA results for 
Li2CO3 production from the three deposit types). 

Table A.20: Absolute values related to Figure 2.4 in Chapter 2. 
Favorable 
conditions 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential), 100a 

EI99 (H/A) (ecoindicator 
99) 

 
[MJ-eq] 

[% of brine 
favorable] 

[kg CO2 eq] 
[% of brine 
favorable] 

[Pt] 
[% of brine 
favorable] 

from brine 28.43 100 2.02 100 0.19 100
from spodumene 33.87 119.15 2.27 112.14 0.23 120.32
from seawater 2099.63 7386.02 118.59 5868.73 13.48 7034.76

Unfavorable 
conditions 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential), 100a 

EI99 (H/A) (ecoindicator 
99) 

 
[MJ-eq] 

[% of brine 
favorable] 

[kg CO2 eq] 
[% of brine 
favorable] 

[Pt] 
[% of brine 
favorable] 

from brine 1285.05 4520.52 82.01 4058.67 4.81 2513.06
from spodumene 38.95 137.03 2.62 129.67 0.39 203.24
from seawater 14129.77 49705.33 746.97 36965.55 42.80 22341.63

 

It follows the detailed graphs for the three impact assessment methods. 

Figure A.1 shows the detailed results for the impact assessment method “Cumulative 
Energy Demand” (CED). The table relating to this figure is displayed in Table A.21. Only 
the non-renewable share was included in the total. 

 

Figure A.1: LCIA result (production of 1 kg Li2CO3), CED, non-renewable. 
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Table A.21: LCIA result (production of 1 kg Li2CO3), CED [MJ-eq]. 

Label 
Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total 
(non-re-
newable) 

Li2CO3, from 
brine 
(favorable 
conditions) 

25.67 2.75 0.00 0.56 0.04 2.53 28.43 

Li2CO3, from 
brine 
(unfavorable 
conditions) 

1233.19 51.87 0.00 1.94 0.32 18.68 1285.05 

Li2CO3, from 
spodumene 
(favorable 
conditions) 

30.06 3.75 0.05 1.18 0.07 0.80 33.87 

Li2CO3, from 
spodumene 
(unfavorable 
conditions) 

35.07 3.71 0.17 2.70 0.10 0.90 38.95 

Li2CO3, from 
seawater 
(favorable 
conditions) 

1663.10 436.53 0.00 22.37 7.60 61.48 2099.63 

Li2CO3, from 
seawater 
(unfavorable 
conditions) 

10561.46 3568.30 0.01 36.98 15.15 365.86 14129.77 

 

Figure A.2 shows the detailed results for the impact assessment method “Global 
Warming Potential” (GWP) 100a. The table relating to this figure is displayed in Table 
A.22. 
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Figure A.2: LCIA result (production of 1 kg Li2CO3), GWP 100a. 
 

Table A.22: LCIA result (production of 1 kg Li2CO3), GWP 100a [kg CO2 eq]. 
Li 2CO3, from 

brine 
(favorable 

conditions) 

Li 2CO3, from 
brine 

(unfavorable 
conditions) 

Li 2CO3, from 
spodumene 
(favorable 

conditions) 

Li 2CO3, from 
spodumene 
(unfavorable 
conditions) 

Li 2CO3, from 
seawater 
(favorable 

conditions) 

Li 2CO3, from 
seawater 

(unfavorable 
conditions) 

2.02 82.01 2.27 2.62 118.59 746.97

 

Figure A.3 shows the detailed results for the impact assessment method “ecoindicator 99 
(H/A)” (EI99 H/A). The table relating to this figure is displayed in Table A.23. 

 

Figure A.3: LCIA result (production of 1 kg Li2CO3), EI99 (H/A). 
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Table A.23: LCIA result (production of 1 kg Li2CO3), EI99 (H/A) [Pt]. 

 

Li 2CO3, 
from brine 
(favorable 

conditions) 

Li 2CO3, 
from brine 

(un-
favorable 

conditions) 

Li 2CO3, 
from 

spodumene 
(favorable 

conditions) 

Li 2CO3, 
from 

spodumene 
(un-

favorable 
conditions) 

Li 2CO3, 
from 

seawater 
(favorable 

conditions) 

Li 2CO3, 
from 

seawater 
(un-

favorable 
conditions) 

Carcinogens 0.061 0.172 0.024 0.027 1.189 3.480
Resp. organics 4.2E-05 9.0E-04 4.9E-05 1.0E-04 1.3E-03 6.1E-03
Resp. 
inorganics 0.045 0.571 0.103 0.218 1.505 8.168 
Climate change 0.011 0.445 0.012 0.014 0.643 4.064
Radiation 1.0E-04 0.003 2.0E-04 2.0E-04 0.023 0.196
Ozone layer 1.1E-05 2.0E-04 4.8E-06 5.7E-06 2.9E-03 3.9E-03
Ecotoxicity 0.006 0.087 0.009 0.013 0.364 1.148
Acidification/ 
Eutrophication 0.006 0.056 0.008 0.015 0.121 0.766 
Land use 0.008 0.060 0.010 0.027 5.744 0.655
Minerals 0.003 0.006 0.006 0.010 0.176 0.259
Fossil fuels 0.057 3.470 0.067 0.081 3.829 24.822
Total 0.192 4.815 0.231 0.389 13.477 42.802

 

A.4.2 Environmental impacts of Li-ion battery production 

Table A.24 contains the information underlying Figure 2.5 in Chapter 2 (LCIA results for 
Li-ion battery production, with the Li2CO3 stemming from the three deposit types). 

Table A.24: Absolute values related to Figure 2.5 in Chapter 2. 
Favorable 
conditions 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential) 100a 

EI99 (H/A) 
(ecoindicator 99) 

 
[MJ-eq] 

[% of brine 
favorable 

conditions] 
[kg CO2 eq]

[% of brine 
favorable 

conditions] 
[Pt] 

[% of brine 
favorable 

conditions] 
from brine 101.13 100.00 5.8250 100.00 1.64 100.00
from spodumene 101.34 100.21 5.8347 100.17 1.64 100.10
from seawater 182.69 180.65 10.4154 178.80 2.17 132.11

Unfavorable 
conditions case 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential), 100a 

EI99 (H/A) 
(ecoindicator 99 

 
[MJ-eq] 

[% of brine 
favorable 

conditions] 
[kg CO2 eq]

[% of brine 
favorable 

conditions] 
[Pt] 

[% of brine 
favorable 

conditions] 
from brine 150.61 148.93 8.9751 154.08 1.83 111.20
from spodumene 101.54 100.41 5.8487 100.41 1.65 100.50
from seawater 656.41 649.10 35.1599 603.59 3.35 203.93

 

It follows the detailed graphs for the three impact assessment methods.  
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Figure A.4 shows the detailed results for the impact assessment method “Cumulative 
Energy Demand” and Table A.25 is displaying the related numbers. Only the non-
renewable share was included in the total. 

 

Figure A.4: LCIA result (production of 1 kg Li-ion battery), CED, non-renewable. 
 

Table A.25: LCIA result (production of 1 kg Li-ion battery), CED [MJ-eq]. 

 

Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total 
(non-re-
newable) 

Li-ion battery 
(brine, 
favorable 
conditions) 

83.07 18.06 0.00 1.18 0.26 6.43 101.13 

Li-ion battery 
(brine, 
unfavorable 
conditions) 

130.62 19.99 0.00 1.23 0.27 7.06 150.61 

Li-ion battery 
(spodumene, 
favorable 
conditions) 

83.24 18.10 0.00 1.20 0.26 6.36 101.34 

Li-ion battery 
(spodumene, 
unfavorable 
conditions) 

83.44 18.09 0.01 1.26 0.26 6.36 101.54 

Li-ion battery 
(seawater, 
favorable 
conditions) 

147.55 35.14 0.00 2.03 0.55 8.75 182.69 

Li-ion battery 
(seawater, 
unfavorable 
conditions) 

497.95 158.46 0.00 2.61 0.85 20.73 656.41 
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Figure A.5 shows the detailed results for the impact assessment method “Global 
Warming Potential” 100a and Table A.26 is displaying the related numbers.  

 

Figure A.5: LCIA result (production of 1 kg Li-ion battery), GWP 100a. 
 

Table A.26: LCIA result (production of 1 kg Li-ion battery), GWP 100a [kg CO2 eq]. 
Li-ion battery 

(brine, 
favorable 

conditions) 

Li-ion battery 
(brine, 

unfavorable 
conditions) 

Li-ion battery 
(spodumene, 

favorable 
conditions) 

Li-ion battery 
(spodumene, 
unfavorable 
conditions) 

Li-ion battery 
(seawater, 
favorable 

conditions) 

Li-ion battery 
(seawater, 

unfavorable 
conditions) 

5.83 8.98 5.84 5.85 10.42 35.16

 

Figure A.6 shows the detailed results for the impact assessment method “ecoindicator 99 
(H/A)” and Table A.27 is displaying the related numbers.  
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Figure A.6: LCIA result (production of 1 kg Li-ion battery), EI99 (H/A). 
 

Table A.27: LCIA result (production of 1 kg Li-ion battery), EI99 (H/A) [Pt]. 

 

Li-ion 
battery 
(brine, 

favorable 
conditions) 

Li-ion 
battery 
(brine, 

unfavorable 
conditions) 

Li-ion 
battery 
(spod., 

favorable 
conditions) 

Li-ion 
battery 
(spod., 

unfavorable 
conditions) 

Li-ion 
battery 

(seawater, 
favorable 

conditions) 

Li-ion 
battery 

(seawater, 
unfavorable 
conditions) 

Carcinogens 0.9113 0.9157 0.9098 0.91 0.9557 1.0459
Resp. organics 0.0002 0.0003 0.0002 0.0002 0.0003 0.0005
Resp. 
inorganics 

0.2209 0.2416 0.2232 0.2277 0.2784 0.5408 

Climate change 0.0316 0.0487 0.0317 0.0317 0.0565 0.1912
Radiation 0.0009 0.001 0.0009 0.0009 0.0018 0.0086
Ozone layer 1.41E-05 2.27E-05 1.39E-05 1.39E-05 0.0001 0.0002
Ecotoxicity 0.147 0.1501 0.147 0.1472 0.161 0.1919
Acidification/ 
Eutrophication 

0.0125 0.0145 0.0126 0.0129 0.017 0.0425 

Land use 0.0106 0.0127 0.0107 0.0114 0.2365 0.0361
Minerals 0.1392 0.1394 0.1393 0.1395 0.146 0.1493
Fossil fuels 0.169 0.3033 0.1693 0.1699 0.3175 1.1442
Total 1.6433 1.8273 1.6450 1.6515 2.1710 3.3512

 

A.4.3 Environmental impacts of transportation 

Table A.28 contains the information underlying Figure 2.6 in Chapter 2 (results for 
transportation, with the Li2CO3 in the batteries for the EV stemming from the three 
deposit types). 
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Table A.28: Absolute values related to Figure 2.6 in Chapter 2. 
Favorable 
conditions 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential), 100a 

EI99 (H/A) (ecoindicator 
99) 

 
[MJ-eq] 

[% of brine 
favorable 

conditions] 

[kg CO2 
eq] 

[% of brine 
favorable 

conditions] 
[Pt] 

[% of brine 
favorable 

conditions] 
from brine 3.18 100.00 0.16 100.00 0.02 100.00
from spodumene 3.18 100.01 0.16 100.01 0.02 100.02
from seawater 3.34 105.13 0.17 105.70 0.02 107.01
ICEV 3.64 114.42 0.23 143.40 0.02 110.52

Unfavorable 
conditions 

CED (Cumulated Energy 
Demand), non-renewable

GWP (Global Warming 
Potential), 100a 

EI99 (H/A) (ecoindicator 
99) 

 
[MJ-eq] 

[% of brine 
favorable 

conditions] 

[kg CO2 
eq] 

[% of brine 
favorable 

conditions] 
[Pt] 

[% of brine 
favorable 

conditions] 
from brine 3.28 103.11 0.17 103.91 0.02 102.44
from spodumene 3.18 100.03 0.16 100.03 0.02 100.11
from seawater 4.29 134.94 0.22 136.44 0.02 122.68

 

It follows the detailed graphs for the three impact assessment methods.  

Figure A.7 shows the detailed results for the impact assessment method “Cumulative 
Energy Demand” and Table A.29 is displaying the related numbers. Only the non-
renewable share was included in the total and now also the ICEV is shown as reference. 

 

Figure A.7: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, non-renewable. 
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Table A.29: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED [MJ-eq]. 

 

Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total 
(non-re-
newable) 

Transporta
-tion EV 
(brine, 
favorable 
conditions) 

2.17 1.01 0.00 0.04 0.02 0.14 3.18 

Transporta
-tion EV 
(brine, 
unfav. 
conditions) 

2.27 1.01 0.00 0.04 0.02 0.14 3.28 

Transporta
-tion EV 
(spod., 
favorable 
conditions) 

2.17 1.01 0.00 0.04 0.02 0.14 3.18 

Transporta
-tion EV 
(spod., 
unfav. 
conditions) 

2.17 1.01 0.00 0.04 0.02 0.14 3.18 

Transporta
-tion EV 
(seawater, 
favorable 
conditions) 

2.30 1.04 0.00 0.04 0.02 0.14 3.34 

Transporta
-tion EV 
(seawater, 
unfav. 
conditions) 

3.00 1.29 0.00 0.04 0.02 0.16 4.29 

Transporta
-tion ICEV 
(EURO05) 

3.43 0.21 0.00 0.01 0.00 0.04 3.64 

 

Figure A.8 shows the detailed results for the impact assessment method “Global 
Warming Potential” (GWP) 100a and Table A.30 is displaying the related numbers.  
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Figure A.8: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a. 
 

Table A.30: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a [kg CO2 eq]. 
Transporta-

tion EV 
(brine, 

favorable 
conditions) 

Transporta-
tion EV 
(brine, 

unfavorable 
conditions) 

Transporta-
tion EV 
(spod., 

favorable 
conditions) 

Transporta-
tion EV 
(spod., 

unfavorable 
conditions) 

Transporta-
tion EV 

(seawater, 
favorable 

conditions) 

Transporta-
tion EV 

(seawater, 
unfavorable 
conditions) 

Transporta-
tion ICEV 
(EURO05) 

0.16 0.17 0.16 0.16 0.17 0.22 0.23

 

Figure A.9 shows the detailed results for the impact assessment method “ecoindicator 99 
(H/A)” and Table A.31 is displaying the related numbers.  
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Figure A.9: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A). 
 

Table A.31: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A) [mPt]. 

 

Transpor-
tation EV 

(brine, 
favorable 

cond.) 

Transpor-
tation EV 

(brine, 
unfavor-

able 
cond.) 

Transpor-
tation EV 
(spodu-
mene, 

favorable 
cond.) 

Transpor-
tation EV 
(spodu-
mene, 

unfavo-
rable 

cond.) 

Transpor-
tation EV 
(seawater, 
favorable 

cond.) 

Transpor-
tation EV 
(seawater, 
unfavor-

able 
cond.) 

Transpor-
tation 
ICEV 

(EURO 
05) 

Carcinogens 5.01 5.02 5.00 5.01 5.10 5.28 1.17
Resp. 
organics 

0.00 0.00 0.00 0.00 0.00 0.00 0.01 

Resp. 
inorganics 

3.11 3.15 3.11 3.12 3.22 3.75 2.35 

Climate 
change 

0.88 0.91 0.88 0.88 0.93 1.19 1.26 

Radiation 0.05 0.05 0.05 0.05 0.06 0.07 0.01
Ozone layer 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ecotoxicity 1.34 1.35 1.34 1.34 1.37 1.43 1.09
Acidification
/ Eutrophi-
cation 

0.20 0.20 0.20 0.20 0.21 0.26 0.19 

Land use 0.12 0.13 0.13 0.13 0.58 0.18 0.17
Minerals 0.59 0.59 0.59 0.59 0.60 0.61 0.19
Fossil fuels 3.75 4.02 3.76 3.76 4.05 5.70 10.19
Total 15.06 15.43 15.06 15.07 16.11 18.47 16.64

 

A.4.4 Environmental impacts of transportation, sensitivities 

Sensitivities are taken from Notter et al (2010), please refer to this paper for explanation. 
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A.4.4.1 Sensitivity 1: vehicle life 

The results shown in Figure A.10 (CED), Figure A.11 (GWP) and Figure A.12 (EI99), 
refer to extending the lifespan of the vehicle from 150000 to 240000km (which implies 
that the battery pack must be replaced once). Table A.32, Table A.33, Table A.34 show 
the referring values. 

 

Figure A.10: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, non-renewable, 
sensitivity (life span 240’000km, two battery packs for EVs). 
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Table A.32: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, sensitivity (life span 
240’000km, two battery packs for EVs) [MJ-eq]. 

 

Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total 
(non-re-
newable) 

Transportation 
EV (brine, 
favorable 
conditions) 

1.99 0.96 0.00 0.04 0.02 0.13 2.96 

Transportation 
EV (brine, 
unfavorable 
conditions) 

2.11 0.97 0.00 0.04 0.02 0.13 3.08 

Transportation 
EV (spod., 
favorable 
conditions) 

1.99 0.96 0.00 0.04 0.02 0.13 2.96 

Transportation 
EV (spod., 
unfavorable 
conditions) 

1.99 0.96 0.00 0.04 0.02 0.13 2.96 

Transportation 
EV (seawater, 
favorable 
conditions) 

2.15 1.00 0.00 0.04 0.02 0.13 3.16 

Transportation 
EV (seawater, 
unfavorable 
conditions) 

3.03 1.31 0.00 0.04 0.02 0.16 4.34 

Transportation 
ICEV 
(EURO05) 

3.19 0.16 0.00 0.01 0.00 0.03 3.35 
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Figure A.11: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP, 100a, sensitivity 
(life span 240’000km, two battery packs for EVs). 
 

Table A.33: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP, 100a, sensitivity 
(life span 240’000km, two battery packs for EVs) [kg CO2 eq]. 

Transporta-
tion EV 
(brine, 

favorable 
conditions) 

Transporta-
tion EV 
(brine, 

unfavorable 
conditions) 

Transporta-
tion EV 

(spodumene
, favorable 
conditions) 

Transporta-
tion EV 

(spodumene
, 

unfavorable 
conditions) 

Transporta-
tion EV 

(seawater, 
favorable 

conditions) 

Transporta-
tion EV 

(seawater, 
unfavorable 
conditions) 

Transporta-
tion ICEV 
(EURO05) 

0.15 0.16 0.15 0.15 0.16 0.22 0.22
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Figure A.12: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A), sensitivity 
(life span 240’000km, two battery packs for EVs). 
 

Table A.34: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A), sensitivity 
(life span 240’000km, two battery packs for EVs) [mPt]. 

 

Transpor-
tation EV 

(brine, 
favorable 

conditions
) 

Trans. EV 
(brine, 

unfavor-
able 

conditions
) 

Trans. EV 
(spodu-
mene, 

favorable 
conditions

) 

Trans. EV 
(spod., 
unfav. 

conditions
) 

Trans. EV 
(seawater, 
favorable 

conditions
) 

Trans. EV 
(seawater, 

unfav. 
conditions

) 

Transpor-
tation 
ICEV 

(EURO05
) 

Carcinogens 4.75 4.76 4.75 4.75 4.86 5.09 0.78
Resp. 
organics 

0.00 0.00 0.00 0.00 0.00 0.00 0.01 

Resp. 
inorganics 

2.90 2.95 2.90 2.90 3.04 3.70 2.01 

Climate 
change 

0.81 0.85 0.81 0.81 0.87 1.21 1.18 

Radiation 0.05 0.05 0.05 0.05 0.05 0.07 0.01
Ozone layer 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Ecotoxicity 1.29 1.29 1.29 1.29 1.32 1.40 0.99
Acidification
/ Eutroph. 

0.19 0.19 0.19 0.19 0.20 0.26 0.17 

Land use 0.11 0.12 0.11 0.11 0.68 0.18 0.16
Minerals 0.57 0.57 0.57 0.57 0.59 0.60 0.12
Fossil fuels 3.38 3.72 3.39 3.39 3.76 5.82 9.69
Total 14.06 14.52 14.06 14.06 15.38 18.33 15.11

 



Appendix to Chapter 2 

____ 

171 

A.4.4.2 Sensitivity 2: electricity consumption in use phase of EV 

The results shown in Figure A.13 (CED), Figure A.14 (GWP) and Figure A.15 (EI99), 
refer to changes in the assumed energy consumption in the use phase of the EV. The 
values on the left hand side are for a lower energy consumption (-20% electricity in 
operation), the values on the right hand side are for a higher energy consumption (+20% 
electricity in operation). Table A.35, Table A.36 and Table A.37 show the referring values. 

 

Figure A.13: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, non-renewable, 
sensitivity (changes in energy consumption use phase EV). 
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Table A.35: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, sensitivity (changes 
in energy consumption use phase EV) [MJ-eq]. 

 

Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total (non-
re-

newable) 

Transportation 
EV (brine, 
favorable 
conditions) -20% 

1.92 0.85 0.00 0.03 0.02 0.12 2.94 

Transportation 
EV (brine, 
unfavorable 
conditions) -20% 

2.02 0.85 0.00 0.03 0.02 0.12 3.04 

Transportation 
EV (spod., 
favorable 
conditions) -20% 

1.93 0.85 0.00 0.03 0.02 0.12 2.94 

Transportation 
EV (spod., 
unfavorable 
conditions) -20% 

1.93 0.85 0.00 0.03 0.02 0.12 2.94 

Transportation 
EV (seawater, 
favorable 
conditions) -20% 

2.05 0.88 0.00 0.04 0.02 0.12 3.11 

Transportation 
EV (seawater, 
unfavorable 
conditions) -20% 

2.75 1.13 0.00 0.04 0.02 0.15 4.08 

Transportation 
ICEV (EURO05) 

3.43 0.21 0.00 0.01 0.00 0.04 3.64 

Transportation 
EV (brine, 
favorable 
conditions) +20% 

2.42 1.17 0.00 0.04 0.02 0.15 3.80 

Transportation 
EV (brine, 
unfavorable 
conditions) +20% 

2.51 1.17 0.00 0.04 0.02 0.16 3.90 

Transportation 
EV (spodumene, 
favorable 
conditions) +20% 

2.42 1.17 0.00 0.04 0.02 0.15 3.80 

Transportation 
EV (spodumene, 
unfavorable 
conditions) +20% 

2.42 1.17 0.00 0.04 0.02 0.15 3.81 

Transportation 
EV (seawater, 
favorable 
conditions) +20% 

2.54 1.20 0.00 0.05 0.02 0.16 3.97 

Transportation 
EV (seawater, 
unfavorable 
conditions) +20% 

3.25 1.45 0.00 0.05 0.02 0.18 4.95 
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Figure A.14: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a, sensitivity 
(changes in energy consumption use phase EV). 
 

Table A.36: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a, sensitivity 
(changes in energy consumption use phase EV) [kg CO2 eq]. 

 kg CO2 eq 
Transportation EV (brine, favorable conditions) -20% 0.14 
Transportation EV (brine, unfavorable conditions) -20% 0.15 
Transportation EV (spodumene, favorable conditions) -20% 0.14 
Transportation EV (spodumene, unfavorable conditions) -20% 0.14 
Transportation EV (seawater, favorable conditions) -20% 0.15 
Transportation EV (seawater, unfavorable conditions) -20% 0.20 
Transportation ICEV (EURO05) 0.23 
Transportation EV (brine, favorable conditions) +20% 0.18 
Transportation EV (brine, unfavorable conditions) +20% 0.19 
Transportation EV (spodumene, favorable conditions) +20% 0.18 
Transportation EV (spodumene, unfavorable conditions) +20% 0.18 
Transportation EV (seawater, favorable conditions) +20% 0.19 
Transportation EV (seawater, unfavorable conditions) +20% 0.24 
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Figure A.15: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A), sensitivity 
(changes in energy consumption use phase EV). 
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Table A.37: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A), sensitivity 
(changes in energy consumption use phase EV) [mPt]. 
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Carcinogens 4.76 4.77 4.75 4.75 4.85 5.03 1.17 5.26 5.27 5.26 5.26 5.35 5.53 
Resp. 
organics 

0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 

Resp. 
inorganics 

2.83 2.87 2.83 2.84 2.94 3.47 2.35 3.39 3.43 3.39 3.40 3.50 4.03 

Climate 
change 

0.77 0.80 0.77 0.77 0.82 1.08 1.26 0.99 1.02 0.99 0.99 1.04 1.30 

Radiation 0.05 0.05 0.05 0.05 0.05 0.06 0.01 0.06 0.06 0.06 0.06 0.06 0.08 
Ozone layer 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Ecotoxicity 1.27 1.28 1.27 1.28 1.30 1.36 1.09 1.41 1.42 1.41 1.41 1.44 1.50 
Acidification/ 
Eutroph. 

0.18 0.18 0.18 0.18 0.19 0.24 0.19 0.22 0.22 0.22 0.22 0.23 0.28 

Land use 0.12 0.12 0.12 0.12 0.57 0.17 0.17 0.13 0.14 0.13 0.14 0.59 0.19 
Minerals 0.57 0.57 0.57 0.57 0.59 0.59 0.19 0.60 0.60 0.60 0.60 0.62 0.62 

Fossil fuels 3.43 3.70 3.43 3.43 3.72 5.38 
10.1

9 
4.08 4.35 4.08 4.08 4.38 6.03 

Total 
13.9

7 
14.3

3 
13.9

7 
13.9

8 
15.0

2 
17.3

8 
16.6

4 
16.1

5 
16.5

2 
16.1

5 
16.1

7 
17.2

0 
19.5

7 

 

A.4.4.3 Sensitivity 3: Electricity mix 

The results shown in Figure A.16 (CED), Figure A.17 (GWP) and Figure A.18 (EI99), 
refer to changes in the assumed electricity supply mix in the use phase of the EV. The 
values on the left hand side are for UCTE-hydropower, the values on the right hand side 
are for UCTE-hard coal. Table A.38, Table A.39 and Table A.40 show the referring 
values. 
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Figure A.16: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, non-renewable, 
sensitivity (changes in electricity supply mix). 
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Table A.38: LCIA result (1 vehicle kilometer driven with EV/ICEV), CED, sensitivity (changes 
in electricity supply mix) [MJ-eq]. 

 

Non-re-
newable, 

fossil 

Non-re-
newable, 
nuclear 

Non-re-
newable, 
biomass 

Re-
newable, 
biomass 

Re-
newable, 

wind, 
solar, 

geother. 

Re-
newable, 

water 

Total (non-
re-

newable) 

Transportation 
EV (brine, 
favorable) hydro 

0.95 0.21 0.00 0.01 0.00 0.69 1.86 

Transportation 
EV (brine, 
unfavorable) 
hydro 

1.04 0.21 0.00 0.01 0.00 0.69 1.96 

Transportation 
EV (spod., 
favorable) hydro 

0.95 0.21 0.00 0.01 0.00 0.69 1.86 

Transportation 
EV (spod., 
unfavorable) 
hydro 

0.95 0.21 0.00 0.01 0.00 0.69 1.86 

Transportation 
EV (seawater, 
favorable) hydro 

1.08 0.24 0.00 0.01 0.00 0.69 2.03 

Transportation 
EV (seawater, 
unfavorable) 
hydro 

1.78 0.49 0.00 0.01 0.00 0.72 3.00 

Transportation 
ICEV 
(EURO05) 

3.43 0.21 0.00 0.01 0.00 0.04 3.64 

Transportation 
EV (brine, 
favorable) hard 
coal 

3.30 0.24 0.00 0.02 0.00 0.05 3.61 

Transportation 
EV (brine, 
unfavorable) 
hard coal 

3.39 0.24 0.00 0.02 0.00 0.05 3.71 

Transportation 
EV (spod., 
favorable) hard 
coal 

3.30 0.24 0.00 0.02 0.00 0.05 3.61 

Transportation 
EV (spod., 
unfavorable) 
hard coal 

3.30 0.24 0.00 0.02 0.00 0.05 3.61 

Transportation 
EV (seawater, 
favorable) hard 
coal 

3.43 0.27 0.00 0.02 0.00 0.05 3.78 

Transportation 
EV (seawater, 
unfavorable) 
hard coal 

4.13 0.52 0.00 0.03 0.01 0.08 4.75 

 

 



Appendix A 

____ 

178 

 

Figure A.17: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a, sensitivity 
(changes in electricity supply mix). 
 

Table A.39: LCIA result (1 vehicle kilometer driven with EV/ICEV), GWP 100a, sensitivity 
(changes in electricity supply mix) [kg CO2 eq]. 

 kg CO2 eq 
Transportation EV (brine, favorable conditions) -20% 0.06 
Transportation EV (brine, unfavorable conditions) -20% 0.07 
Transportation EV (spodumene, favorable conditions) -20% 0.06 
Transportation EV (spodumene, unfavorable conditions) -20% 0.06 
Transportation EV (seawater, favorable conditions) -20% 0.07 
Transportation EV (seawater, unfavorable conditions) -20% 0.12 
Transportation ICEV (EURO05) 0.25 
Transportation EV (brine, favorable conditions) +20% 0.27 
Transportation EV (brine, unfavorable conditions) +20% 0.28 
Transportation EV (spodumene, favorable conditions) +20% 0.27 
Transportation EV (spodumene, unfavorable conditions) +20% 0.27 
Transportation EV (seawater, favorable conditions) +20% 0.28 
Transportation EV (seawater, unfavorable conditions) +20% 0.33 
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Figure A.18: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A) sensitivity 
(changes in electricity supply mix). 
 

Table A.40: LCIA result (1 vehicle kilometer driven with EV/ICEV), EI99 (H/A), sensitivity 
(changes in electricity supply mix) [mPt]. 
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Carcinogens 3.76 3.76 3.75 3.75 3.84 4.03 1.17 5.08 5.09 5.07 5.08 5.17 5.35 

Resp. organics 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00 0.00 0.00 0.00 
Resp. 
inorganics 

1.74 1.78 1.74 1.75 1.85 2.38 2.35 4.39 4.44 4.40 4.41 4.51 5.03 

Climate 
change 

0.33 0.36 0.33 0.33 0.38 0.65 1.26 1.45 1.49 1.45 1.45 1.50 1.77 

Radiation 0.01 0.01 0.01 0.01 0.01 0.03 0.01 0.01 0.01 0.01 0.01 0.01 0.03 

Ozone layer 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Ecotoxicity 1.01 1.02 1.01 1.01 1.04 1.10 1.09 1.34 1.35 1.34 1.34 1.37 1.43 
Acidification/ 
Eutroph. 

0.10 0.10 0.10 0.10 0.10 0.16 0.19 0.35 0.35 0.35 0.35 0.35 0.41 

Land use 0.09 0.09 0.09 0.09 0.54 0.14 0.17 0.21 0.21 0.21 0.21 0.66 0.26 

Minerals 0.51 0.51 0.51 0.51 0.53 0.53 0.19 0.59 0.59 0.59 0.59 0.60 0.61 

Fossil fuels 2.13 2.40 2.13 2.13 2.43 4.08 10.19 3.10 3.36 3.10 3.10 3.39 5.05 

Total 9.68 10.05 9.68 9.70 10.73 13.09 16.64 16.53 16.89 16.53 16.54 17.58 19.94
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A.4.5 Fuel efficiency 

We calculated how a better fuel efficiency of the ICEV could reduce its impact of driving 
one kilometer to the level of the EV. In order to do so, we divided the difference between 
the impacts of ICEV and EV (see Table A.28) by the impacts of burning one kilogram 
petrol in the ICEV. The fuel savings can be subtracted from the assumed fuel 
consumption of 6.1 liter petrol/km (see section 2.3.4.2 in Chapter 2). The resulting values 
are shown in Table A.41. 

Table A.41: Fuel efficiency for ICEV having the same impact as different EV options. 
Fuel saving [l/100km] Related fuel consumption [l/100km]

Compared to… CED GWP EI99 CED GWP EI99
… Transportation EV 
(brine, favorable 
conditions) 

1.1 11.8 0.8 
 

5.0 -5.7 5.3 

… Transportation EV 
(brine, unfavorable 
conditions) 

0.8 10.8 0.6 
 

5.3 -4.7 5.5 

… Transportation EV 
(spodumene, favorable 
conditions) 

1.1 11.8 0.8 
 

5.0 -5.7 5.3 

… Transportation EV 
(spodumene, 
unfavorable conditions) 

1.1 11.8 0.8 
 

5.0 -5.7 5.3 

… Transportation EV 
(seawater, favorable 
conditions) 

0.7 10.3 0.3 
 

5.4 -4.2 5.8 

… Transportation EV 
(seawater, unfavorable 
conditions) 

-1.5 1.9 -1.0 
 

7.6 4.2 7.1 
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B. APPENDIX TO CHAPTER 3 

This appendix was published as Supplementary data for the published paper: Stamp, A., 
Althaus, HJ., Wäger, P. (2013), see Chapter 3. DOI: 10.1016/j.resconrec.2013.09.003 

B.1 Global production data 

If the information is disclosed, the plant’s maximum production capacity for a metal is 
indicated in Table 3.1 in Chapter 3 of this thesis. In order to get an idea of the relevance 
of Umicore Precious Metals Refining (UPMR) as a manufacturer for these metals, this 
theoretical production capacity (the actual production volumes can change depending on 
the feed the plant received within one operational year), is compared to the global 
production volumes of these metals (also in Table 3.1 in Chapter 3). The “global 
production volume” refers – if possible – to the sum of both primary and secondary 
production, as UPMR processes both feed from primary and secondary sources. The 
references are given in the caption of Table B.1. 

Table B.1: Global production volumes and references (Ref.). a: "total supply", respectively "total 
recycling", values for 2012 (Platinum Today, 2013), b: “mine production”, respectively “old 
scrap”, values for 2009 (Thomson Reuters GFMS, 2010), c: "Mine Production", respectively 
"Old Silver Scrap", values for 2011 (The Silverinstitute and Thomson Reuters GFMS, 2012), d: 
"World Refinery Production”, values for 2011 (U.S. Geological Survey, 2013), e: "world 
production", data probably from 2010 (Oakdene Hollins et al., 2011), f: "World Mine 
Production”, values for 2011 (for primary production) (U.S. Geological Survey, 2013), g: “metal 
production”, values for 2011 (for total global production, the difference to f gives the value for 
secondary production) (International Lead and Zinc Study Group (ILZSG), 2013), h: "Refined 
usage" (for total production) "Secondary refined production" (for secondary production) the 
difference gives the value for primary production, values for 2010 (International Copper Study 
Group (ICSG), 2012). 

Metal 
Global primary 

(*refinery) 
production [t/y] 

Global secondary 
production [t/y] 

Ref. 

Share on global 
primary 

(*refinery) 
production [%] 

Share on total 
global production 

[%] 

Platinum 182 57 a 13.8 10.5
Palladium 204 70 a 12.2 9.1
Rhodium 703 227 a 0.7 17.2
Gold 2652 1654 b 3.8 2.3
Silver 236884 79843 c 1.0 0.8
Indium 662* n/a d 7.6* n/a
Selenium 1980* n/a d 30.3* n/a
Tellurium 500* negligible e 30.0* 30.0
Lead 4,700,000 5,917,000 f, g 2.7 1.2
Copper 16,104,000 3,250,000 h 0.2 0.2
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B.2 Reference processes from ecoinvent 

The impacts of the reference processes from ecoinvent (ecoinvent Centre, 2010) are 
calculated for each of the impact assessment methods used in the case study, in order to 
compare their ranking to the rankings of the impacts calculated using the metal 
inventories obtained in the case study (Table 3.2 in Chapter 3, and, Table B.14, Table 
B.15, and Table B.16 in this appendix. 

The ecoinvent reference processes for primary production are listed in Table B.2: For 
platinum, rhodium, palladium, gold and silver, the ecoinvent processes for “at regional 
storage/RER” were adapted in order to only represent the consumption mix of primary 
production from ores. The ecoinvent processes are of varying quality, in particular the 
processes of the special metals selenium and indium are only based on rough 
assumptions, due to a lack of reliable data. 

The ecoinvent reference processes for secondary production are listed in Table B.3. 

Table B.2: Reference data sets primary production, from ecoinvent (ecoinvent Centre, 2010). 
Pt platinum, at regional storage/RER (excluding secondary production)
Rh rhodium, at regional storage/RER (excluding secondary production)
Pd palladium, at regional storage/RER (excluding secondary production)
Au gold, at regional storage/RER (excluding secondary production)
Ag silver, at regional storage/RER (excluding secondary production)
In indium, at regional storage (RER)
Te tellurium, semiconductor-grade, at plant (GLO)
Se selenium, at plant/ RER 
Cu copper, primary, at refinery/GLO

 

Table B.3: Reference data sets secondary production, from ecoinvent (ecoinvent Centre, 2010). 
Pt Platinum, secondary, at refinery/RER
Rh Rhodium, secondary, at refinery/RER
Pd palladium, secondary, at refinery/RER
Au gold, secondary, at precious metal refinery (SE)
Ag silver, secondary, at precious metal refinery (SE)
In No data for secondary production available
Te No data for secondary production available
Se No data for secondary production available
Cu copper, secondary, at refinery (RER)

B.3 Results case study 

B.3.1 GWP 

We calculated the Global Warming Potential (GWP) applying a time frame of 100 years 
(IPCC, 2007). 
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B.3.1.1 Graph 

See Chapter 3 (Figure 3.3). The numeric values underlying this figure are shown in Table 
B.4. 

Table B.4: Numeric values underlying Figure 3.3 in Chapter 3. Results for GWP, calculated with 
data from 2009. Normalized for the impacts of copper (=1), calculated with value based 
allocation (average metal prices 2000-2010). 

  

Value based 
(average 
prices) 

Value based 
(prices of 

2000) 

Value based 
(prices of 

2010) 
Mass based 

Precious metals 

Pt 1731.1 1498.5 1706.5 45.2 

Rh 5852.9 7057.2 3368.1 184.3 

Pd 764.8 2147.2 660.5 54.1 

Au 1038.2 782.0 1306.5 10.5 

Ag 30.7 26.6 36.7 7.9 

Special metals 

In 1378.3 673.7 792.6 76.0 

Te 63.6 48.4 65.4 15.2 

Se 17.7 11.9 18.3 14.5 

Base metals Cu 1.0 0.9 1.0 2.4 

 

B.3.1.2 Ranking 

See Chapter 3 of this thesis (Table 3.2). 

B.3.1.3 Variation of results 

Numeric values for GWP underlying Figure 3.4 and Figure 3.5 in Chapter 3 of this thesis 
are contained in Table B.4. The relative changes between results for mass based allocation 
and value based allocation with different reference years for metal prices are shown in 
Table B.5. The relative changes between results for value based allocation with different 
reference years for metal prices are shown in Table B.6. 
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Table B.5: Influence of choice between mass based and value based allocation GWP [%]. 
“Mass”: mass based allocation, “2000”: value based allocation with reference year for metal prices 
2000, “2010”: value based allocation with reference year for metal prices 2010, “average”: value 
based allocation calculated with average metal prices between 2000 and 2010. 

  Mass �o  
2000 

Mass �o  
2010 

Mass �o  
average 

Pt 3217 3678 3732

Rh 3729 1727 3076

Pd 3871 1121 1314

Au 7332 12317 9767

Ag 236 365 288

In 786 942 1713

Te 218 330 319

Se -18 26 22

Cu -65 -58 -59

Mean 1922 2037 2009

Std. Dev 2512 3788 3042

Difference < -5000 Difference > 5000

Difference < -1000 Difference > 1000

Difference < -500 Difference > 500

 

Table B.6: Influence of choice of reference years for value based allocation GWP [absolute 
difference in %].“2000”: value based allocation with reference year for metal prices 2000, “2010”: 
value based allocation with reference year for metal prices 2010, “Average”: value based 
allocation calculated with average metal prices between 2000 and 2010. 

  2000 �o  2010 Average �o  
2000 

Average �o  
2010 

Pt 13.88 13.44 1.42

Rh 52.27 20.57 42.45

Pd 69.24 180.75 13.64

Au 67.06 24.67 25.84

Ag 38.25 13.46 19.65

In 17.65 51.12 42.49

Te 35.31 24.01 2.82

Se 52.92 32.48 3.25

Cu 20.09 13.71 3.63

Mean 39.72 39.57 15.77

Std.Dev 18.97 48.27 15.50

Absolute difference > 100% 

Absolute difference > 50% 

Absolute difference > 30% 
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B.3.2 EI99 (H/A) 

We calculated the ecoindicator 99 (EI99) with the hierarchic perspective and average 
weighting (H/A) (Goedkoop and Spriensma, 2000). 

B.3.2.1 Graph 

Figure B.1 is similar to Figure 3.3 in Chapter 3 of this thesis but instead of showing 
results for GWP, the results calculated for EI99 (H/A) are presented. The numeric values 
underlying this figure are shown in Table B.7. 

 

Figure B.1: Results for EI99 (H/A), calculated with data from 2009. Normalized for the impacts 
of copper (=1), calculated with value based allocation (average metal prices 2000-2010). 
 

Table B.7: Numeric values underlying Figure B.1. Results for EI99 (H/A), calculated with data 
from 2009. Normalized for the impacts of copper (=1), calculated with value based allocation 
(average metal prices 2000-2010). 

  

Value based 
(average 
prices) 

Value based 
(prices of 

2000) 

Value based 
(prices of 

2010) 
Mass based 

Precious metals 

Pt 1846.3 1573.4 1821.2 52.6 

Rh 5965.7 7029.4 3458.7 226.1 

Pd 810.5 2222.7 700.6 67.5 

Au 1107.4 823.9 1390.8 13.0 

Ag 30.3 25.8 36.2 8.0 

Special metals 

In 1430.0 671.8 768.5 129.8 

Te 77.7 62.6 80.1 22.8 

Se 23.3 17.8 23.9 21.6 

Base metals Cu 1.0 0.9 1.0 2.7 
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B.3.2.2 Ranking 

In Table 3.2 in Chapter 3 the rankings of GWP results of this study are compared to the 
ranking of GWP results of the same metals calculated with ecoinvent datasets (ecoinvent 
Centre, 2010). Table B.8 shows the rankings for results calculated with EI99 (H/A). The 
ecoinvent processes used are listed in Table B.2 and Table B.3.  

Table B.8: Ranking (highest to lowest impacts, EI99 (H/A)) of case study results (calculated 
with data from 2009) and of existing ecoinvent processes. For In, Te and Se no ecoinvent 
processes for secondary production were available. 

Rank 

This study Ecoinvent 

Value based 
allocation, average 

prices 

Mass based 
allocation Primary Secondary 

1 Rh Rh Au Rh 

2 Pt In Rh Pd 

3 In Pd Pd Pt 

4 Au Pt Pt Au 

5 Pd Te Ag Cu 

6 Te Se In Ag 

7 Ag Au Cu 

  

8 Se Ag Te 

9 Cu Cu Se 

 

B.3.2.3 Variation of results 

Numeric values for EI99 (H/A) underlying Figure 3.4 and Figure 3.5 in Chapter 3 are 
contained in Table B.7. The relative changes between results for mass based allocation 
and value based allocation with different reference years for metal prices are shown in 
Table B.9. The relative changes between results for value based allocation with different 
reference years for metal prices are shown in Table B.10. 
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Table B.9: Influence of choice between mass based and value based allocation EI99 (H/A) [%]. 
“Mass”: mass based allocation, “2000”: value based allocation with reference year for metal prices 
2000, “2010”: value based allocation with reference year for metal prices 2010, “average”: value 
based allocation calculated with average metal prices between 2000 and 2010. 

 
Mass �o  

2000 
Mass �o  

2010 
Mass �o  
average 

Pt 2891 3362 3409 

Rh 3008 1429 2538 

Pd 3193 938 1101 

Au 6245 10610 8428 

Ag 224 354 279 

In 418 492 1002 

Te 174 251 240 

Se -18 11 8 

Cu -68 -62 -63 

Mean 1598 1730 1686 

Std. Dev 2143 3288 2646 

Difference < -5000 Difference > 5000

Difference < -1000 Difference > 1000

Difference < -500 Difference > 500

 

Table B.10: Influence of choice of reference years for value based allocation EI99 (H/A) 
[absolute difference in %]. “2000”: value based allocation with reference year for metal prices 
2000, “2010”: value based allocation with reference year for metal prices 2010, “Average”: value 
based allocation calculated with average metal prices between 2000 and 2010. 

  2000 �o  
2010 

Average �o  
2000 

Average �o  
2010 

Pt 15.75 14.78 1.36 

Rh 50.80 17.83 42.02 

Pd 68.48 174.24 13.56 

Au 68.80 25.60 25.59 

Ag 40.09 14.65 19.57 

In 14.40 53.02 46.26 

Te 27.84 19.44 2.99 

Se 34.71 23.88 2.54 

Cu 19.44 13.37 3.47 

Mean 37.59 38.14 15.96 

Std.Dev 18.87 46.65 16.17 

Absolute difference > 100% 

Absolute difference > 50% 

Absolute difference > 30% 
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B.3.3 USEtox 

We calculated with USEtox Recommended V1.01 that is with the recommended 
characterization factors (Rosenbaum et al., 2008). 

B.3.3.1 Graphs 

Figure B.2, Figure B.3, and Figure B.4 are similar to Figure 3.3 in Chapter 3 but instead of 
results for GWP, the results calculated for the three USEtox categories “human, cancer”, 
“human, non-cancer” and “ecotoxicity” are presented. The numeric values underlying 
these figures are shown in Table B.11, Table B.12 and Table B.13. 

 

Figure B.2: Results for USEtox (human, cancer), calculated with data from 2009. Normalized 
for the impacts of copper (=1), calculated with value based allocation (average metal prices 2000-
2010). 
 

 

Figure B.3: Results for USEtox (human, non-cancer), calculated with data from 2009. 
Normalized for the impacts of copper (=1), calculated with value based allocation (average metal 
prices 2000-2010). 
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Figure B.4: Results for USEtox (ecotoxicity), calculated with data from 2009. Normalized for 
the impacts of copper (=1), calculated with value based allocation (average metal prices 2000-
2010). 
 

Table B.11: Numeric values underlying Figure B.2. Results for USEtox (human, cancer), 
calculated with data from 2009. Normalized for the impacts of copper (=1), calculated with value 
based allocation (average metal prices 2000-2010). 

  

Value based 
(average 
prices) 

Value based 
(prices of 

2000) 

Value based 
(prices of 

2010) 
Mass based 

Precious metals 

Pt 3724.0 3088.5 3681.1 50.1 

Rh 11090.6 12686.2 6348.5 230.8 

Pd 1522.3 4127.8 1316.1 76.0 

Au 2208.4 1589.3 2797.6 15.4 

Ag 46.3 37.0 57.1 7.1 

Special metals 

In 1319.4 838.5 998.2 183.8 

Te 61.6 47.3 61.6 22.5 

Se 22.8 14.6 23.7 20.7 

Base metals Cu 1.0 0.8 1.1 4.2 
 

Table B.12: Numeric values underlying Figure B.3. Results for USEtox (human, non-cancer), 
calculated with data from 2009. Normalized for the impacts of copper (=1), calculated with value 
based allocation (average metal prices 2000-2010). 

  

Value based 
(average 
prices) 

Value based 
(prices of 

2000) 

Value based 
(prices of 

2010) 
Mass based 

Precious metals 

Pt 4922.2 4113.1 4846.9 42.8 

Rh 14219.6 16264.9 8116.3 264.2 

Pd 2134.2 5963.3 1823.4 89.9 

Au 3132.6 2315.4 3923.8 20.1 

Ag 69.5 57.5 84.5 7.7 

Special metals 

In 2832.6 2168.9 2358.4 1060.9 

Te 111.3 87.6 109.0 40.9 

Se 30.8 19.4 32.0 30.0 

Base metals Cu 1.0 0.7 1.1 5.0 
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Table B.13: Numeric values underlying Figure B.4. Results for USEtox (ecotoxicity), calculated 
with data from 2009. Normalized for the impacts of copper (=1), calculated with value based 
allocation (average metal prices 2000-2010). 

  

Value based 
(average 
prices) 

Value based 
(prices of 

2000) 

Value based 
(prices of 

2010) 
Mass based 

Precious metals 

Pt 3063.4 2599.1 3024.6 40.0 

Rh 9782.4 11567.5 5567.7 157.6 

Pd 1263.3 3568.3 1087.0 35.9 

Au 1814.6 1335.0 2297.1 8.2 

Ag 42.0 34.6 52.0 5.4 

Special metals 

In 1498.7 917.7 1103.7 120.7 

Te 56.6 39.1 56.7 15.5 

Se 46.9 38.5 47.7 42.0 

Base metals  Cu 1.0 0.8 1.1 3.4 

 

B.3.3.2 Ranking 

In Table 3.2 in Chapter 3 the rankings of GWP results of this study are compared to the 
ranking of GWP results of the same metals calculated with ecoinvent datasets (ecoinvent 
Centre, 2010). Table B.14, Table B.15, and Table B.16 show the rankings for results 
calculated with the three USEtox categories “human, cancer”, “human, non-cancer” and 
“ecotoxicity”. The ecoinvent processes used are listed in Table B.2 and Table B.3. 

Table B.14: Ranking (highest to lowest impacts, USEtox (human, cancer)) of case study results 
(calculated with data from 2009) and of existing ecoinvent processes. For In, Te and Se no 
ecoinvent processes for secondary production were available. 

Rank 

This study Ecoinvent 

Value based 
allocation, average 

prices 

Mass based 
allocation Primary Secondary 

1 Rh Rh Rh Au 

2 Pt In Pt Ag 

3 Au Pd Pd Rh 

4 Pd Pt Au Pd 

5 In Te In Pt 

6 Te Se Ag Cu 

7 Ag Au Te 

 8 Se Ag Cu 

9 Cu Cu Se 
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Table B.15 Ranking (highest to lowest impacts, USEtox (human, non-cancer)) of case study 
results (calculated with data from 2009) and of existing ecoinvent processes. For In, Te and Se no 
ecoinvent processes for secondary production were available. 

Rank 

This study Ecoinvent 

Value based 
allocation, average 

prices 

Mass based 
allocation Primary Secondary 

1 Rh In Rh Rh 

2 Pt Rh Pt Pd 

3 Au Pd Pd Pt 

4 In Pt In Cu 

5 Pd Te Ag Au 

6 Te Se Au Ag 

7 Ag Au Cu 

 8 Se Ag Te 

9 Cu Cu Se 

 

Table B.16 Ranking (highest to lowest impacts, USEtox (ecotoxicity)) of case study results 
(calculated with data from 2009) and of existing ecoinvent processes. For In, Te and Se no 
ecoinvent processes for secondary production were available. 

Rank 

This study Ecoinvent 

Value based 
allocation, average 

prices 

Mass based 
allocation Primary Secondary 

1 Rh Rh Rh Au 

2 Pt In Pt Rh 

3 Au Se Au Pd 

4 In Pt Pd Pt 

5 Pd Pd Ag Ag 

6 Te Te In Cu 

7 Se Au Cu 

  

8 Ag Ag Te 

9 Cu Cu Se 

 

B.3.3.3 Variation of results 

Numeric values for three USEtox categories “human, cancer”, “human, non-cancer” and 
“ecotoxicity” underlying Figure 3.4 and Figure 3.5 in Chapter 3 are contained in Table 
B.11, Table B.12, and Table B.13. The relative changes between results for mass based 
allocation and value based allocation with different reference years for metal prices are 
shown in Table B.17 (category “human, cancer”), Table B.18 (category “human, non-
cancer”), and Table B.19 (category “ecotoxicity”). The relative changes between results 
for value based allocation with different reference years for metal prices are shown for 
each USEtox category in Table B.20, Table B.21, and Table B.22. 
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Table B.17: Influence of choice between mass based and value based allocation USEtox (human, 
cancer) [%]. “Mass”: mass based allocation, “2000”: value based allocation with reference year for 
metal prices 2000, “2010”: value based allocation with reference year for metal prices 2010, 
“average”: value based allocation calculated with average metal prices between 2000 and 2010. 

 
Mass �o  

2000 
Mass �o  

2010 
Mass �o  
average 

Pt 6059 7241 7326

Rh 5396 2650 4705

Pd 5334 1632 1904

Au 10188 18009 14195

Ag 420 701 550

In 356 443 618

Te 110 174 174

Se -30 14 10

Cu -82 -75 -76

Mean 2766 3070 2931

Std. Dev 3680 5705 4663

Difference < -5000 Difference > 5000
Difference < -1000 Difference > 1000

Difference < -500 Difference > 500

 

Table B.18 Influence of choice between mass based and value based allocation USEtox (human, 
non-cancer) [%]. “Mass”: mass based allocation, “2000”: value based allocation with reference 
year for metal prices 2000, “2010”: value based allocation with reference year for metal prices 
2010, “average”: value based allocation calculated with average metal prices between 2000 and 
2010. 

Mass �o  
2000 

Mass �o  
2010 

Mass �o  
average 

Pt 9519 11235 11411

Rh 6055 2972 5281

Pd 6534 1929 2274

Au 11437 19451 15509

Ag 645 994 800

In 104 122 167

Te 114 166 172

Se -35 7 3

Cu -86 -79 -80

Mean 3420 3671 3545

Std. Dev 4525 6527 5566

Difference < -5000 Difference > 5000
Difference < -1000 Difference > 1000

Difference < -500 Difference > 500
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Table B.19: Influence of choice between mass based and value based allocation USEtox 
(ecotoxicity) [%]. “Mass”: mass based allocation, “2000”: value based allocation with reference 
year for metal prices 2000, “2010”: value based allocation with reference year for metal prices 
2010, “average”: value based allocation calculated with average metal prices between 2000 and 
2010. 

Mass �o  
2000 

Mass �o  
2010 

Mass �o  
average 

Pt 6392 7455 7552

Rh 7241 3434 6108

Pd 9838 2927 3418

Au 16235 28007 22103

Ag 545 869 684

In 660 814 1142

Te 153 266 265

Se -8 14 12

Cu -77 -69 -71

Mean 4089 4363 4113

Std. Dev 5650 8638 6890

Difference < -5000 Difference > 5000

Difference < -1000 Difference > 1000

Difference < -500 Difference > 500

 

Table B.20: Influence of choice of reference years for value based allocation USEtox (human, 
cancer) [absolute difference in %]. “2000”: value based allocation with reference year for metal 
prices 2000, “2010”: value based allocation with reference year for metal prices 2010, “Average”: 
value based allocation calculated with average metal prices between 2000 and 2010. 

  
2000 �o  

2010 
Average �o  

2000 
Average �o  

2010 

Pt 19.19 17.07 1.15

Rh 49.96 14.39 42.76

Pd 68.12 171.15 13.55

Au 76.03 28.03 26.68

Ag 54.18 20.02 23.32

In 19.05 36.45 24.34

Te 30.04 23.18 0.10

Se 62.05 36.02 3.68

Cu 36.95 23.01 5.44

Mean 47.12 40.28 14.46

Std.Dev 18.95 44.23 13.52

Absolute difference > 100% 

Absolute difference > 50% 

Absolute difference > 30% 
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Table B.21: Influence of choice of reference years for value based allocation USEtox (human, 
non-cancer) [absolute difference in %]. “2000”: value based allocation with reference year for 
metal prices 2000, “2010”: value based allocation with reference year for metal prices 2010, 
“Average”: value based allocation calculated with average metal prices between 2000 and 2010. 

  2000 �o  
2010 

Average �o  
2000 

Average �o  
2010 

Pt 17.84 16.44 1.53

Rh 50.10 14.38 42.92

Pd 69.42 179.41 14.56

Au 69.46 26.09 25.26

Ag 46.87 17.27 21.51

In 8.74 23.43 16.74

Te 24.37 21.29 2.11

Se 64.77 36.95 3.89

Cu 52.01 29.74 6.80

Mean 45.34 39.85 13.57

Std.Dev 20.41 47.05 12.89

Absolute difference > 100% 

Absolute difference > 50% 

Absolute difference > 30% 

 

Table B.22: Influence of choice of reference years for value based allocation USEtox 
(ecotoxicity) [absolute difference in %]. “2000”: value based allocation with reference year for 
metal prices 2000, “2010”: value based allocation with reference year for metal prices 2010, 
“Average”: value based allocation calculated with average metal prices between 2000 and 2010. 

  2000 �o  
2010 

Average �o  
2000 

Average �o  
2010 

Pt 16.37 15.16 1.27

Rh 51.87 18.25 43.08

Pd 69.54 182.47 13.96

Au 72.06 26.43 26.59

Ag 50.27 17.75 23.59

In 20.27 38.77 26.35

Te 44.87 30.85 0.17

Se 23.95 17.89 1.78

Cu 35.88 22.24 5.66

Mean 44.30 40.39 14.65

Std.Dev 18.79 47.95 13.84

Absolute difference > 100% 

Absolute difference > 50% 

Absolute difference > 30% 
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B.4 Sensitivity toward choice of data collection year 

In section 3.5.4 in Chapter 3 of this thesis, the sensitivity towards choice of data 
collection is described. Here we present additionally two figures, which graphically show 
the differences in results calculated with data from 2008 vs. calculated with data from 
2009 (Figure B.5 for mass based allocation, Figure B.6 for value based allocation, taking 
average metal prices 2000-2010 as a reference).  

In the following sub-chapters, the differences between results calculated with data from 
2008 and 2009 are shown for each impact assessment method. 

 

Figure B.5: Results calculated for mass based allocation with data from 2008 vs. calculated with 
data from 2009, shown are all metals listed in Figure 3.3 in Chapter 3, results are all normalized to 
impacts of Copper (=1, calculated with value based allocation, average metal prices). 
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Figure B.6: Results calculated for value based allocation with data from 2008 vs. calculated with 
data from 2009 (both taking average metal prices 2000-2010 as reference), shown are all metals 
listed in Figure 3.3 in Chapter 3, results are all normalized to impacts of Copper (=1, calculated 
with value based allocation, average metal prices). 

B.4.1 GWP 

In Table B.23 the relative changes between GWP results calculated with data from 2009 
and calculated with data from 2008 are shown for each allocation rationale. The values 
shown are calculated by dividing the absolute difference between the impact calculated 
with data from 2009 and the impact calculated with data from 2008 by the impacts 
calculated with data from 2009. In order to show the results as percentage, this fraction is 
multiplied by 100. 
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Table B.23: Relative changes between GWP results calculated with data from 2009 and results 
calculated with data from 2008 [absolute difference in %]. “Mass”: mass based allocation, “Value, 
average”: value based allocation calculated with average metal prices between 2000 and 2010, 
“Value, 2000”: value based allocation with reference year for metal prices 2000, “Value, 2010”: 
value based allocation with reference year for metal prices 2010. 

   Mass Value, 
average 

Value, 
2000 

Value, 
2010 

Precious metals 

Pt 10.2 4.1 9.0 1.7 

Rh 10.8 8.4 13.5 6.0 

Pd 6.4 6.9 12.3 4.6 

Au 29.9 13.8 9.0 16.6 

Ag 37.5 1.3 6.1 1.1 

Special metals 

In 4.8 17.0 11.8 8.5 

Te 25.5 12.8 24.8 14.8 

Se 34.1 20.6 37.7 16.5 

Base metals Cu 20.0 2.1 4.2 0.2 

Mean 19.9 9.7 14.3 7.8 

Std.Dev 14.6 12.4 6.8 10.6 

B.4.2 EI99 (H/A) 

In Table B.24 the relative changes between EI99 (H/A) results calculated with data from 
2009 and calculated with data from 2008 are shown for each allocation rationale. The 
values shown are calculated by dividing the absolute difference between the impact 
calculated with data from 2009 and the impact calculated with data from 2008 by the 
impacts calculated with data from 2009. In order to show the results as percentage, this 
fraction is multiplied by 100. 

Table B.24: Relative changes between EI99 (H/A) results calculated with data from 2009 and 
results calculated with data from 2008 [absolute difference in %]. “Mass”: mass based allocation, 
“Value, average”: value based allocation calculated with average metal prices between 2000 and 
2010, “Value, 2000”: value based allocation with reference year for metal prices 2000, “Value, 
2010”: value based allocation with reference year for metal prices 2010. 

   Mass Value, 
average 

Value, 
2000 

Value, 
2010 

Precious metals 

Pt 8.1 0.9 5.9 1.3 

Rh 8.6 4.2 9.3 2.2 

Pd 5.7 3.8 9.0 1.7 

Au 32.6 14.6 9.6 17.1 

Ag 51.4 0.4 4.7 2.7 

Special metals 

In 0.6 6.0 41.9 30.8 

Te 22.7 0.0 14.6 3.8 

Se 33.7 24.6 36.1 21.4 

Base metals Cu 22.1 1.5 3.4 0.0 

Mean 20.6 6.2 14.9 9.0 

Std.Dev 18.2 16.6 8.2 14.1 
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B.4.3 USEtox (human, cancer) 

In Table B.25 the relative changes between USEtox (human, cancer) results calculated 
with data from 2009 and calculated with data from 2008 are shown for each allocation 
rationale. The values shown are calculated by dividing the absolute difference between the 
impact calculated with data from 2009 and the impact calculated with data from 2008 by 
the impacts calculated with data from 2009. In order to show the results as percentage, 
this fraction is multiplied by 100. 

Table B.25: Relative changes between USEtox (human, cancer) results calculated with data from 
2009 and results calculated with data from 2008 [absolute difference in %]. “Mass”: mass based 
allocation, “Value, average”: value based allocation calculated with average metal prices between 
2000 and 2010, “Value, 2000”: value based allocation with reference year for metal prices 2000, 
“Value, 2010”: value based allocation with reference year for metal prices 2010. 

  Mass Value, 
average 

Value, 
2000 

Value, 
2010 

Precious metals 

Pt 7.2 8.7 4.6 11.0 

Rh 9.8 4.8 0.8 6.8 

Pd 5.7 7.9 3.6 10.1 

Au 18.7 21.2 16.8 23.9 

Ag 38.4 12.9 7.4 16.0 

Special metals 

In 6.2 5.8 5.1 8.1 

Te 29.2 3.5 19.1 1.1 

Se 32.5 13.0 40.2 8.3 

Base metals Cu 40.4 12.1 7.1 15.0 

Mean 20.9 10.0 11.6 11.1 

Std.Dev 14.9 14.4 5.5 12.3 

 

B.4.4 USEtox (human, non-cancer) 

In Table B.26 the relative changes between USEtox (human, non-cancer) results 
calculated with data from 2009 and calculated with data from 2008 are shown for each 
allocation rationale. The values shown are calculated by dividing the absolute difference 
between the impact calculated with data from 2009 and the impact calculated with data 
from 2008 by the impacts calculated with data from 2009. In order to show the results as 
percentage, this fraction is multiplied by 100. 
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Table B.26: Relative changes between USEtox (human, non-cancer) results calculated with data 
from 2009 and results calculated with data from 2008 [absolute difference in %]. “Mass”: mass 
based allocation, “Value, average”: value based allocation calculated with average metal prices 
between 2000 and 2010, “Value, 2000”: value based allocation with reference year for metal 
prices 2000, “Value, 2010”: value based allocation with reference year for metal prices 2010. 

  Mass Value, 
average 

Value, 
2000 

Value, 
2010 

Precious metals 

Pt 4.9 6.4 1.5 9.1 

Rh 7.4 3.7 0.3 5.8 

Pd 2.7 0.4 7.0 2.9 

Au 14.1 10.5 3.7 14.3 

Ag 31.8 5.0 13.3 0.6 

Special metals 

In 0.1 66.9 66.2 55.0 

Te 7.9 118.7 89.4 117.9 

Se 38.8 15.2 43.2 9.9 

Base metals Cu 43.0 14.5 8.3 18.2 

Mean 16.8 26.8 25.9 26.0 

Std.Dev 21.7 16.5 39.9 32.6 

B.4.5 USEtox (ecotoxicity) 

In Table B.27 the relative changes between USEtox (ecotoxicity) results calculated with 
data from 2009 and calculated with data from 2008 are shown for each allocation 
rationale. The values shown are calculated by dividing the absolute difference between the 
impact calculated with data from 2009 and the impact calculated with data from 2008 by 
the impacts calculated with data from 2009. In order to show the results as percentage, 
this fraction is multiplied by 100. 

Table B.27: Relative changes between USEtox (ecotoxicity) results calculated with data from 
2009 and results calculated with data from 2008 [absolute difference in %]. “Mass”: mass based 
allocation, “Value, average”: value based allocation calculated with average metal prices between 
2000 and 2010, “Value, 2000”: value based allocation with reference year for metal prices 2000, 
“Value, 2010”: value based allocation with reference year for metal prices 2010. 

  Mass Value, 
average 

Value, 
2000 

Value, 
2010 

Precious metals 

Pt 43.8 2.5 2.4 4.8 

Rh 4.4 4.9 10.0 2.5 

Pd 0.9 0.4 6.1 2.1 

Au 32.7 15.5 10.3 18.4 

Ag 48.9 1.2 5.1 4.2 

Special metals 

In 7.1 15.9 16.2 12.0 

Te 24.2 14.0 22.8 11.3 

Se 6.3 8.5 5.5 10.2 

Base metals Cu 32.4 1.0 5.6 1.8 

Mean 22.3 7.1 9.3 7.5 

Std.Dev 19.3 18.2 6.5 6.5 
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B.5 Metal price development 2000-2010 

 

Figure B.7: Metal price development between 2000 and 2010 – note the logarithmic scale 
(personal communication of Umicore, based on JM base price, lme – cash, MB free market) 
(Metal Bulletin Ltd. (Metals Minerals and Mining division), 2012). 
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C. APPENDIX TO CHAPTER 4 

This appendix was submitted as Supplementary data to the manuscript: Stamp, A., Wäger, 
P., Hellweg, S. Linking energy scenarios with metal demand modeling – the case of 
indium in CIGS solar cells. Submitted to Resources, Conservation and Recycling. 

C.1 Review of various studies relating to the availability of metals for 
emerging technologies 

Probably the first studies presented on potential material constraints that could impede 
the large scale implementation of new solar cell technologies were from BJÖRN. A. 
ANDERSSON (Andersson, 2000, Andersson et al., 1998, Andersson and Jacobsson, 
2000). Andersson (2000) investigates the metals cadmium and tellurium (used for CdTe 
thin film solar cells), indium, gallium and selenium (used in the CIGS thin film solar cells), 
germanium (used in aSiGe cells, and ruthenium (used in anocrystalline dye-sensitised 
cells). The material constrained growth (“the growth rate at which annual materials 
availability becomes a limiting factor”) and the material constrained stock (“size of a PV 
system may reach before materials (metals) become too costly due to metal scarcity”) are 
calculated based on static baseline assumptions for metal requirements (10% module 
efficiencies, metal input based on current technology, 100% materials utilization, 100% 
recycling, no competition for metals), which are compared to the reserves and the refinery 
production rates as from 1997. These baseline assumptions are the starting point for 
considerations on prospects for decreased metal requirements (dematerialisation – by 
higher materials utilization, thinner films or higher module efficiencies – or substitution), 
prospects for increased metal availability (increased price, increased recycling, increased 
recovery rates from mining) and potential metal competitions. In the discussion they 
calculate new PV expansion potentials with modified baseline assumptions according to 
the prospects. 

FELTRIN & FREUNDLICH  (2008) “assess the necessary material quantities per unit 
of energy output for each solar cell technology and […] compare the results with global 
material reserves estimates”. The analysis incorporates crystalline and polycrystalline Si 
technologies (potentially limited by Ag), nano-Si and a-Si (which should be unconstrained 
if ITO (indium tin oxide) is replaced by ZnO electrodes), CdTe cells (constrained by 
tellurium), CIGS cells (constrained by indium), dye-sensitized cells (somewhat constrained 
by ruthenium, but more importantly by indium if ITO is used as transparent conductive 
oxide), and some multi-junction III-V solar cells in combination with sunlight 
concentrators (GaInP/GaAs/GaInAs (metamorphic), GaInP/GaAs/Ge (or GaAs), 
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constrained mainly by germanium and also gallium). The reserves data is extracted from 
the U.S. Geological Survey (USGS), Mineral Commodities Summaries 2005. For 
calculating material demand they assume conversion efficiency equivalent to the best 
performance data reported by then, solar insolation of Southern Europe, 25% of material 
reserves available for PV technologies and a manufacturing yield of 100%. The recycling 
seems to be somehow included in the 25% “material reserves” available for PV sector. 

Also in 2008, a governmental study was commissioned in the USA (National Research 
Council, 2008), which started a debate on metal “CRITICALITY ”. The term criticality 
includes besides the physical availability a subjective note on the importance of a metal 
for e.g. a nation, or also an industry. The criticality assessment in this early study was 
based on evaluation by an expert committee and included amongst others the energy 
sector. While indium and gallium were included in the criticality assessment, tellurium was 
excluded of the closer analysis in the US report. The proposed “criticality matrix” was 
adopted by the criticality study of the European Commission (2010), which also extended 
it by some quantitative measurements (see Knoeri et al.). The US study was followed by 
another study focusing on “clean energy technologies” (U.S. Department of Energy, 
2010), which included a closer look on indium and gallium for CIGS cells and tellurium 
for CdTe cells. For these and other “key materials” the report provides an historical view 
on supply, demand and prices, before they develop supply and demand projections 
(demand until 2025). For the projection of material demand from non-clean energy 
technologies they take the rate of growth of global economy from the International 
Energy Agency’s World Energy Outlook 2009. The expected annual demand from clean-
energy technology (permanent magnets, advanced batteries, thin-film PV, phosphors) is 
calculated as the product of deployment (total units of the generic clean energy technology 
in a given year), market share (the percentage of installations captured by a specific clean 
energy technology), and material intensity (demand for the material in each unit of the clean 
energy component, calculated from absorber thickness, material share and cell efficiency). 
For the three factors high and low levels were defined and combined to four demand 
scenarios. The short- and medium term supply of the key materials is assessed by adding to 
current production rates realistic future options opening up until 2015. The report further 
reviews material strategies from other nations (besides EU also Japan, Netherlands, 
China, South Korea, Australia and Canada). In 2011 an update of the study was published 
(U.S. Department of Energy, 2011), for the case of indium in CIGS solar cell, the 
prospects were slightly better mainly due to the fact that lower material intensities and 
lower market share for CIGS were assumed. In 2011, Graedel and colleagues presented a 
scientific approach building up on the US criticality matrix (Graedel et al., 2011b, Nassar 
et al., 2011). They include a third dimension (environment) and decompose the 
dimensions into “components” which are analysed by associated “indicators”. The 
criticality can then be defined on the corporate, national and global level by determining 
the respective indicator scores. The dimension “supply risk” (assessed separately for 
either mid-term or long-term), includes the indicator “depletion time”, which is calculated 
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by an MFA model. This model is fed by data on historical and future demand statistics, 
lifetime distributions, EoL recycling rates, and losses to tailings and slag from other 
processes for each end-use category. The simplified model assumes constant recycling 
rates, constant life time distributions and constant demand(representing present values), 
however, a more sophisticated scenario model is claimed to be under development 
(supporting material of Nassar et al., 2011). Another criticality study to be mentioned here 
was commissioned in 2011 by the Institute for Energy and Transport from the JOINT 
RESEARCH CENTRE  of the European Commission (“Critical Metals in Strategic 
Energy Technologies” by Moss et al., 2011). “Strategic Energy Technologies” comprise 
low-carbon technologies such as nuclear energy (fission), solar energy, wind energy, 
bioenergy, CCS and electricity grids. The metal requirements for these technology groups 
were assessed and screened for “supply-chain bottlenecks”. This means that the average 
annual demand from the “most optimistic” deployment scenarios of these technologies 
between 2020 and 2030 were estimated for each metal and compared to its global 
production volume in 2010. Criteria for bottlenecks were “likelihood of rapid demand 
growth” and “limitations to expanding production capacity” (both grouped to “market 
factors”) and “concentration of supply” and “political risk (both grouped to “political 
factors”), which were each given a rating “low”, “medium” or “high”. For those metals 
for which potential bottlenecks were identified, further scenarios for metal “uptake” and 
technology mixes were developed. The assumptions for future solar PV capacity (“low” 
and “high scenario”) are based on former publications of the (European?) Commission 
and/or JRC, however, literature is not well cited (no reference list). The technology mix 
within the solar technologies is kept constant during the scenario period (80% c-Si, 10% 
a-Si, 5% CdTe and 5% CIGS), but one sensitivity is calculated for “thin film uptake” 
(59% c-Si, 15% a-Si, 8% CdTe and 18% CIGS). The scenario development is not very 
transparent (e.g. underlying assumptions regarding indium intensity per GWp installed are 
hard to extract - compare p.33 and p.57, recycling seems to be neglected), and there are 
some inconsistencies (e.g. “…indium demand within PV is forcast to grow rapidly over 
the coming decade. The likelihood of rapid demand growth is therefore scored as 
medium.”). Finally, mitigation strategies were developed. 

A German report by ANGERER AND COLLEAGUES  (Angerer et al., 2009) looks at 
the future resource consumption related to an increasing implementation of various 
emerging technologies. The report takes both the technology perspective (how much of 
which materials would be needed for a certain implementation rate until 2030) as well as a 
material perspective (summing up a materials demand from different emerging 
technologies). Amongst others they study thin film solar cells and indium and gallium: 
Based on an assumption for future PV market development and shares of CdTe and 
CI(G)S cells, they calculate annual installation rates for these technologies, which are 
multiplied by a static value for material requirements. This value is qualitatively discussed 
by comparing it to the metals reserves, current annual production and competing 
applications using the same metal. 
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WADIA ET AL.  (2009) evaluate the supply constraints and material extraction costs for 
various semiconducting materials suitable for thin film solar cell production. The 
calculations are based on theoretical limits for minimum material intensity and maximum 
power conversion efficiency. For examining the total electricity potential (supply constraints) 
they take the annual production per mineral (respectively the values for economic 
reserves) according to the USGS (this means: 100% of the material is available for PV). 
Recycling seems to be excluded. For the cost analysis, they at the one hand side state that 
they focus on extraction costs, as refining costs are not available (even though they state 
that refining costs can be several orders of magnitude higher). The formula for calculating 
the extraction costs for a mineral is based on an inverse relationship to ore grade (see also 
Stamp et al., 2012).On the other hand side, they seem to take the “raw mineral market 
price as given by the U.S. Geological Survey”. 

In one of his publications, FTHENAKIS  examines the “sustainability of photovoltaics”, 
amongst other by looking at the resource availability (Fthenakis, 2009). Different to the 
references mentioned so far (Andersson, 2000, Feltrin and Freundlich, 2008, Nassar et al., 
2011, Wadia et al., 2009), he does not use the USGS reserve data for estimating resource 
availability, but considers scenarios for the peaking of future copper production in order 
to derive maximum tellurium production (based on the mass ration Cu:Te). The same 
peaking curve he uses to derive indium availability from future zinc production. For 
indium, for instance, he assigns an arbitrary 50% of the growth in availability of indium to 
the PV market. For the MFA he calculates PV growth constraints for three scenarios in 
which a rising module efficiency, decreasing layer thickness, and probably also rising 
material utilization rate in production are assumed. For recycling, he specifies for CdTe 
that he assumes a 90% recovery efficiency, a 30a life time, “an average 10% loss of Te in 
module collection, and 10% loss in separations”. Probably the same assumptions were 
used for CIGS recycling, but this is not specified. 

KLEIJN AND VAN DER VOET  (2010) analyse possible resource constraints 
associated with a “hydrogen economy”, which includes technologies for energy collection 
by PV cells and wind turbines, hydrogen production via electrolysis, long range electricity 
and hydrogen transmission, and as end uses fuel cells and electric motors. The constraints 
from the metals used in CIGS and CdTe cells are calculated by combining their scenario 
with the results from a publication of Andersson (Andersson and Jacobsson, 2000), which 
cites the values given in (Andersson, 2000, see above). Basic data for their scenario 
(population, GDP, energy demand in 2050) are taken form the UNEP Markets First 
Scenario (UNEP, 2002). In a subsequent study they focused on the requirements of 
“major metals” needed in low-carbon electricity technologies: iron, aluminum, nickel, 
copper, zinc, tin, molybdenum, silver and uranium (Kleijn et al., 2011).  

LLOYD AND FOREST  (2010) pose the question: “Can PV provide an answer to the 
peak oil and climate change challenges?” They not only look at the availability of metals 
but also on the Energy Return On Energy Invested (EROEI). After a broad literature 
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survey they focus only on (crystalline and polycrystalline) silicon technology. They 
constructed a “simple model of the future growth of world PV installed capacity and the 
associated energy and mineral resource requirements” In different scenarios limits on 
“critical inputs” were imposed “to simulate resource and energy supply constraints”. The 
model seems to calculate how many new PV arrays are manufactured each year, and how 
much of the global energy demand needs to be covered annually by fossil fuels, and 
hydro-power/nuclear, respectively. The scenarios differ by which set of assumptions are 
chosen for a) World electricity growth/ economic growth (4), b) PV deployment (4), c) 
array technology (2) and d) irradiance levels (2). Furthermore, the model output includes 
the “energy required by the world and the embodied energy needed as a function of time” 
and the area the arrays would cover. It seems that the energy required by the world and 
the global energy demand both also serve as constraints: “If the calculated embodied 
energy is equal to or greater than a set percentage of the annual total world electricity 
production (typically set at 10%), the model limits the production of new PV so that the 
embodied energy used equals the set percentage of world energy production. The arrays 
are assumed to be deployed in the year after manufacture. The electricity produced by the 
new PV and incumbent arrays is then calculated and compared with that needed by the 
world wide electricity system. If the total PV generated electricity is greater than the world 
supply, excluding nuclear and hydro, the renewable (PV) production is limited to 100% of 
that supply.” It is not completely clear to me how the EROEI results are interpreted and 
the model outcomes seem to be quite theoretical (model results show artefacts). 

ZUSER AND RECHBERGER  acknowledge that “[t]he future amount of materials 
used in the PV panels is very much dependent on the technological progress of the PV 
cells themselves and the production process” (Zuser and Rechberger, 2011). They identify 
“relevant” parameters for four technologies (c-Si, CdTe, a-Si/�¬c-Si, CIGS): thickness of 
absorber layer, efficiency (including electric conversion efficiency, performance ratio and material use 
efficiency), electricity production related to the geographical location, and market shares of technologies. 
They present three different parameters combinations (“pessimistic”, “realistic” and 
“optimistic”), however, performance ratio (constant) and market shares of technologies 
(trend towards dominance of thin-film technologies – each technology holds a market 
share of 25%) seem to be identical for all three scenarios. The outlook for total produced 
electricity from PV are taken from the value for 2040 given by the “Advanced 
International Policy Scenario” from EREC (25% of worlds electricity demand from PV = 
10 000TWh). Depending on the other scenario parameters, the PV growth rate and 
installed capacity slightly vary (as the geographical location differs). They further assume a 
life time of 20 years for the modules and a recycling rate of 90% for all metals used. The 
results and discussion section focuses on the material demand calculations for the PV 
industry (cumulative demand in comparison to reserve data from USGS and annual 
demand in comparison to 2008 production from USGS), the relevance of recycling 
(negligible due to strong growth rates and long life times), competing markets and cost 
considerations (hypothesis that prices will grow and e.g. competing electronic industry is 
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able to afford higher prices for In and Ga) and potential impacts of new technology (e.g. 
nano-technology). They conclude that “[o]nly a-Si in tandem configuration with �¬c-Si has, 
from today’s point of view, the potential to be installed on a several terawatt level.” 

MARTIN A. GREEN  published a range of papers on solar cell efficiency development 
(e.g. Green et al., 2010), on outlook for thin-film PV (Green, 2006a), and on the 
economics for sustaining the demand for the materials required for these thin-film 
technologies (Green, 2006b, 2009). Most recently, he provided an overview on the debate 
on material requirements (Green, 2012). While he does not provide own modelling, he 
clarifies which factors could lead to supply constraints (Market, allowable price, new 
supply chains and geopolitics), he reviews some PV market projections (and argues that 
most of them are pessimistic and would not impose any changes on the grid 
infrastructure), and he systematically discusses the actual availability of a material (from 
cosmic abundance, to crustal abundance). By introducing price/abundance correlations 
and grade/tonnages charts, he discusses the possibility for direct mining and future 
mining costs (one aspect to assess the consequences of the metal being scarce for the 
future PV technologies) for known tellurium, indium and gallium deposits. Finally he also 
reviews the own publications and other literature on material requirements and allowable 
material costs. These scenario parameters were combined with corresponding 
assumptions for growth rate and produced electricity/installed capacities for PV in total 
(also for the three scenarios).  

MAX MARWEDE  published two additional papers relevant for this review, besides 
Marwede and Reller (2014), which is cited in Chapter 4. First, he created a dynamic 
material flow model to assess tellurium flows until 2040 (Marwede and Reller, 2012). 
Three scenarios are presented, which differ regarding assumptions for market 
development for CdTe PV, and for technology trajections of CdTe modules (material 
utilization in production, material intensity of the final product, recycling of production 
scrap and EoL modules), in order to assess “how much Te can be recovered in the future 
from CdTe-PV production and EoL scrap, as a substitute for primary material, and how 
much Te has to be disposed of.” The market deployment in the scenarios “follow the 
prospective production capacities of the main producers in the near future” and “consider 
EPIA’s prediction that CdTe-PV will have a market share of over 10% by 2020 (EPIA, 
2011). Furthermore it is assumed that the CdTe-PV market share shrinks from 2020 
onwards […] as emerging technologies will enter the market.” The MFA is modelled in 
the program STAN, which calculates material flows, stocks and sinks. The mass balances 
are calculated by indicating transfer coefficient for each flow leaving a stock. In Marwede 
et al. (2013), they describe feasible processes for CIGS and CdTe module recycling.  

A number of relevant publications were issued by SPEIRS, CANDELISE, HOUARI 
AND COLLEAGUES  from the IMPERIAL COLLEGE LONDON . In April 2011, 
they published a working paper on “Materials Availability: Potential constraints to the 
future low-carbon economy” (Speirs et al., 2011). In this paper, they review present and 
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future demand and supply of/for indium and tellurium used in thin film solar cells. 
Regarding demand, they quantify the relationship between the “material required per unit 
of capacity installed” and the parameters density of active material, thickness of active 
layer, % of indium/tellurium in layer, efficiency of operation and material utilization 
during manufacture”. They review the assumptions regarding these parameters in 
previous studies and calculate the range of potential annual demand for indium/tellurium 
taking assumptions leading to highest and lowest material use, respectively. In the section 
concerned with the supply side, they asses the occurrence, extraction and historical 
production of indium and tellurium. They also include a section on the potential of 
recycling of production scrap and of EoL modules. A review of previous studies on 
availability of indium and tellurium for thin film PV is also given in a peer-reviewed 
publication of most of the authors also involved in the white paper (Candelise et al., 
2011). They group adopted methodologies in two: First, those studies that estimate the 
maximum annual production achievable by a given PV technology (measured in GWp per 
year), and second those studies that estimates the maximum level of PV technology 
deployment achievable (either measured by the maximum cumulative installed capacity 
[GWp] or by the maximum annual electricity generation from PV [TWh per year]. They 
state that the use of reserves or current annual production data are highly uncertain 
respectively hardly suitable for extrapolation to future conditions. They also point out that 
often recycling is not fully accounted for. They qualitatively discuss technological progress 
and innovation leading to lower material use (by increasing module efficiencies, reducing 
absorber thickness, higher material utilization in production) and also a number of issues 
regarding In and Te market dynamics and prices in order to improve the understanding of 
“major drivers” underlying the supply-demand dynamics of In and Te. Having a 
background in energy economics, Candelise published another paper with her colleagues 
on presenting a cost breakdown for both CIGS and CdTe solar modules and showing 
how they will be affected by a potential price increase of In and Te (Candelise et al., 
2012). They explore and quantify the technological improvements that could help to ease 
the impacts of price increases of key materials ( e.g. efficiency increases, reduced absorber 
layer, higher material utilization during deposition process). As in the previous paper 
(Candelise et al., 2011), they compare the results of published availability studies regarding 
the “constrained maximum annual production” of CdTe and CIGS against forecasts of 
future PV market size from the IEA PV Roadmap (conservative scenario) and of EPIA-
Greenpeace Paradigm Shift Scenario (“most aggressive scenario forecast”), respectively. 
They show that only relying on CIGS and CdTe could be impeded by material scarcity, 
however, they can provide a considerable (under the conservative scenario) or a limited 
(under more aggressive scenario) share to total PV market, that still is partly satisfied by 
silicon based technologies. 

The last study published from the group at Imperial College in London presents a model 
to calculate tellurium availability for CdTe PV, which is based on system dynamics 
(Houari et al., 2014). The model calculates the annual tellurium available for CdTe PV 
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(that is the total tellurium available subtracted by non-PV applications), maximum annual 
installed capacity (in GWp/year) and maximum cumulative installed capacity in GWp. All 
these are a function of (i) available tellurium supplies from copper mining (by-product), 
(ii) direct mining and (iii) module recycling, as well as of (iv) gradual technological 
improvements that lead to lower material intensity. These represent also the four modules 
of the model (i-iv). Input parameters that influence material intensity include layer 
thickness, utilization rate and module efficiency (all three improve over the model period), 
as well as layer density, stoichiometry and insolation (all three remain constant over the 
model period). Different to other availability studies reviewed so far, this study does 
assume a gradual change of parameters and analyses how these gradual changes affect the 
results of the dynamic model. The model is driven by the annual tellurium input, which is 
determined by (i) the copper production and the associated tellurium recovery rate 
(assumed S-shaped growth, peaking in 2050), (ii) by the input from direct mining (logistic 
growth until depletion of two known large tellurium deposits, followed by S-shaped 
growth) and (iii) the Tellurium flow from recycled modules (10% losses each for 
separation and collection, module lifetime of 30years). From the cumulative annual 
tellurium available, the non-PV demand, for which 1% growth per annum is assumed, is 
subtracted. They present three scenarios, however only one is dynamic (“dynamic”), while 
the others assume either constant most optimistic parameter values, that the dynamic 
model is heading to in the long run (“optimistic”), or constantly parameter values that 
represent the present situation, which are the starting point for the dynamic model 
(“business-as-usual”). In a sensitivity analysis, they vary nine input parameters by +/- 
10% in order to show that in the dynamic model, non-linear effects occur. The recovery 
rate from copper anode slimes has the highest impact, while recycling parameters only 
have minor effect. 

ELSHKAKI AND GRAEDEL  present a “dynamic analysis of global metal flows and 
stocks in electricity generation technologies” (Elshkaki and Graedel, 2013). The model 
includes ten electricity generation technologies, including for PV mc-Si, sc-Si, a-Si, CdTe 
and CIGS. They call it a “multi level top down approach”, as they start from the stock of 
electricity generating technologies, which develop according to scenarios. First, the 
development of electricity demand and electricity mix is based on two “conventional 
world scenarios (Market First and Policy First)” from Electris et al., 2009. The historical 
(1980-2005) electricity consumption and technology shares are taken from World Bank 
(2010). The analysis differentiates eleven global regions. In order to incorporate the 
various energy technologies, they add more details and e.g. specify market shares of thin 
film technologies. The future outlook is e.g. based on (Jager-Waldau, 2011). The model is 
mainly based on 6 formulas (given in paper): (1) annual installed capacity of a technology 
(e.g. PV), calculated from stock change and outflow, (2) and (3) outflow (capacity) after 
lifetime (constant), (4) the share of a sub-technology (e.g. CIGS) on technology (capacity) 
based on market share, (5) cumulative installed capacity (stock) of each sub--technology 
based on the stock the year before and stock change (in-out), (6) emissions during use (if 
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appropriate) based on emission factors. Not given in the paper (but described) are 
formulas underlying the calculation of installed Wp per kWh capacity (for PV based on 
efficiency, utilization rate, performance ratio, solar irradiation), as well as underlying the 
conversion to metal flows (based on metal intensities). Current/past efficiencies are taken 
from (Fthenakis, 2009, Raugei and Frankl, 2009, Zuser and Rechberger, 2011), the future 
efficiencies for 2040 are taken from (Zuser and Rechberger, 2011). The utilization rates 
today and future development are taken from (Zuser and Rechberger, 2011). Losses due 
to conversion from CD to AC and transportation are assumed to decrease, no source 
cited (included in the performance ratio?). The performance ratio is assumed to be 
constant at 0.75 kWh/kWp (Joint Research Centre, 2012).Solar irradiation for each 
country (or world region?) are taken from Joint Research Centre (2012). Metal intensities 
for silicon-based an thin film technologies are from (Andersson and Jacobsson, 2000) and 
(ecoinvent Centre, 2010). They are assumed to remain stable (no improvement), as they 
state that the potential is limited and that there is a trade-off between layer thickness and 
solar cell efficiency. They present result graphs for total electricity generated in each 
region, and specifically for the installed capacity of PV, wind, and CSP for both the 
Market First and the Policy First scenario. Then they present and discuss the results for 
metals requirements for wind, PV solar and CSP technologies. Indium is not only used by 
CIGS, but also CSP and nuclear power. By relating the cumulative demand for the metals 
up to 2050 to the geological availability, represented by reserve, respectively reserve base, 
they conclude that there are potential supply constraints for tellurium (CdTe), indium 
(CIGS) and silver (Si). Their estimates are in the same order of magnitude or lower than 
demand reported in other studies they cite (Andersson et al., 1998, Kleijn and van der 
Voet, 2010, Zuser and Rechberger, 2011). For indium they also present a higher reserve 
value (based on assumptions in (Candelise et al., 2011, Green, 2009)), which would imply 
no supply restrictions, but they mention that for indium the production capacity could 
become an issue, which needs to increase by 225% compared to 2010. For indium they 
highlight that the demand for flat panels will further increase. They also mention the 
problem, that Indium as well as other metals are by-products (“companion metals”) and 
an increased production of the host metals (necessary for higher production rates for the 
by-products) could have implications for the recycling of the host metals. They expect 
high recycling rates for indium (90% assumed). However, they say that only a small 
fraction of the supply of amongst others In can be covered by secondary sources in the 
time frame taken in the analysis (9% of cumulative demand for In). They conclude that 
“the geographical concentration of resources is expected to change in the future from 
countries with large amount of metals in natural deposits to countries with large amount 
of metal sin the stock in use”. 
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C.2 Access to Vensim® for researchers 

Vensim® is software developed and distributed by Ventana Systems, Inc. Ventana 
Systems, Inc. provides a restricted and non-transferable license for Vensim® at a reduced 
fee for research purposes. In order to qualify for this discount the software needs to be 
used in compliance with the terms listed on their webpage: http://vensim.com/purchase/  

Vensim® PLE (Personal Learning Edition) is free for educational use and inexpensive for 
commercial use. The model developed in this study is fully accessible with this version, 
however, no sensitivity analyses can be performed. 

C.3 Addition to section 4.3.2.2 in Chapter 4 of this thesis (Model 
structure) 

C.3.1 Description of demand model 

 

Figure C.1: Model structure (A,B,C = model parts; grey boxes = description of layers in Vensim; 
white boxes embedded in grey boxes = Layer names in Vensim®). 
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The basic layer structure is shown in Figure C.1. 

In layer A1 the installed capacity of PV over time is stored, which is the model input (see 
section 4.3.2.3 of Chapter 4). Layer A2 stores the values of the model parameters, which 
are further explained in section 4.3.2.4 of Chapter 4. Calculations are done in layers A3-
A5, the mathematical relations are given in section C.3.2 of this Appendix): In layer A3, 
the model input (installed capacity PV) is translated to the rate of indium bound in new 
CIGS modules in kilogram per year, by multiplying it with the market share of CIGS solar 
cells and the material intensity in kg/GW. By assuming a constant module lifetime the 
rate of indium in end-of-life (EoL) CIGS modules is calculated.  

In layer A4 the indium stock in installed CIGS solar cells at each point in time is 
calculated. The annual rate of indium bound in new CIGS modules is translated in to 
indium required for manufacturing and indium in incurring production scrap. These 
depend on the parameters utilization rate, that is the share of the metal deposited on the 
substrate of a final product compared to the amount of metal that entered the production 
process, and the collection rate for the excess material. The annual rate of indium in EoL 
CIGS modules is multiplied by the collection rate for the modules to receive the indium 
bound in EoL CIGS modules entering a recycling process. The indium that is not 
deposited on the modules, or collected in the production scrap and EoL modules is added 
to the losses.  

In Layer A5 the balance between secondary indium returning from the CIGS life cycle 
and indium demanded for manufacturing new CIGS modules, which needs to be offset 
by providing primary indium, is calculated. The collected production scrap and EoL 
CIGS modules are treated to recover indium, both with a certain recovery efficiency. 
With a delay of one year, the indium in these two return flows can be used again for 
manufacturing new CIGS modules. The secondary indium from EoL CIGS module 
recycling and from CIGS production scrap recycling provided over the time span of the 
model are accumulated in two virtual stocks. The secondary indium flows also go to the 
virtual indium balance, represented as a stock, which is depleted by the demand for 
indium for CIGS manufacture. The annual rate of primary indium demand is the difference 
between these rates. The cumulative primary indium demand is the amount necessary to ensure 
a balance of zero for each point in time. (Note: if the model would include fading out of 
technology, the balance would become positive as soon as returning flows are higher than 
the demand from product manufacturing and the primary indium demand turns negative 
and represents what is available for other technologies/products). 

The basic structure of part B is the same as for CIGS solar cells.  

In layers C1-C3 some cumulated results from part A and B are provided for indium 
demand, indium losses, and recycling capacity. Layer C4 includes some graphs and sliders 
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that allow switching between model input and parameter levels and quickly seeing the 
influence on various model outcomes. 

C.3.2 Demand model – formulas 

Vensim provides a graphical representation of stocks and flows to facilitate validation of 
model structure and the possibility to integrate and switch between scenarios. The system 
is represented by stocks, which indicate the amount of material at a compartment at one 
point in time, rates, which indicate material flows over time and auxiliaries, which for 
instance represent influencing parameters and which do not store information between 
calculation steps. 

First calculations are done in layer A3) (Figure C.2), where the model input is translated 
to kilogram values for the MFA. Three parameters are needed for that: the market share 
of CIGS (CIGSMarketShare), the material intensity (CIGSMatIntensityIn) in kg/GW, and 
the module lifetime (CIGSLifeTime).  

CIGSStock[GW] is the installed capacity of CIGS solar cells, which is calculated from the 
model input installed capacity PV (PVStockLookUp[GW]): 

CIGSStock[GW] = PVStockLookUp[GW]*CIGSMarketShare 

From the installed capacity the input rate of new CIGS modules is calculated 
(CIGSInput[GW]), which is the difference between the installed capacity at time tx+�¨t and 
the installed capacity at time tx divided by �¨t, plus the GW that need to be replaced 
because old modules leave the stock at end of their lifetime (CIGSOutput[GW]). �¨t is one 
time step (TIMESTEP) as given in the model, which was chosen to be 0.125years.  

CIGSInput[GW] = (("CIGSStock[GW]"-CIGSStockInTimeStep)/TIME 
STEP)+"CIGSOutput[GW]" 

The output rate of CIGS modules in GW, that is the modules that leave the stock at end 
of their lifetime (CIGSOutput[GW]) equals input rate of CIGS modules after lifetime, 
which is implemented with the “delay fixed” function in Vensim: 

CIGSOutput[GW] = DELAY FIXED("CIGSInput[GW]", CIGSLifeTime, 0) 

To calculate the amount of indium that is bound in the newly installed CIGS modules 
(CIGSInput[kg]), the input rate (CIGSInput[GW]) is multiplied with the material intensity. 
The Output rate of indium bound in CIGS modules (CIGSOutput[kg]) equals input rate of 
indium bound in CIGS modules after module lifetime. 

CIGSInput[kg] = "CIGSInput[GW]"*"CIGSMatIntensityIn[kg/GW]" 

CIGSOutput[kg] = DELAY FIXED("CIGSInputIn[kg]", CIGSLifeTime, 0) 
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Figure C.2: Graphical representation of layer A3 in Vensim®. 
 

CIGSInput[kg] and CIGSOutput[kg] serve as input to layer A4) from which the stock 
CIGSinUse is calculated, which shows how much indium is bound in CIGS at each point 
in time (Figure C.3). In layer A4 no units are given anymore for model variable (all 
auxiliaries that are not model parameters), the implicit unit is “kg” or “kg/a”. From 
CIGSInput[kg] the indium that is required in manufacturing 
(AnnualInRequiredForManuCIGS), and the production scrap incurring 
(AnnualInInProdScrapCIGS) are calculated. These depend on the parameters utilization rate 
(CIGSUtilizationRate), that is the material efficiency in manufacturing, and the collection 
rate for the excess material (CIGSUtilizationShareColl). 

AnnualInRequiredForManuCIGS = CIGSInput[kg]1/CIGSUtilizationRate 

AnnualInInProdScrapCIGS = ((CIGSInput[kg]/CIGSUtilizationRate)- 
CIGSInput[kg])*CIGSUtilizationShareColl 

From CIGSOutput[kg] the incurring amount of indium in collected EoL CIGS modules 
(AnnualInInEoLCIGS) is calculated by assuming a collection rate for the modules 
(parameter CIGSCollectionRate) 

AnnualInInEoLCIGS = In in EoL CIGS*CIGSCollectionRate 

The indium that is not ending on the modules, in the collected production scrap and EoL 
modules is lost (AnnualLossesCIGSmanuAndColl) 

AnnualLossesCIGSmanuAndColl = In in EoL CIGS*(1-CIGSCollectionRate)+(((In demand from 
CIGS/CIGSUtilizationRate)-In demand from CIGS)*(1-CIGSUtilizationShareColl)) 

                                              
1 "CIGSInputIn[kg]" equals “In demand from CIGS”, which was introduced in the model just for layout purposes 
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Figure C.3: Graphical representation of layer A4 in Vensim®. 
 

Layer A5) calculates the balance between secondary indium returning from the CIGS life 
cycle and indium demanded for manufacturing new CIGS, which needs to be solved by 
providing primary indium (Figure C.4). The collected production scrap and EoL CIGS 
modules are treated to recover indium (AnnualInRecoveredProdScrapCIGS, 
AnnualInRecoveredEoLCIGS), both with a certain recovery efficiency 
(CIGSRecoveryRateEoL, CIGSRecoveryRateProdScrap) 

AnnualInRecoveredProdScrapCIGS = AnnualInInProdScrapCIGS*CIGSRecoveryRateProdScrap 

AnnualInRecoveredEoLCIGS = AnnualInInEoLCIGS*CIGSRecoveryRateEoL 

With a delay of one year, the indium in these two return flows can be used again for 
manufacturing new CIGS modules (RateSecInEoLCIGS, RateSecInProdScrapCIGS). The 
secondary indium from EoL CIGS module recycling and from CIGS production scrap 
recycling provided over the time span of the model are accumulated in two stocks 
(StockSecondaryInEoLCIGS, StockSecondaryInProdScrapCIGS), to measure the total amount of 
recovered indium from production scrap and EoL recycling. The return flows are 
summed up: 

RateSecInInputCIGS =RateSecInEoLCIGS+RateSecInProdScrapCIGS 

RateSecInInputCIGS goes to the virtual indium balance, represented as a stock 
(IndiumBalanceCIGS), which is depleted by the demand for indium for CIGS manufacture 
(AnnualInRequiredForManuCIGS). To calculate from this the cumulative primary indium 
demand an auxiliary is used which takes for each point in time the amount necessary to 
ensure a balance of 0: 
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StockPrimInDemandCIGS = -IndiumBalanceCIGS 

Note: if the model would include fading out of technology, the balance would become 
positive as soon as returning flows are higher than the demand from product 
manufacturing and the primary indium demand turns negative. The rate of annually 
needed primary indium demand is the difference of input and output rate of the stock 
IndiumBalanceCIGS: 

RatePrimInDemandCIGS = AnnualInNeededCIGS-RateSecInInputCIGS 

 

Figure C.4: Graphical representation of layer A5 in Vensim®. 
 

The structure for the model part B is similar. In layer B1) the input data is stored, which 
is a) the development of net demand indium tin oxide (ITO) containing products 
("ITOnet-demandLookUp[t]" = the amount of indium added to the stock of ITO containing 
products), and b) the amount of indium entering the production process for other indium 
containing products, which are neither CIGS nor solar cells nor use indium in the form of 
ITO thin films ("Non-ITO-non-CIGSgross-demandLookUp[t]"). ITOnet-demandLookUp[t] is 
converted to kg/year and split into Flat Panel Displays (FPD) and Non-FPD applications 
("ITONet-demand-FPD", "ITONet-demand-non-FPD") (see also section C.4.2 in this 
Appendix, and section 4.3.2.3 in Chapter 4). For ITO the input represent “net-demand”, 
that is it represents what is added to the stock of ITO, which is less than what has to 
enter the production process (which is calculated in layer B3)). This is important because 
the amount of production scrap needs to be calculated in the model in order to calculate 
the amount of indium that can be recycled. For the non-ITO-non-CIGS demand the 
input represents the “gross-demand”, that is the amount that enters the manufacturing 
process, as no production scrap recycling is assumed. 

Layer B2) stores parameter values similar to layer A2) for the model part on CIGS solar 
cells. Layer B3) and B4) refer to ITO. Layer B3) is similar to layer A3), slight 
differences occur due to differentiating FPD and ITO-non-FPD applications: while FPD 
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is treated similarly to CIGS solar cells, that is production scrap recycling and EoL 
recycling is assumed, ITO-non-FPD only adds to the production scrap recycling. Layer 
B4) mirrors layer A4) for CIGS solar cells. Layer B5) refers to indium demand from 
non-ITO-non-CIGS products. As no recycling is assumed, the amount of indium entering 
the production process equals primary indium demand (Non-ITO-SINK). 

C.4 Addition to section 4.3.2.3 in Chapter 4 (Model input) 

C.4.1 Input model part A 

Mostly energy scenarios present both forecasts for future demand (in installed capacity 
and/or in energy produced), and for future supply (in technology shares). The level of 
detail varies, e.g. regarding geographical resolution and in technology distinction. 

Scenarios that indicate only annual production were excluded, as they require more own 
assumptions, e.g. on performance ratio, location, etc. Scenarios that only decompose 
technologies up to “renewables” or “other renewables than hydropower” were excluded 
in order to avoid more own assumptions on technology shares. 

Table C.1 and Figure C.5 shows all scenarios implemented in Vensim®, Chapter 4 only 
discusses sc1-sc6, which cover the time span until 2050. Historic development up to 2008 
was taken from EPIA and Greenpeace (2011). 

Table C.1: Energy Scenarios implemented in Vensim® as model input. a)Four other scenarios 
(High Economic Growth Case, Low Economic Growth, High Oil Price, Low Oil Price) 
neglected, as PV share on installed capacity not given; first scenario value for 2015. 

No. Scenario name 
Time 

covered 
Source 

Sc1 Technology Roadmap Solar 2010-2050(IEA, 2010) 
Sc2 Energy[r]evolution – Reference scenario

2003-2050 (Greenpeace and EREC, 
2007) Sc3 Energy[r]evolution – Alternative scenario

Sc4 Solar Generation 6 – Reference Scenario
2010-2050 (EPIA and Greenpeace, 

2011) Sc5 Solar Generation 6 – Accelerated Scenario
Sc6 Solar Generation 6 – Paradigm Shift Scenario
Sc7 World Energy Outlook – Current Policies

2010-2035 (IEA, 2012) 
Sc8 World Energy Outlook – New Policies Scenario
Sc9 Renewable Energy Outlook 2030 – Low Variant

2010-2030 (Peter and Lehmann, 
2008) Sc10 Renewable Energy Outlook 2030 – High Variant

Sc11 International Energy Outlook – reference case projectiona) 2007-2035 
(U.S. Energy Information 
Administration (EIA), 
2010) 
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Figure C.5: Energy scenarios - electricity from solar forecast, all 11 scenarios. References: Sc1 
(IEA, 2010), Sc2&3 (Greenpeace and EREC, 2007), Sc4-6 (EPIA and Greenpeace, 2011), sc7&8 
(IEA, 2012), sc9&10 (Peter and Lehmann, 2008), and sc11 (U.S. Energy Information 
Administration (EIA), 2010). 

C.4.2 Input model part B 

Model part B has two inputs, first the annual amount of indium added to the stock of 
ITO containing product and second the amount of indium entering the production 
process for other indium containing applications. The development of both from 2000 to 
2010 is derived from data available from the USGS (Tolcin, 2013a). It is assumed that 
supply equals demand and that use share “coatings” from USGS equals ITO (Table C.2). 
The column “Refinery production for "coatings" (calculated)” represents how much 
indium is assumed to enter the manufacturing process for ITO containing products. This 
includes the indium that will not enter a product but will end up in production scrap. As 
the demand model is supposed to quantify the amount of production scrap (in order to 
calculate what can be recovered and reused), the model input is the amount of indium 
added to the stock of ITO containing products. Therefore the values in column “Refinery 
production for "coatings" in Table C.2 are multiplied by the utilization rate of 30% (see 
Table 4.2 in Chapter 4). The use share between FPD and non-FPD ITO containing 
applications were derived from Yoshimura et al. (2013), which indicate in their global 
indium substance flow model for indium in 2004, that 38% of indium in the form of ITO 
went to the FPD applications such as digital TV screens, monitors, cell phones, and other 
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small devices (navigation systems, digital camcorders and cameras). It was assumed that 
the “Production of other final products” in their overview graph represents the 
application of ITO in non-FPD applications (62%). "Total refinery production" in Table 
C.2 minus “Refinery production for "coatings" is already the model input for “others”, as 
no production scrap recycling is assumed.  

The future scenarios are explained in the Chapter 4. 

Table C.2: Calculation of model input for model part B, indium used for ITO containing 
products. References are various mineral commodity summaries from 2000 to 2013, chapter 
indium, published by the USGS (Tolcin, 2013b). AGR = Annual Growth Rate. 

Year 

Share use 
in 

"coatings" 
(since 2008 

“ITO”) 

Source 
"Total 
refinery 

production"
Source 

Refinery 
production 

for 
"coatings" 
(calculated) 

AGR 
Average 

AGR over 
10 years 

1999 0.5 
USGS 2000 (Indium 
Mineral Commodity 

Summaries) 
215 

USGS 2001 (Indium 
Mineral Commodity 

Summaries) 
108 53  

2000 0.49 
USGS 2001 (Indium 
Mineral Commodity 

Summaries) 
335 

USGS 2002 (Indium 
Mineral Commodity 

Summaries) 
164 3  

2001 0.49 
USGS 2002 (Indium 
Mineral Commodity 

Summaries) 
345 

USGS 2003 (Indium 
Mineral Commodity 

Summaries) 
169 -11  

2002 0.45 
USGS 2003 (Indium 
Mineral Commodity 

Summaries) 
335 

USGS 2004 (Indium 
Mineral Commodity 

Summaries) 
151 60  

2003 0.65 
USGS 2004 (Indium 
Mineral Commodity 

Summaries) 
370 

USGS 2005 (Indium 
Mineral Commodity 

Summaries) 
241 18  

2004 0.7 
USGS 2005 (Indium 
Mineral Commodity 

Summaries) 
405 

USGS 2006 (Indium 
Mineral Commodity 

Summaries) 
284 23  

2005 0.7 
USGS 2006 (Indium 
Mineral Commodity 

Summaries) 
500 

USGS 2007 (Indium 
Mineral Commodity 

Summaries) 
350 16  

2006 0.7 
USGS 2007 (Indium 
Mineral Commodity 

Summaries) 
580 

USGS 2008 (Indium 
Mineral Commodity 

Summaries) 
406 16  

2007 0.84 
USGS 2008 (Indium 
Mineral Commodity 

Summaries) 
563 

USGS 2009 (Indium 
Mineral Commodity 

Summaries) 
473 1  

2008 "most" 
USGS 2009 (Indium 
Mineral Commodity 

Summaries) 
570 

USGS 2010 (Indium 
Mineral Commodity 

Summaries) 
479 -4  

2009 "most" 
USGS 2010 (Indium 
Mineral Commodity 

Summaries) 
546 

USGS 2011 (Indium 
Mineral Commodity 

Summaries) 
459 12  

2010 "most" 
USGS 2011 (Indium 
Mineral Commodity 

Summaries) 
609 

USGS 2012 (Indium 
Mineral Commodity 

Summaries) 
512 9 13 

2011 "most" 
USGS 2012 (Indium 
Mineral Commodity 

Summaries) 
662 

USGS 2013 (Indium 
Mineral Commodity 

Summaries) 
556   



Appendix to Chapter 4 

____ 

223 

C.5 Addition to section 4.3.2.4 in Chapter 4 (Model parameter) 

C.5.1 Dynamic development 

A sigmoid (s-shaped) development was chosen for dynamic parameters:  
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x is the year (xend = 2050), and k defines the steepness of the curve, which is either 
calculated by giving values for 2000, 2010 and 2050, or it was set to 0.2. The curve starts 
close to zero and approaches the target value y’end.2. Decline of the technology is not 
considered, as the timing for emergence of a substituting technology is even harder to 
predict. The “endpoint” for these developments is chosen to be 2050: even if “maturity” 
in the manufacturing is reached earlier, existing production lines will probably not be 
exchanged before they reach their planned end of life, due to high investment cost. 

C.5.2 Descriptions of parameters 

For the implementation in Vensim®, parameters and parameter groups were given 
abbreviated short names. The naming is compared in Table C.3. 

Table C.3: Naming of parameters and parameter groups – comparison terminology in paper and 
in Vensim®. In this Appendix the abbreviated names from Vensim are used. 
No Parameter name in Chapter 4 (long) Parameter name in Vensim® (short) 

Market penetration CIGS  CIGSmarket 
P1 Market share CIGS solar cells CIGSMarketShare

Technological progress CIGS  “TechProgress” 
P2 Indium intensity CIGS solar cells CIGSMatIntensityIn[t/GW] 
P3 CIGS module lifetime CIGSLifeTime

Handling in anthroposphere CIGS “HanAnthro” 

P4 Utilization rate indium in CIGS solar cell 
manufacturing CIGSUtilizationRate 

P5 Collection rate CIGS solar cell production scrap CIGSUtilizationShareColl 
P6 Collection rate EoL CIGS modules CIGSCollectionRate
P7 Recovery rate indium from EoL CIGS modules CIGSRecoveryRateEoL

P8 Recovery rate indium from CIGS solar cell 
production scrap CIGSRecoveryRateProdScrap 

ITO  “ITOSystem” 
P9 FPD lifetime FPDLifeTime
P10 Utilization rate indium in ITO manufacturing ITOUtilizationRate
P11 Collection rate ITO production scrap ITOUtilizationShareColl
P12 Collection rate EoL FPD ITOCollectionRate
P13 Recovery rate indium from EoL FPD ITORecoveryRateEoL
P14 Recovery rate indium from ITO production scrap ITORecoveryRateProdScrap 

 

                                              
2 If ystart is higher than zero, y’end is calculated from yend by subtracting ystart. Then ystart is added to each f(x) calculated to 
receive the final curve. 
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C.5.2.1 Parameter group CIGS Market penetration  

The assumed market share of CIGS converts the installed PV capacity given in the energy 
scenarios to CIGS capacity installed and is therefore a central leverage to all model 
output. It is depicted as own parameter group consisting of only one parameter, in order 
to allow varying this parameter separately in the model. 

P1: CIGSMarketShare [%] 

CIGS currently holds a market share of about 2% (2010; EPIA and Greenpeace, 2011). 
As an emerging technology before breakthrough, extrapolation of future market shares is 
very difficult. It will depend on developments within the CIGS industry as well as on how 
competing solar technologies evolve; e.g. how fast the manufacturing processes can be 
optimized and how much will be invested for that (Bagnall and Boreland, 2008). It was 
only one company that brought CdTe to mass production, which shows how fast the PV 
industry still evolves and how little current market shares tell about the future (Wolden et 
al., 2011). The reason for CIGS lagging behind the other major thin film technology, 
CdTe, is seen in a more complex production process that faced more scale-up issues 
(Dhere, 2011). However, it has been proven on lab scale that CIGS solar cells can achieve 
similar cell efficiencies as the best polycrystalline-Si wafer solar cells, independent on the 
substrate (Reinhard et al., 2013a). The possibility to produce on flexible substrate offers 
new possibility for applications (e.g. avoidance of heavy glass as substrate allows 
installations on roofs that cannot support heavy weights) as well as for the manufacturing 
process (roll-to-roll for continuous and potentially cheaper processing) (Chiril� et al., 
2011, Reinhard et al., 2013b). Some assumptions on future market shares were already 
made for other studies: 

�x (Moss et al., 2011) estimates a market share of CIGS on total PV market between 
5 and 18% in 2020 

�x (U.S. Department of Energy, 2011) calculate with a share of CIGS on added PV 
capacity between 5 and 50% between 2010-2025 

�x (Jager-Waldau, 2011) estimates that in 2015 26% of PV capacity stems from thin 
film PV 

�x (EPIA and Greenpeace, 2011) estimate a CIGS share on PV market of 9% in 2015 
and 14% in 2020 

�x (GBI Research, 2010) estimate a CIGS share on PV market about 15% in 2020 

It is assumed that the market share is heading to 50% CIGS in 2050 (optimistic), 30% 
(reference level) and 20% (pessimistic), respectively. 50% market share in 2050 is 
considered optimistic as until then new third generation could have gained market shares. 
20% as the pessimistic level is still higher than other low penetration scenarios in 
literature, but due to the focus of this study it seems reasonable to assume breakthrough 
of the technology as a prerequisite also for the lowest assumption. The optimistic market 
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share scenario yields for 2020 lower market shares than Moss et al. (2011) and EPIA and 
Greenpeace (2011) predict, however a faster ramp up of production seems unrealistic in 
view of new production capacities anticipated for the near to mid-term future. A 
plausibility check, that is comparing actual growth in production capacity calculated for 
the scenarios to the predicted future CIGS manufacturing capacity, is done after 
calculating the scenarios, when absolute values for input rates are available.  

C.5.2.2 Parameter group Technological progress 

This parameter group summarize two parameters that depend on the progress in CIGS 
manufacturing: Material intensity and Module Lifetime. 

P2: CIGSMatIntensityIn [kg/GW] 

The parameter describes the amount of indium bound per GW installed CIGS module. It 
depends on density of the active layer, thickness of layer, electrical conversion efficiency 
of the cell and on the layer composition (e.g. In:Ga ratio) (Speirs et al., 2011). In literature 
various values can be found, but often the underlying assumptions are not disclosed or it 
is unclear if utilization rate, that is efficiency of the manufacturing process (see P4), is 
already included or not. 

For the reference case it is assumed for 2000 that 30t of indium are contained in 1GW 
CIGS installed. This equals approximately the “baseline assumption” of Fthenakis (2009), 
the “current production of Keshner and Arya (2004) and the “base case” in Andersson 
(2000). They calculate these values based on different assumptions for thickness of layer 
etc. (see above). Therefore the factors were recombined to yield highest indium 
consumption and lowest indium consumption, which represent the pessimistic and 
optimistic levels in 2000 (Table C.4).  

For the reference case 2050, it is assumed that the indium intensity decreases to 9t/GW, 
which is in-between “most likely” in 2020 of Fthenakis (2009) and “neutral” in 2040 from 
Zuser and Rechberger (2011)3. For the high case, a reduction to 5t/GW was assumed and 
for the low case to 20t/GW. These reductions could be achieved by various combinations 
of assumptions for cell efficiency, In:Ga ratio, and layer thickness. The low case can e.g. 
be achieved if in the “baseline assumption” of Fthenakis (2009) the In:Ga ratio is reduced 
to 0.7:0.3, or if in the “current production of Keshner and Arya (2004) the In:Ga ratio is 
slightly reduced to 0.8:0.2 and the layer thickness is reduced to 1.5�¬m. The high case 
could for instance be achieved, with a In:Ga ratio of 0.55:0.45, a layer thickness of 0.8�¬m 
and a cell efficiency of 18%.  

                                              
3 (Zuser and Rechberger, 2011) do not indicate In:Ga ratio, it was assumed to be 0.75:0.25 
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Table C.4: Assumptions for key factors influencing material intensity (partly based on Speirs et 
al. (2011)). 
 In:Ga ratio Thickness of the 

layer 
Electrical conversion 

efficiency 
 - �¬m % 
(Andersson, 2000) base case 0.75:0.25 2 10 
(Andersson, 2000) 2020 expansion 
potential 0.5:0.5 0.5 14 

(Fthenakis, 2009) 2020 Conservative 0.55:0.45 1.2 14 
(Fthenakis, 2009) 2020 Most likely 0.55:0.45 1 15.9 
(Fthenakis, 2009) 2020 Optimistic 0.55:0.45 0.8 16.3 
(Keshner and Arya, 2004) Current 
production 0.85:0.15 2 12 

(Wadia et al., 2009) 0.67:0.33 0.05 33 
(Fthenakis, 2009) 2008 baseline 1:0 1.6 11.2 
(Zuser and Rechberger, 2011) 2010 0.75:0.25 2 10.6 
(Zuser and Rechberger, 2011) 2040, 
pessimistic 0.75:0.25 1.4 13.8 

(Zuser and Rechberger, 2011) 2040, 
neutral 0.75:0.25 1 15.7 

(Zuser and Rechberger, 2011) 2040, 
optimistic 0.75:0.25 0.8 19.4 

 

P3: CIGSLifetime [years] 

The lifetime of solar modules (in general, not specifically for thin film solar cells), is 
usually indicated to be between 20 and 30 years (Jager-Waldau, 2011, Wirth, 2013). 
Solibro GmbH (2013) and Solar Frontier Europe GmbH (2011) for instance both give a 
performance warranty of 25 years, guaranteeing at least 80% of initial nominal rated 
power up to this point. The aging is not considered in this study, but this effect could be 
outweighed by a longer lifetime of the modules, as a warranty is a “minimum”, and after 
rated power decreases below 80% at least some modules might not be pulled down. 
However, this remains unknown, as PV, including c-Si, is still a “young” technology 
compared to its expected lifetime. 

C.5.2.3 Parameter group Handling in anthroposphere 

This parameter group summarizes five parameters that describe how good society is able 
to keep material in the anthropogenic system. These are mainly based on Marwede and 
Reller (2014). Best assumptions were summarized in a scenario “High Efficiency” (taken 
as optimistic parameter levels in 2050), “Mid Efficiency” (taken as reference parameter 
levels in 2050), and “Low Efficiency” (if not stated differently taken for values in 2000 for 
all levels, no improvements until 2050 assumed for the pessimistic level).  

P4: CIGSUtilizationRate [%] 

Utilization rate is the material efficiency of the manufacturing process; that is the share of 
the metal deposited on the substrate of a final product compared to the amount of metal 
that entered the production process. Possible processes are reviewed in detail in Marwede 
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and Reller (2014). Reinhard et al. (2013a) give an overview of processes currently applied 
by various companies. Marwede and Reller (2014) distinguish between „deposition 
efficiency“ and „overall equipment efficiency“, the latter specifying the share of 
production rejects, that are modules that are broken or do not fulfill specifications. In this 
study this distinction was not made (even though the waste streams might go different 
paths). Fthenakis (2009) states that the utilization rate of indium in commerical co-
evaporation processes is 34%, which is higher than indicated in Marwede and Reller 
(2014). Zuser and Rechberger (2011) even assume that the current utilization rate is 40%. 
For reasons of consistency, the parameter levels were also derived from the scenarios in 
Marwede and Reller (2014). 

P5: CIGSUtilizationShareColl [%] 

As the overspray is currently high, which also holds true for the ITO industry, a mature 
production scrap recycling industry has emerged. There is an economic incentive to 
reclaim overspray in chambers and for sputtering processes to send also remains of the 
target to recycling. This parameter indicates how much of the indium that is not deposited 
on the substrate is collected and sent to a recycler. The reason why for the pessimistic 
level a higher share is collected on the long run, is that only in this case the utilization rate 
stays low and significant amounts of indium occur, which makes recycling of production 
scrap attractive. For the reference and optimistic level, the utilization rate increases 
significantly, and therefore lower amounts of indium remain in production scrap. 

P6: CIGSCollectionRate [%] 

This parameter describes the collection rate for modules at end-of-life. 40% for the 
reference level seems low, as Europe, due to the common collection scheme PV cycle, 
already today collects 70% of spent PV modules (photovoltaik-guide.de (Michael Ziegler), 
2012). However, according to Marwede and Reller (2014), no collection schemes are in 
planning outside Europe, so for a global average a lower value is reasonable to assume. 
Here constant parameter values were chosen, as due to the long lifetime (P3) this 
parameter only starts playing a role late in time span the model covers.  

P7: CIGSRecoveryRateEoLIn [%] 

Marwede and Reller (2014) consider two steps for what is summarized here in one 
parameter describing the recovery rate of indium from EoL CIGS: “Material recovery 
module recycling”, where in a hydrometallurgical step the modules are decomposed to 
several fractions, and “Material recovery refining”, where the residues of the module 
recycling are upgraded to final metal products such as indium. The value for the 
pessimistic level is obsolete, as according to P6 no module reaches appropriate recycling 
facilities. For same reasons as indicated for P6, this parameter is set static. 
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P8: CIGSRecoveryRateProdScrapIn[%] 

This parameter indicates the recovery rate of indium from production scrap from CIGS 
manufacturing. It is the same as the value for “Material recovery refining” used for 
calculating P7. As currently the recovery rate is lower than indicated for the “low 
efficiency” scenario, the values for 2000 were assumed to be 25% for all levels and 
develop towards the respective values in 2050 (Marwede and Reller, 2014, Woodhouse et 
al., 2013). 

C.5.2.4 Parameter group ITO technological progress & handling efficiency 

As the part on other indium uses in this model should only serve for illustrative purposes, 
all parameters are summarized in one group and the parameters are taken where possible 
from the CIGS model part. 

P9: FPDLifeTime [years] 

Flat panel displays (FDP) are implemented in various products such as TVs, computer 
monitors, cell phones and other equipment (Yoshimura et al., 2013). The average life time 
of these products varies and also actual lifetime of each product can differ (Sinha-
Khetriwal, 2012). As Vensim does not allow implementing life time distributions and as 
this part of the model should be kept simple (as the model input does not support a more 
detailed depiction), for the purpose of this study a weighted average of current average 
lifetimes of products given in Yoshimura et al. (2013) is taken as average parameter value. 

P10: ITOUtilizationRate [%] & P11: ITOUtilizationShareColl [%] 

For utilization rate same end points as for CIGS (P4) are chosen as a similar process 
development of both industries can be assumed. The starting values 2000-2010 is 30%, as 
given in Tolcin (2013b) (USGS Indium Mineral Commodity Summary 2009-2013) and in 
Chagnon (2000). Yoshimura et al. (2013) states for world 2004 a utilization in ITO 
sputtering of about 10%. The parameter values for collection rate of production scrap 
(P11) are taken from the CIGS model part (P5). 

P12: ITOCollectionRate [%] 

A large variation between product categories and within product categories can be 
expected. In the US, the rate of collection by weight is for instance almost five times 
higher for computers compared to mobile devices (U.S. Environmental Protection 
Agency, 2011). No global data was found and it is assumed that collection rate changes 
significantly between world regions. Therefore generic assumptions were taken. 

P13: ITORecoveryRateEoLIn [%] 

Currently end-of-life recycling is below 1% (Graedel et al., 2011a). However processes are 
being developed, which would allow for efficiencies of between 54 and 67% (from LCD 
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powder) (Park et al., 2009) or up to 84% from LCDs of EoL mobile phones (Takahashi 
et al., 2009).  

P14: ITORecoveryRateProdScrapIn [%] 

While USGS states that about 60-65% of indium in a ITO target is recovered (Tolcin, 
2013b), similarly stated by Chagnon (2000), data from (Yoshimura et al., 2013) indicate a 
value of 56%. It was assumed that these values include collection rate, therefore the 
starting values (low: 55%, average: 60% and high: 65%) where divided by P11. For 
parameter values in 2050 similar values as for CIGS production scrap was chosen (P8). 

C.6 Addition to section 4.4.1 in Chapter 4 (Results - Differences 
between energy scenarios) 

C.6.1 Annual share of secondary material on total indium demand 

To see which share of demand can be covered annually by secondary material, five year 
averages were calculated in order to avoid interpreting model outliers induced by sharp 
kinks in input data and parameter development. This is a theoretical value, with a closed 
loop perspective that only accounts for production scrap and EoL recycling from same 
product category. About 22-23% of indium demand is covered from recycling production 
scrap in 2026-2030 in all scenarios (EoL recycling is negligible at this point). Between 
2046 and 2050, around 15% of the indium demand is still covered by production scrap 
recycling in all scenarios (reflecting higher utilization rates). Including EoL recycling, the 
share of secondary material on total indium demand increases to between 24% (sc1) and 
33% (sc2). 

C.6.2 Plausibility checks – tables 

The annual absolute increase of installed capacity of CIGS solar cells, discussed in 
Chapter 4, is shown in Table C.5. CIGS solar cell annual market growth is calculated in 
the model as 17 to 84% between 2011 and 2015 (Table C.6). Between 2016 and 2020 for 
most of the scenarios the compound annual growth rate (CAGR)4 is around 20%, sc5 and 
sc6 are upper outliers. Between 2021 and 25 the growth rates are still in this range before 
the relative growth decreases. In the last decade, annual market growth of the PV industry 
was 45% (Green, 2012). That is, the energy scenario with pessimistic PV outlook need an 
annual market growth lower than what was reached in the last decade, while the most 
progressive energy scenarios need an even higher annual market growth than in the last 

                                              
4 The theoretical annual growth rate necessary to get from the initial value to the end value. Here CAGR was 
calculated over 5 years in order to avoid interpreting model outliers, induced by distinct bends in the model input 
development and in the parameter value development (see Chapter 4). 
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decade. The pattern of highest and lowest CAGR for annual indium required for CIGS 
manufacturing is similar to CIGS market growth (Table C.7).  

Table C.5: CIGS average absolute growth in installed capacity [GW/a]. Comparison between 
energy scenarios (reference level for all parameter groups). Highest growth for each period are 
highlighted. 
 Sc1n Sc2n Sc3n Sc4n Sc5n Sc6n Sc7n Sc8n Sc9n Sc10n Sc11n 
2011-15 1.0 0.1 0.9 0.3 1.0 1.5 1.0 1.2 0.2 0.5 0.3 
2016-20 2.7 0.3 2.6 0.9 5.1 11.7 2.9 3.4 0.6 1.4 0.5 
2021-25 12.4 0.8 10.3 2.1 15.2 25.5 4.4 6.6 3.7 10.2 0.8 
2026-30 20.4 1.2 16.7 3.1 24.0 38.8 5.8 9.3 6.3 17.3 0.8 
2046-50 51.7 1.6 34.8 6.0 49.4 75.8 0.0 0.0 0.0 0.0 0.0 

 

Table C.6: Plausibility check: CIGS annual market growth [%] (CAGR for installed capacity 
CIGS). Highest growth rates for each period are highlighted. 
 Sc1n Sc2n Sc3n Sc4n Sc5n Sc6n Sc7n Sc8n Sc9n Sc10n Sc11n 

2011-15 53 49 62 17 41 51 38 43 84 78 26 
2016-20 20 19 20 20 37 50 20 20 20 20 9 
2021-25 36 23 32 18 23 14 7 12 45 49 5 

 

Table C.7: Plausibility check: CIGS annual market growth [%] (CAGR for installed capacity 
CIGS). Highest growth rates for each period are highlighted. 
 Sc1n Sc2n Sc3n Sc4n Sc5n Sc6n Sc7n Sc8n Sc9n Sc10n Sc11n 

2011-15 46 43 55 12 34 44 32 37 76 70 20 
2016-20 11 10 11 11 27 38 11 10 11 11 0 
2021-25 21 10 18 5 10 2 -5 0 30 33 -6 

C.7 Addition to section 4.4.2 of Chapter 4 (Results - Influence of 
technological progress and handling efficiency in the 
anthroposphere) 

C.7.1 Influence of technological improvements 

Figure C.6 shows the cumulative primary indium consumption calculated for all eleven 
energy scenarios, if the parameter group Technological progress CIGS is set to the optimistic 
level. The other parameter groups are set to the reference level. Figure C.7 shows similarly 
the effect if the parameter group Technological progress CIGS is set to the pessimistic level. 
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Figure C.6: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Handling in anthroposphere CIGS & Market penetration CIGS, optimistic 
for Technological progress CIGS). 
 

 

Figure C.7: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Handling in anthroposphere CIGS & Market penetration CIGS, pessimistic 
for Technological progress CIGS). 
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C.7.2 Influence of handling in anthroposphere 

Figure C.8 shows the cumulative primary indium consumption calculated for all eleven 
energy scenarios, if the parameter group Handling in anthroposphere CIGS is set to the 
optimistic level. The other parameter groups are set to the reference level. Figure C.9 
shows similarly the effect if the parameter group Handling in anthroposphere CIGS is set to 
the pessimistic level. 

 

Figure C.8: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Technological progress CIGS & Market penetration CIGS, optimistic for 
Handling in anthroposphere CIGS). 
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Figure C.9: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Technological progress CIGS & Market penetration CIGS, pessimistic for 
Handling in anthroposphere CIGS). 
 

C.7.3 Influence of share of CIGS on PV market 

Figure C.10 shows the cumulative primary indium consumption calculated for all eleven 
energy scenarios, if the parameter group Market penetration CIGS is set to the optimistic 
level. The other parameter groups are set to the reference level. Figure C.11 shows 
similarly the effect if the parameter group Market penetration CIGS is set to the pessimistic 
level. 
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Figure C.10: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Technological progress CIGS & Handling in anthroposphere CIGS, 
optimistic for Market penetration CIGS). 
 

 

Figure C.11: Cumulative primary indium consumption – comparison between energy scenarios 
(reference values for Technological progress CIGS & Handling in anthroposphere CIGS, 
pessimistic for Market penetration CIGS). 
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C.8 Addition to (4.3 Role of CIGS compared to other use categories of 
indium) 

Figure C.12 shows the cumulative primary indium demand from other indium containing 
products, grouped to products based on ITO (indium tin oxide) and non-ITO. The 
model inputs are both set to “high”, “medium” or “low”, respectively. The corresponding 
totals are also given. The model parameters are set to the reference level. In Figure C.13 
the totals are re-calculated for parameter level set to optimistic and pessimistic, 
respectively. 

 

Figure C.12: Cumulative primary indium consumption from other indium containing products – 
demand from different non-CIGS categories, all calculated with reference assumptions for 
parameters levels in the ITO model part. 
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Figure C.13: Cumulative primary indium consumption from other indium containing products – 
demand from non-CIGS products, shown are results for high, medium and low demand 
development each combined with optimistic, reference and pessimistic assumptions for 
parameters levels in the ITO model part. 

C.9 Addition to section 4.4.4 of Chapter 4 (Results - Ranges for total 
primary indium demand) – plausibility 

The highest absolute installed capacity increase is 1.6GW/a in the years between 2011 and 
2015, and at most 17.4GW/a in 2016-2020 (sc6). With sc1 the increase is 4.3GW/a in this 
time span. The value for sc6 surpasses the planned production capacity increases outlined 
in section 4.4.1 of Chapter 4. After 2020 the production capacity would need to again 
more than double to meet the demand from CIGS in sc6, however, the plausibility is 
difficult to appraise so long into the future. The 21.6GW/a required for sc1 in average for 
2021-2025 are in line with planned capacity increases. 

C.10  Addition to section 4.5.2.2 of Chapter 4 (Discussion - Potential to 
increase production of carrier metal) 

C.10.1 Historical annual growth rates in zinc world production 

The historical annual growth rates in zinc world production are calculated from data 
available from the U.S. Geological Survey (Kelly et al., 2013), see Table C.8. 
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Table C.8: Historical world production (“WP”) of zinc, from USGS (Kelly et al., 2013), given in 
1000 tons. Annual growth rates (“AGR”) calculated in averaged over 10 years and the whole 
period covered (1900-2011), respectively. “World production” is specified by the USGS as “zinc 
content of smelter production” for 1900-12, 1914-17, and 1929-42 and “World mine production” 
for 1913, 1918-28, and 1943-2011. 

Year WP 
[1000t] AGR 

10y 
average 

AGR 
Year WP 

[1000t]
AGR 
[%] 

10y 
average 

AGR 
[%] 

Year WP 
[1000t]

AGR 
[%] 

10y 
average 

AGR 
[%] 

1900-
2011 

average 
AGR 
[%] 

1900 479 1938 1'420 -3.4 1976 5'690 -2.7 

1901 510 6.5 1939 1'500 5.6 1977 5'920 4.0 

1902 547 7.3 1940 1'470 -2.0 3.0 1978 5'850 -1.2 

1903 574 4.9 1941 1'590 8.2 1979 5'990 2.4 

1904 629 9.6 1942 1'630 2.5 1980 5'950 -0.7 0.9 

1905 660 4.9 1943 1'830 12.3 1981 5'950 0.0 

1906 704 6.7 1944 1'870 2.2 1982 6'130 3.0 

1907 738 4.8 1945 1'470 -21.4 1983 6'280 2.4 

1908 723 -2.0 1946 1'440 -2.0 1984 6'520 3.8 

1909 775 7.2 1947 1'600 11.1 1985 6'760 3.7 

1910 810 4.5 5.4 1948 1'690 5.6 1986 6'840 1.2 

1911 895 10.5 1949 1'730 2.4 1987 7'190 5.1 

1912 971 8.5 1950 2'150 24.3 1988 6'770 -5.8 

1913 939 -3.3 1951 2'360 9.8 4.7 1989 6'820 0.7 

1914 795 -15.3 1952 2'590 9.7 1990 7'150 4.8 1.9 

1915 760 -4.4 1953 2'670 3.1 1991 7'270 1.7 

1916 882 16.1 1954 2'660 -0.4 1992 7'250 -0.3 

1917 901 2.2 1955 2'900 9.0 1993 6'910 -4.7 

1918 849 -5.8 1956 3'110 7.2 1994 7'050 2.0 

1919 719 -15.3 1957 3'150 1.3 1995 7'280 3.3 

1920 682 -5.1 -1.2 1958 2'950 -6.3 1996 7'480 2.7 

1921 464 -32.0 1959 3'020 2.4 1997 7'540 0.8 

1922 730 57.3 1960 3'090 2.3 3.8 1998 7'570 0.4 

1923 889 21.8 1961 3'490 12.9 1999 7'960 5.2 

1924 986 10.9 1962 3'570 2.3 2000 8'770 10.2 2.1 

1925 1'190 20.7 1963 3'660 2.5 2001 8'910 1.6 

1926 1'410 18.5 1964 4'030 10.1 2002 8'880 -0.3 

1927 1'420 0.7 1965 4'310 6.9 2003 9'520 7.2 

1928 1'360 -4.2 1966 4'500 4.4 2004 9'600 0.8 

1929 1'320 -2.9 1967 4'840 7.6 2005 10'000 4.2 

1930 1'260 -4.5 8.6 1968 4'970 2.7 2006 10'300 3.0 

1931 904 -28.3 1969 5'340 7.4 2007 11'100 7.8 

1932 709 -21.6 1970 5'460 2.2 5.9 2008 11'800 6.3 

1933 892 25.8 1971 5'520 1.1 2009 11'500 -2.5 

1934 1'060 18.8 1972 5'440 -1.4 2010 12'200 6.1 3.4 

1935 1'210 14.2 1973 5'710 5.0 2011 12'800 4.9 3.5 

1936 1'330 9.9 1974 5'780 1.2 
1937 1'470 10.5 1975 5'850 1.2 
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C.10.2 Apparent primary production ratio indium to zinc (In[kg]:Zn[t]) 

The apparent primary production ratio indium to zinc was calculated based on the annual 
world mine production of zinc between 2001 and 2010 (Kelly et al., 2013), see also Table 
C.8, and the primary production of indium calculated with the demand model (Table C.9). 

Table C.9: Calculation of apparent primary production ratio indium to zinc. References a) (Kelly 
et al., 2013), b) result from demand model, calculated with Sc3 as input for CIGS solar cells model 
part and “medium scenario” as input for non-CIGS products, reference level for all parameter 
groups. 

Year World production Zinc 
[t] a) 

Global primary indium 
demandb) 

Calculated apparent 
production ratio 

In[kg]:Zn[t] 
2001 8‘910‘000 333.1 0.037 
2002 8‘880‘000 278.2 0.031 
2003 9‘520‘000 280.0 0.029 
2004 9‘600‘000 311.4 0.032 
2005 10‘000‘000 360.2 0.036 
2006 10‘300‘000 378.2 0.037 
2007 11‘100‘000 388.7 0.035 
2008 11‘800‘000 397.9 0.034 
2009 11‘500‘000 406.0 0.035 
2010 12‘200‘000 415.9 0.034 
2011 12‘800‘000 333.1 0.037 

Average 2001-2011  0.034 

C.10.3 Calculation of future annual zinc production necessary to cover 
indium demand 

The model input for the CIGS model part, which is linked to the energy scenarios, 
represents a stock development (installed capacity PV at certain points in time). The 
periods in-between given values are linearly interpolated; therefore calculated rates show 
abrupt changes. It is thus proposed to average over at least five years before interpretation 
(section 4.5.1 in Chapter 4). In order to calculate future annual zinc production necessary 
to cover indium demand, first five year averages of primary indium demand were 
calculated (Table C.10). These values are multiplied by the apparent primary production 
ratio indium to zinc (In[kg]:Zn[t]) of 0.034:1 (Table C.9) to yield the respective annual 
primary zinc production needed (Table C.11). 

Table C.10: Ranges annual primary indium demand [t/a]. 
 Maximum indium demand 

calculated with Sc6n as 
model input CIGS 

Maximum indium demand 
calculated with Sc1n as 

model input CIGS 

Minimum indium demand 
calculated with Sc2n as 

model input CIGS 
  CIGS Total CIGS Total CIGS Total 
2005-2010 27 429 19 421 2 376 
2010-2015 314 780 205 671 7 377 
2015-2020 3033 3600 734 1301 9 360 
2020-2030 6501 7169 3161 3829 14 336 
203-2050 7967 8741 4169 4943 11 318 
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Table C.11: Ranges annual primary zinc demand to cover annual primary indium demand [t/a]. 
Calculated with an In[kg]:Zn[t] production ratio of 0.034:1. 
 Maximum indium demand 

calculated with Sc6n as 
model input CIGS 

Maximum indium demand 
calculated with Sc1n as 

model input CIGS 

Minimum indium demand 
calculated with Sc2n as 

model input CIGS 
  CIGS Total CIGS Total CIGS Total 
2005-2010 805414 12606646 567141 12368372 45457 11069238 
2010-2015 9229910 22939715 6034486 19744291 212140 11093552 
2015-2020 89208342 105872793 21599556 38264006 268133 10576679 
2020-2030 191210876 210839003 92976339 112604465 422100 9893790 
2030-2050 234325611 257078182 122630814 145383385 337729 9355378 

C.11 Explanations to Figure 4.6 of Chapter 4 

Total extraction efficiency is determined by the following steps of the extraction process: 

�x From mine to zinc concentrate (Effconc): Schwarz-Schampera and Herzig (2002), 
indicate 96%, which is equal to zinc recovery. This is based on information from 
Toyoha mine in Japan. Thibault et al. (2010) report losses of 17%. 

�x From zinc concentrate to a smelter capable of extracting indium (Effpath): 
According to the Indium Corporation in 2012 between 45 and 47% indium mined 
reached appropriate smelters (Giasone and Mikolajczak, 2013). 

�x From entering smelter to smelter residue that is treated for indium (Effsmelter) and 
from smelter residue to a product of 2N+ purity (Effextract): for Effextract Alfantazi 
and Moskalyk (2003) indicate 30% “traditionally”, which can be improved to 80% 
with newest technology and for Effsmelter x Effextract Mikolajczak (2009) indicate a 
“final average rate” of about 50%. This means that the “traditional” Effextract is no 
longer relevant, as combining the information from the references given would 
result in Effsmelter being above 100%. 

�x From indium of lower purity to high purity (5N) (Effrefinery): With around 96-97%, 
the purification is quite efficient (Giasone and Mikolajczak, 2013). 
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