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Abstract

For decades Gaussian plume models have been used to predict pollutant emissions. Also the Paul Scherrer Institute (PSI) predicts the dispersion of radioactive particles in airborne discharges to estimate the dose rate at the PSI and its surroundings. Currently, the Gaussian plume model ESS41 is used for this purpose. While Gaussian models are very robust they lack the capability of taking into account the varying atmospheric background states and, especially, the dispersion of the plume in a complex topography.

An evaluation of different numerical models allowing for both a high spatial resolution of 2 m in the $x$, $y$- and $z$-direction and a great flexibility, yielded the numerical flow solver EULAG as a suitable modelling system. The approach chosen in this thesis is to perform idealised simulations of passive tracer dispersion under neutral and convective thermal stratification. Three flow settings are applied, including a flat terrain, a river canyon and the latter setup extended by a building. The building is numerically treated as immersed boundary while terrain-following coordinates are used to simulate turbulent flow and tracer dispersion in the canyon setup. Only west wind conditions are investigated.

The following main results are found:

- Over a flat terrain both a surface roughness and a surface heat flux lead to a vertical plume spread. The tracer therefore reaches the ground at closer distances to the source and after shorter advection times in situations with increased roughness and/or surface heat fluxes.

- The idealised river canyon setup corresponds to an Isolated Roughness Flow (IRF) regime, showing the characteristic canyon flow profile. A turbulent downward transport of the tracer into the river canyon is observed due to the large eddies near the western shore. As a consequence, a simple surface roughness change in a flat terrain setup is not capable to mimic the canyon.

- Under convective thermal stratification the tracer dispersion is almost independent of release height and surface inhomogeneities.
A large building in the river canyon setup influences the flow substantially in the vicinity of the building and leads to a higher pollutant concentration both behind the building and at the western shore of the river.

A simple roughness parameterisation used in the model ESS41 is thus not sufficient to mimic the canyon topography. Furthermore, the temporal development of the plume, including temporal and local concentration peaks, cannot be modelled. Using EULAG, there is no constraint on time steps and spatial resolution apart from numerical restrictions. The tracer concentration can be determined in the vicinity of the source and therefore an on-site dose calculation is in principle possible.

Based on the studies in this PhD thesis, EULAG can be considered as a suitable tool to replace the Gaussian plume model ESS41 for the modelling of tracer emissions at PSI in the future.
Kurzfassung

Seit Jahrzehnten werden Gauß-Fahnenmodelle verwendet, um die Ausbreitung von Schadstoffen vorherzusagen. Auch das Paul Scherrer Institut (PSI) verwendet ein Gaußmodell, um die Abgabe von luftgetragenen radioaktiven Teilchen zu modellieren und die Dosis am PSI und in der Umgebung abzuschätzen. Aktuell wird hierfür das Gauß-Fahnenmodell ESS41 verwendet. Gauß-Modelle sind sehr robust, können aber die variierenden atmosphärischen Hintergrundzustände und insbesondere die Ausbreitung im komplexen Gelände nicht berücksichtigen.


Folgende Ergebnisse wurden gefunden:

• Über einer flachen Ebene führen sowohl ein Bodenwärmefluss als auch eine Oberflächenrauhigkeit zu einer vertikalen Verbreiterung der Schadstofffahne. Der Tracer erreicht den Boden nach kürzerer Zeit und mit geringerem Abstand zur Quelle unter Bedingungen erhöhter Rauhigkeit oder eines Bodenwärmeflusses.

• Das idealisierte Flusstal entspricht einem Isolated Roughness Flow (IRF) System und zeigt das zugehörige charakteristische Profil. Aufgrund der großen Wirbel am Westufer findet ein Abwärtstransport der Schadstoffe in das Flusstal statt. Eine Bodenrauhigkeit wie im Set-up des flachen Geländes kann das Flusstal daher nicht nachbilden.

• Bei konvektiver atmosphärischer Schichtung ist die Schadstoffausbreitung nahezu unabhängig von Emissionshöhe und Bodenrauhigkeit.


Basierend auf den Studien dieser Arbeit stellt EULAG prinzipiell ein geeignetes Modell dar, um das Gauß-Fahnenmodell ESS41 in der Zukunft zu ersetzen.
Chapter 1

Introduction

Air pollution is a major problem for human health. Many pollutants are emitted within or slightly above the urban canopy layer where many people live (Figure 1.1). Urban areas and outskirts grow continuously (United Nations Population Division, 2011) therefore studies on air pollution in an urban environment are an increasing research issue.

For decades Gaussian plume models have been used to predict pollutant emissions. These models suppose a horizontal and vertical concentration distribution in a uniform flow under steady-state conditions. This is a simplified description, especially in the urban canopy layer where the flow is disturbed by buildings, trees and other obstacles (see Figure 1.1). A second type of models used for plume prediction are Lagrangian
dispersion models (Rotach et al., 1996; Kljun et al., 2002). These models simulate the different paths of the plume parcels based on a random walk process. Information about the flow field and other meteorological data is required to drive such models, and therefore, the results of a Lagrangian model are dependent on the input data set. In the third kind of models, applied in this PhD thesis, the Navier-Stokes equations are solved. Those high-resolution models are capable of taking into account both the topography and the building structures. The turbulent flow and the dispersion of tracers can be simulated with a high spatial and temporal resolution. There are mainly three approaches to solve the Navier-Stokes equations and simulate turbulent flows: Reynolds Averaged Navier-Stokes (RANS), Large Eddy Simulation (LES) and Direct Numerical Simulation (DNS). RANS models solve the turbulent spectrum based on a statistical treatment while DNS models compute the turbulent flow on all scales directly. LES models are a compromise between the two: The large-scale turbulent motions are solved directly while the small-scale motions are parameterised (see e.g. Pope (2000)). While DNS is rarely used due to the high computational costs the other two model techniques are applied over a wide range. Many studies have been performed to investigate flow and tracer dispersion over homogeneous and inhomogenous flat terrain both analytically (Panofsky and Townsend, 1963; Taylor, 1968) and numerically (Peterson, 1969; Rao et al., 1973). The inhomogeneity is hereby considered as a surface roughness change. Other studies focused on flow and dispersion through urban canyons (Oke, 1988; Huang et al., 2000; Assimakopoulos et al., 2003). Some canyon studies consider different building configurations such as roofs (Kastner-Klein et al., 2004) or the influence of thermal effects (Sini et al., 1996; Park et al., 2012). Many authors investigated the flow over simple arrays of obstacles consisting of cubes (Hanna et al., 2002; Kanda et al., 2004; Coceal et al., 2006) or cuboids of different heights (Milliez and Carissimo, 2006; Xie et al., 2008). Some studies mimic real cities or obstacles in comparison with field experiments (Rotach et al., 2004; Yee, 2004; Xie and Castro, 2009) or wind tunnel studies (Smolarkiewicz et al., 2007). The described models and applications can be applied to different kinds of pollutants. In this PhD thesis the considered particles are radionuclides.

From nuclear and research facilities working with radioactive material, liquid and airborne discharges occur. For protecting environment and human health, the maximum effective dose of radiation is set by law to 1 millisievert per year. In Switzerland, the Swiss Federal Nuclear Safety Inspectorate (ENSI) defines a maximum dose rate for
each facility which must be below the legal safety limit. To estimate the dose rate of airborne discharges atmospheric dispersion models are used. A detailed guideline for dispersion modelling and computing the dose rate is defined in Swiss Federal Nuclear Safety Inspectorate (2009, G14), which is based on international guidelines by the International Atomic Energy Agency (IAEA) (International Atomic Energy Agency (IAEA), 2000, 2002). These guidelines are derived from research studies of Gifford and Briggs (Slade, 1968). For the Swiss nuclear power plants with only one emission source (stack) a maximum radioactive decay rate is specified. For the Paul Scherrer Institute (PSI), a research center in the North of Switzerland (Figure 1.2) the spatial and temporal emission pattern is different. The PSI has 13 sources (two main sources) and as a research institute temporally varying emissions. Therefore the PSI must guarantee that a certain dose rate is not exceeded by airborne emissions. Currently, the Gaussian plume model ESS41 is used to predict the dispersion of radioactive particles and to estimate the dose rate at the PSI and surroundings (defined as the region closer than 5 km to the sources) where the concentration of radionuclides is highest.

The emitted radionuclides are mainly positrons ($\beta^+$ emitters) ($^{11}$C, $^{13}$N, $^{15}$O, $^{18}$F, $^{41}$Ar) with a half-life time between some minutes and two hours. Once the positron is emitted, it annihilates with an electron by sending off $\gamma$ radiation, which can be detected. In this PhD thesis only one main source at PSI is considered, the Zentrale
Fortluftanlage PSI West (ZFA), a stack at the northern wall of the building Experimentierhalle PSI West. As the concentration is proportional to the detected radiation the radioactive decay is not considered explicitly. Instead a passive scalar\(^1\) is released into the flow and the concentration distribution is determined. The applied setup is not the PSI geometry as shown in Figure 1.2 but an idealised version including the river Aare and the ZFA in the final setup. The tracer dispersion at PSI is simulated with the numerical flow solver EULAG (see Chapter 3).

The main questions that will be addressed are:

1. How do release height, thermal stratification and the Aare canyon influence the tracer dispersion?
2. What are the advantages and disadvantages of EULAG compared to a Gaussian plume model?
3. Is EULAG capable to replace the Gaussian plume model ESS41 for radionuclide dispersion simulations in the future?

The following Chapter 2 provides an overview of the underlying theory, important for this PhD thesis. In Chapter 3 the flow solver EULAG is described. Chapter 4 deals with three different setups that are used in the subsequent chapters. The tracer dispersion over a homogeneous and inhomogenous flat terrain is modelled in Chapter 5. An area with an idealised Aare valley is considered in Chapter 6 which is extended by a building representing the Experimentierhalle and the ZFA in Chapter 7. A summary and an outlook in Chapter 8 close this PhD thesis.

\(^1\)A passive scalar is a contaminant in a fluid that has no effect on the fluid motion itself.
Chapter 2

Theoretical Background

In this chapter the theoretical background on atmospheric boundary layer turbulence is briefly summarised. After a description of the atmospheric boundary layer and Gaussian plume models, the basic concepts of turbulence are presented. The chapter closes with a summary of LES.

2.1 The Atmospheric Boundary Layer

The atmospheric boundary layer (ABL) is the lowest part of the atmosphere that is adjacent to the earth’s surface. In other words: the ABL is "that part of the troposphere that is directly influenced by the presence of the earth’s surface, and responds to surface forcings with a timescale of about an hour or less." (Stull, 1989). The upper part of the troposphere is called free atmosphere. Characteristics of the ABL are a diurnal variation of temperature and the occurrence of turbulence as a very important transport process. The structure of the ABL mainly consists of four layers, which depend on the diurnal cycle\(^1\): the mixed, residual, stable boundary and surface layer (see Figure 2.1). They are explained in the following.

\(^1\)The diurnal cycle as shown in Figure 2.1 is mainly relevant over land on sunny days and in our latitudes in the summer.
2.1.1 Mixed Layer

The mixed layer (ML) or convective boundary layer (CBL) consists of three regions: the surface layer at the bottom, the mixed layer in the middle and the entrainment zone at the top. Buoyancy is the dominant effect for generating turbulence on sunny days. Warm air rises from the ground while colder air sinks from the top, which causes an intensive mixing. Therefore the meteorological characteristics (e.g., wind velocity or potential temperature) are nearly uniform with height in the upper part. The ML depth ranges from a few hundred to a few thousand meters in the late afternoon. The eddies can reach a size of 100 to 3000 m.

2.1.2 Residual Layer

The residual layer (RL) is not a boundary layer by definition, because it has no contact to the earth. It is presented as an exception from the rule. Before sunset the turbulence decreases because of the radiative cooling. The resulting RL is neutrally stratified and has the same mean state and concentration variables as in the ML.
2.1.3 Stable Boundary Layer

Below the RL the stable boundary layer (SBL) forms during the night. Around sunset when the energy input at the surface ceases, the turbulence decays. The air above the surface cools due to the heat flux from the atmosphere to the ground and the stability (strongly) increases. The height of the SBL is not very well defined because the top blends smoothly in the RL above.

2.1.4 Surface Layer

The surface layer (SL) or constant flux layer covers approximately the lowest 10 % of the ABL. It is independent of the thermal stratification, experiences typically a strong wind shear, and mechanical generation of turbulence is the dominant process, which is much bigger than the buoyant turbulence generation. The height of the SL is a few tens of meters.

2.1.5 Thermal Stratification

The static stability of the vertical stratification of an unsaturated atmosphere can be derived from the vertical gradient of the potential temperature $\theta$:

$$\frac{\partial \theta}{\partial z} < 0 \quad \text{convective}$$

$$\frac{\partial \theta}{\partial z} = 0 \quad \text{neutral}$$

$$\frac{\partial \theta}{\partial z} > 0 \quad \text{stable}$$

2.1.6 Influence of the Atmospheric Stratification on Smoke Plumes

Tracers are emitted either episodically at regular time intervals (called puffs) or continuously (called plumes). In this PhD thesis a continuous emission is considered. Five different types of plumes can be identified depending on the wind speed and the vertical temperature profile called fanning, fumigation, looping, coning and lofting (Figure 2.2).
• Fanning: There is almost no vertical spread and pollutants are transported over long distances without reaching the ground. This plume occurs mainly under strong inversions with a stable stratification, e.g. around sunrise.

• Fumigation: A stable air layer above the stack height and an unstable one below the stack lead to fumigation. There is a stronger downward transport of tracers. This condition is often found in the morning.

• Looping: Under unstable conditions convection causes large eddies and dominates the energy generation process. There is a fast mixing and dispersion due to the strong atmospheric turbulence under unstable conditions during a sunny day.
• Coning: At covered sky conditions and high wind speed (near-neutral stratification) the turbulence energy is mainly generated by mechanical production and causes small eddies. Vertical and horizontal motions are almost equal and the plume has the shape of a cone.

• Lofting: The contrary to fumigation. An unstable layer lies above the stack height while a stable one lies below. There is a greater upward dispersion and the pollutants are carried over long distances. This plume shape often occurs after sunset.

2.2 Gaussian Plume Models

Gaussian plume models are widely used and they belong to the oldest dispersion models that exist. The underlying principle is a Gaussian distribution function of the pollutant distribution. In the following the general equation of a Gaussian model is derived.

2.2.1 Theoretical Derivation

Gaussian plume models are based on the principle of the conservation of mass which implies that chemical transformation processes are negligible due to the short lifetime of the plume. The probability that a particle lies in the interval \([x, x + dx]\) is defined as the probability density \(F(x)\). For a three-dimensional case, \(G(y)\) and \(H(z)\) can be defined in the same way. Assuming that the probability densities are independent of each other it follows:

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} F(x) \; G(y) \; H(z) \; dx \; dy \; dz = 1
\]

with the probability densities \(F(x)\), \(G(y)\) and \(H(z)\) in the \(x\)-, \(y\)- and \(z\)-direction, respectively. The variable \(\chi(x,y,z)\) describes the probability that the emitted pollutant from
a point source $Q$ is located at $(x,y,z)$ such that

$$Q = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \chi(x,y,z) \, dx \, dy \, dz$$

with

$$\chi(x,y,z) = Q \cdot F(x) \cdot G(y) \cdot H(z)$$

The main challenge is to define the form of the probability densities $F(x)$, $G(y)$ and $H(z)$. This can be done by applying Fick’s law of diffusion. The result for $\chi$ is:\footnote{The interested reader is referred to Blackadar (1996)}:

$$\chi(x,y,z) = \frac{Q}{2\pi \langle u \rangle \sigma_y(x) \sigma_z(x)} \exp \left( - \left( \frac{y^2}{2\sigma_y^2(x)} + \frac{z^2}{2\sigma_z^2(x)} \right) \right)$$

where $\langle u \rangle$ is the mean velocity at the source point, $\sigma_y(x)$ and $\sigma_z(x)$ denote the standard deviations of the concentration distribution, dependent on the distance $x$ to the source, and thus the width and the depth of the plume. Hence, the form of the probability density functions $F(x)$, $G(y)$ and $H(z)$ are normal distributions. The $\sigma$-values must be determined as a function of $x$ to predict the tracer concentration at different points and the success of the model results strongly depends on these values.

### 2.2.2 Stability Classes and $\sigma$-Values

The concentration distribution of the plume depends on the height above the surface, the distance from the source, the wind speed, the temperature, the surface roughness and the sampling time, i.e., the time between successive measurements of a physical quantity. In most cases stability classes are used to determine the $\sigma$-coefficients that describe the width and the depth of the plume (Pasquill, 1961). Based on net radiation and wind speed the atmospheric stability is divided into six classes A–F ranging from “very unstable” to “stable” (see Figure 2.3). $\sigma_y = \sigma_y(x)$ and $\sigma_z = \sigma_z(x)$ can be estimated for each class as a function of the distance $x$ to source. Beginning in the 1960’s many scientists tried to determine the $\sigma$-values experimentally, e.g., Pasquill (1961); Turner (1964); Klug (1969); Vogt (1977). Due to the different experimental conditions such as surface roughness or averaging time (e.g. hourly average or daily average) the values differ significantly. More sophisticated Gaussian models, known as second
generation models, determine the $\sigma$-values based on Monin-Obokhov similarity theory parameters. As this method is not used at PSI it is not further discussed.

### 2.2.3 Concentration Distribution

Measurements show a Gaussian distribution for the concentration in case of an undisturbed and time-averaged dispersion. For a continuous source the concentration $\chi$ at a point $(x, y, z)$ is given by

$$\chi(x, y, z) = \frac{Q}{2\pi \langle u \rangle \sigma_y(x) \sigma_z(x)} \exp \left( -\frac{y^2}{2\sigma_y^2(x)} \right) \left[ \exp \left( -\frac{(h_{\text{eff}} - z)^2}{2\sigma_z^2(x)} \right) + \exp \left( -\frac{(h_{\text{eff}} + z)^2}{2\sigma_z^2(x)} \right) \right]$$

(2.1)

where $z$ is the height above the ground and $h_{\text{eff}}$ the effective height of the source. The first term represents the source, the second term the Gaussian concentration distribution in the horizontal and the third term the concentration distribution in the vertical. The second summand in term III denotes a virtual source to deal with particles that reach the surface. Due to this summand the plume reflects at the surface and the Gaussian distribution becomes asymmetric (see Figure 2.4).
2.2.4 Statistical Theory of Taylor

The statistical theory of Taylor states that the random particle displacement for a passive tracer can be found from the Lagrangian velocity autocorrelation. This is the correlation of the particle velocity at a time \( t \) and a later time \( t + \tau \) after its release, where \( \tau \) is a time lag. The Lagrangian integral time scale or memory time is defined as

\[
T = \int_{-\infty}^{\infty} f(\tau)d\tau
\]

with a dimensionless autocorrelation function:

\[
f(\tau) = \frac{\nu(t)\nu(t + \tau)}{\nu^2(\tau \equiv 0)}.
\]

\( \nu \) denotes the lateral particle velocity component and \( \nu^2(0) \) equals the local velocity variance \( \sigma^2 \) of the fluid. For short times, i.e. close to the source, the plume spread is
linear with time

\[ \sigma^2 \sim t^2 \quad \text{for } t \ll T, \]

while \( \sigma \) grows parabolically with \( t \) for long times\(^3\)

\[ \sigma^2 \sim t \quad \text{for } t \gg T. \]

As a consequence, Gaussian plume models are incorrect close to the source (see Figure 2.5). The model ESS41 therefore does not consider distances closer than 200 m to the source for dose rate calculations.

\[\text{Figure 2.5: Outline of the plume spread dependent on the time } t.\]

### 2.3 Statistical Description of Turbulence

The description of turbulent flows is one of the most complex problems in fluid dynamics. The characteristics cannot be described in detail but have to be considered as a stochastic process by means of a probability density function. Let \( P_k \) be the probability density that a variable \( k \) has a value in the interval \([k, k + \Delta k]\). Assuming stationarity the expected value \( \langle k \rangle \) (expectation) is given by:

\[ \langle k \rangle = \int_{-\infty}^{\infty} k P_k \, dk \quad (2.2) \]

\(^3\)For a detailed derivation see e.g. Blackadar (1996).
The expectation is often called 'mean value' as an average over an infinite number of realisations of $k$. For different moments $n$ of $k$, equation (2.2) becomes

$$\langle k^n \rangle = \int_{-\infty}^{\infty} k^n P_k \, dk$$

Central moments are defined as the deviation from the mean, $k' = (k - \langle k \rangle)$ and thus

$$\langle (k - \langle k \rangle)^n \rangle = \int_{-\infty}^{\infty} (k - \langle k \rangle)^n P_k \, dk$$

The first moment $n = 1$ is zero by definition, the second moment $n = 2$ is called variance. $n = 3$ and $n = 4$ are skewness and kurtosis, respectively. In statistics of measurements or computer simulations the so-called ensemble average (Equation 2.2) is not exactly known. As a proxy it is usually substituted by the temporal average of the measurements or simulation results. Over a homogeneous surface the spatial average is often used as a substitute.

An important variable for the description of a turbulent flow is the covariance that describes the turbulent transport of a quantity. In most cases one variable is a velocity component. Covariances used in this thesis are the turbulent fluxes of momentum $\langle u'w' \rangle$ and heat $\langle w'\theta' \rangle$. $u$ and $w$ are the velocities in streamwise and vertical direction, respectively and $\theta$ denotes the potential temperature. If the covariance does not vanish, a turbulent flow can transport a quantity without a mean velocity. The kinematic fluxes can be transformed into physical units by

$$\rho \langle u'w' \rangle : \text{turbulent flux of momentum} \ [Nm^{-2}]$$
$$\rho c_p \langle w'\theta' \rangle : \text{turbulent flux of sensible heat} \ [Wm^{-2}]$$

where $c_p$ denotes the specific heat of air at constant pressure and $\rho$ the density. Another important variable is the turbulent kinetic energy (TKE) defined as

$$\text{TKE} = 0.5 \ (\langle u' \rangle^2 + \langle v' \rangle^2 + \langle w' \rangle^2).$$

It is a measure of the turbulence intensity in a flow. In the TKE budget equation all processes that generate turbulence are included. With $\frac{TKE}{m} = \overline{e}$ the following equation
can be derived:

\[
\frac{\partial \bar{e}}{\partial t} = + g \frac{\partial \rho' \theta'}{\partial \bar{z}} - u' \frac{\partial U}{\partial \bar{z}} - \frac{\partial \bar{w}' \bar{e}}{\partial \bar{z}} - \frac{1}{\bar{\rho}} \frac{\partial \bar{p}'}{\partial \bar{z}} - \varepsilon
\]  

(2.3)

The terms represent the following:

- I: buoyancy production
- II: shear / mechanical production
- III: turbulent transport
- IV: pressure transport
- V: molecular dissipation

### 2.4 Large Eddy Simulation (LES)

Large Eddy Simulation (LES) is an important modelling approach for simulating a turbulent flow, developed in meteorology (Fröhlich, 2006) and first published by Smagorinsky (Smagorinsky, 1963). There are two other approaches for modelling turbulence known as Reynolds Averaged Navier-Stokes (RANS) and Direct Numerical Simulation (DNS). While the DNS computes the turbulent flow on all length scales directly, the whole spectrum is modelled by statistical turbulent models when using RANS.

#### 2.4.1 Turbulent Scales

In the atmosphere a wide span of eddies occur from millimeters to thousands of kilometers. Richardson found out that a cascade process exists in which energy is transported from the largest eddies to the smallest ones and finally into heat. Kolmogorov postulated the turbulence of the large scale is inhomogeneous and anisotrop while it can be considered as locally homogeneous and isotrop on small scales.

---

4For a comprehensive description of the different terms see e.g. Stull (1989).
The basic idea of LES is a separation of the variables into a large scale and a small scale part, called grid-scale (GS) and subgrid-scale (SGS) variables, respectively. While the large scales are computed explicitly the short-living small scale eddies, which are supposed to be homogeneous and isotropic with universal properties, are parameterised.

### 2.4.2 Governing Equations

For the separation of the two scales different approaches exist, the most common approach being a spatial filtering (Leonard, 1974)\(^5\). After separating the continuity equation, the Navier-Stokes equation, the first law of thermodynamics and the passive scalar conservation law, the filtered basic equations in a Cartesian coordinate system can be written as follows:\(^6\):

\[
\frac{\partial \langle u_j \rangle}{\partial x_j} = 0
\]

\[
\frac{\partial \langle u_i \rangle}{\partial t} + \frac{\partial \langle u_i u_j \rangle}{\partial x_j} = -\frac{\partial \pi}{\partial x_j} + \frac{g}{\theta_0} (\langle \theta \rangle - \theta_0) \delta_{ij} - \frac{\partial \tau_{ij}}{\partial x_j}
\]

\[
\frac{\partial \langle \theta \rangle}{\partial t} + \frac{\partial \langle u_j \langle \theta \rangle \rangle}{\partial x_j} = -\frac{\partial H_j}{\partial x_j}
\]

\[
\frac{\partial \langle \varphi \rangle}{\partial t} + \frac{\partial \langle u_j \langle \varphi \rangle \rangle}{\partial x_j} = -\frac{\partial \phi_j}{\partial x_j}
\]

\(\langle \rangle\) denotes the GS part of the variables. It defines a numerical procedure with filter width \(\Delta\) in contrast to the ensemble average when applying Reynolds averaging. The brackets are explicitly written in this section but omitted in the following chapters. \(x_j\) are the Cartesian coordinates (\(j = 1, 2, 3\)). \(\langle u_i \rangle\), \(\langle \varphi \rangle\) and \(\langle \theta \rangle\) and \(\theta_0\) refer to the resolved-scale velocity, passive scalar, virtual potential temperature and the reference state potential temperature that is constant with height, respectively. \(\pi = \frac{\langle p \rangle - p_0}{\rho_0} + \frac{2}{3} E\) represents the air pressure perturbation term with the reference pressure \(p_0\), the reference density \(\rho_0\) and the SGS turbulent kinetic energy \(E\). \(g\) denotes the gravitational acceleration parallel to \(x_3\). \(\phi_j = \langle \langle u_j \varphi \rangle \rangle - \langle u_j \rangle \langle \varphi \rangle \rangle\) represents the subgrid turbulent flux of a passive scalar, \(H_j = \langle \langle u_j \theta \rangle \rangle - \langle u_j \rangle \langle \theta \rangle \rangle\) the subgrid turbulent temperature flux and \(\tau_{ij} = \langle \langle u_i u_j \rangle \rangle - \langle u_i \rangle \langle u_j \rangle \rangle\) the subgrid stress tensor.

\(^5\)A detailed description of the filter can be found in Fröhlich (2006).

\(^6\)The governing equations in a terrain-following coordinate system that are used within this thesis are presented in Section 3.1.
2.4.3 Subgrid Model

The subgrid turbulent fluxes $\tau_{ij}$, $H_j$ and $\phi_j$ must be parameterised. In EULAG two subgrid models can be used: the Smagorinsky approach (Smagorinsky, 1963) and Schumann’s parameterisation (Schumann, 1991). In this thesis Schumann’s parameterisation is applied and therefore briefly described.

Set (2.5) contains six equations with six unknown quantities and additionally the subgrid terms $\tau_{ij}$, $H_j$ and $\phi_j$. These terms must be related to the resolved-scale quantities and are therefore defined as:

$$
\tau_{ij} = -k_m \left( \frac{\partial \langle u_j \rangle}{\partial x_i} + \frac{\partial \langle u_i \rangle}{\partial x_j} \right)
$$

$$
H_j = -k_h \frac{\partial \langle \theta \rangle}{\partial x_j}
$$

$$
\phi_j = -k_\phi \frac{\partial \langle \phi \rangle}{\partial x_j}
$$

where $k_m$ is the eddy viscosity and $k_h$ and $k_\phi$ are the eddy diffusivities. To determine these coefficients an additional equation is derived from set (2.5) with the subgrid turbulent kinetic energy $E$ that satisfies the following equation\footnote{This equation should not be confused with equation 2.3 that deals with the resolved-scale turbulent kinetic energy.}:

$$
\frac{\partial E}{\partial t} + \frac{\partial \langle u_j \rangle E}{\partial x_j} = -\tau_{ij} \frac{\partial \langle u_i \rangle}{\partial x_j} + \frac{g}{\theta_0} H_3 - \frac{\partial}{\partial x_j} (T_j + P_j) - \varepsilon
$$

$T_j$ symbolises the turbulent transport term, $P_j = (\langle \pi u_j \rangle - \langle \pi \rangle \langle u_j \rangle)$ the pressure term and $\varepsilon$ the viscous dissipation rate.

Based on $E$ the coefficients $k_m$, $k_h$ and $k_\phi$ are written as

$$
k_m = c_m \lambda E^{\frac{1}{2}}
$$

$$
k_h = k_\phi = \frac{k_m}{\text{Pr}}
$$

where $\lambda$, $\text{Pr}$ and $c_m$ denote the mixing length, the Prandtl number and a constant,
respectively. $T_j, P_j$ and $\varepsilon$ can be parameterised as follows:

$$T_j + P_j = -c_e k_m \frac{\partial E}{\partial x_j}$$

$$\varepsilon = c_\varepsilon \frac{E^2}{\lambda}$$

Here $c_e$ and $c_\varepsilon$ are constants. The mixing length $\lambda$ is defined as:

$$\lambda = \min(\Delta, c_l z)$$

with

$$\Delta = \frac{1}{3}(\Delta x + \Delta y + \Delta z)$$

The used constants get the following values: $c_m = 0.0856$, $c_e = 2.0$, $c_\varepsilon = 0.845$ and $c_l = 0.845$ (Schumann, 1991). For a comprehensive description of the model see e.g. Sorbjan (1996).
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EULAG

EULAG is an anelastic, non-hydrostatic flow solver that is used to simulate all-scale geophysical flows either in an EUlerian or in a semi-LAGrangian framework. In the following, the basic set of equations used in this thesis shall be presented and an overview of different applications using EULAG is given.

3.1 Governing Equations

For modelling the Aare canyon a curvilinear coordinate transformation based on the classical terrain-following Gal-Chen and Sommerville transformation (Gal-Chen and Sommerville, 1975) is used. The transformed coordinates are given by

\[
[\bar{x}_1, \bar{x}_2, \bar{x}_3] = \left[ x_1, x_2, \frac{H(x_3 - h)}{H - h} \right]
\]

where \(H\) is the model depth, and \(h\) the height of the lower boundary. In the governing equations the coordinate transformation is considered by the transformation coefficients

\[
G_{ij} = \sum_{k=1}^{n} \frac{\partial \bar{x}_i}{\partial x_k} \frac{\partial \bar{x}_j}{\partial x_k}
\]
and the Jacobian of the coordinate transformation
\[ \tilde{G} = \left( \det(G_{ij}) \right)^{-\frac{1}{2}}. \]

For the small-scale dispersion of pollutants studied in this thesis, the incompressible Boussinesq approximation is applied leading to the following governing equations:

\[ \frac{\partial}{\partial \tilde{x}_j} (\rho^* \tilde{u}_j^*) = 0 \]  \hspace{1cm} (3.1)

\[ \frac{\partial u_i}{\partial \tilde{t}} + \frac{\partial}{\partial \tilde{x}_j} (u_i \tilde{u}_j^*) = -G_{ij} \frac{\partial \pi'}{\partial \tilde{x}_j} + g \frac{\theta'}{\theta_b} \frac{\partial \tau_{ij}}{\partial \tilde{x}_j} - \beta (u_i - u_i^b) \]  \hspace{1cm} (3.2)

\[ \frac{\partial \theta'}{\partial \tilde{t}} + \frac{\partial}{\partial \tilde{x}_j} (\theta' \tilde{u}_j^*) = -\frac{\partial}{\partial \tilde{x}_j} (\theta_e \tilde{u}_j^*) - \frac{\partial H_j}{\partial \tilde{x}_j} \]  \hspace{1cm} (3.3)

\[ \frac{\partial \varphi}{\partial \tilde{t}} + \frac{\partial}{\partial \tilde{x}_j} (\varphi \tilde{u}_j^*) = -\frac{\partial \phi_j}{\partial \tilde{x}_j} - \beta (\varphi - \varphi^b) \]  \hspace{1cm} (3.4)

\[ \frac{\partial E}{\partial \tilde{t}} + \frac{\partial}{\partial \tilde{x}_j} (E \tilde{u}_j^*) = -\tau_{ij} \frac{\partial u_i}{\partial \tilde{x}_j} + g \frac{\theta_b}{\theta} H_j - \frac{\partial T_j}{\partial \tilde{x}_j} - \varepsilon - \beta (E - E^b) \]  \hspace{1cm} (3.5)

Rotational effects are neglected in all simulations discussed in this thesis. \( u_i \) are the components of the physical velocity vector (\( i = 1, 2, 3 \)). \( \theta, \rho, \varphi \) and \( g \) denote potential temperature, density, passive scalar and gravitational acceleration that is parallel to \( x_3 \), respectively. Primes indicate deviations from the hydrostatically balanced ambient states which again are symbolised by the subscript \( e \). The subscript \( b \) refers to the Boussinesq reference state. \( \pi' = \frac{(p - p_e)}{\rho_b} \) is a density normalised pressure added by a term that is proportional to the subgrid turbulent kinetic energy \( E \).

The terms \( \tau_{ij}, H_j \) and \( \phi_j \) are the stress tensor, the subgrid turbulent fluxes of heat and a passive scalar, respectively. Using Schumann’s parameterisation as a turbulence closure, an additional equation (3.5) for the subgrid turbulent kinetic energy must be solved (see Section 2.4.3). The variables \( T_j, P_j \) and \( \varepsilon \) appearing in this equation are the turbulent transport term, the pressure term and the viscous dissipation rate.

The building in the third setup (see Section 4.3) is modelled using the immersed boundary (IMB) method (Goldstein et al., 1993; Mittal and Iaccarino, 2005) whereby buildings and obstacles can be resolved explicitly with a high resolution. This numerical approach enters the equations (3.2), (3.4) and (3.5) through the coefficient \( \beta \). It denotes additional forcings that appear because of a virtual building symbolised by the superscript \( B \). In contrast to a terrain-following coordinate system perpendicular walls
and rectangular edges can be modelled. Furthermore, the existence of virtual obstacles to approximate internal boundary conditions leads to a computational simplicity and thus a high performance. Within the body of the solid building $u^B_i \equiv \Phi^B \equiv E^B \equiv 0$. The IMB approach is applied to model the Experimentierhalle at PSI that represents the source of the radionuclides (see Section 4.3 and Chapter 7).

### 3.2 Numerical Solution

MPDATA (Multidimensional Positive Definite Advection Transport Algorithm) is a finite-difference numerical solver to solve the generalised transport equation (3.11). It was developed to model the transport of non-negative thermodynamic variables in atmospheric models (Smolarkiewicz, 1983). During the years the algorithm was extended to advection-diffusion equations with further application, e.g. the use of curvilinear frameworks (Smolarkiewicz and Margolin, 1998). The algorithm is iterative and consists of a series of donor cell steps. The first step leads to a first-order accurate solution while the following steps compensate higher-order truncation errors. It is analytically derived from an analysis of the upwind scheme.

#### 3.2.1 One-Dimensional MPDATA

As an example for the MPDATA scheme the one-dimensional transport of a scalar variable in a uniform flow is described. The advection equation for a scalar variable $\psi = \psi(x,t)$ is given by

$$\frac{\partial \psi}{\partial t} = -\frac{\partial}{\partial x}(u \psi),$$

where $u$ is a nonzero velocity. The upstream or donor cell approximation to this equation is written as

$$\psi_{i}^{n+1} = \psi_{i}^{n} - \alpha^+ (\psi_{i}^{n} - \psi_{i-1}^{n}) - \alpha^- (\psi_{i+1}^{n} - \psi_{i}^{n})$$

(3.7)
with

\[ \alpha = \frac{u \Delta t}{\Delta x} \]
\[ \alpha^+ = \frac{1}{2}(\alpha + |\alpha|) \]
\[ \alpha^- = \frac{1}{2}(\alpha - |\alpha|) \]
\[ |\alpha| = \alpha^+ - \alpha^- \]

Performing von Neumann stability analysis one can see that a solution to equation (3.7) is only stable if

\[ |\alpha| = \frac{|u| \Delta t}{\Delta x} \leq 1 \iff |u| \leq \frac{\Delta x}{\Delta t} \]

where \( \Delta x \) and \( \Delta t \) are the length of a grid cell and the time step, respectively. In other words, the real velocity \( u \) must not be larger than the numerical velocity \( \frac{\Delta x}{\Delta t} \). This is called the Courant-Friedrich-Lewy (CFL) criterium with the corresponding Courant number \( \alpha \).

The flux form of equation (3.7) is written as

\[ \psi_{i+1}^{n+1} = \psi_i^n - \left[ F(\psi_i^n, \psi_{i+1}^n, \alpha_{i+\frac{1}{2}}) - F(\psi_i^n, \psi_i^n, \alpha_{i-\frac{1}{2}}) \right]. \tag{3.8} \]

with the flux function \( F \) that is defined by:

\[ F(\psi_L, \psi_R, \alpha) = \alpha^+ \psi_L + \alpha^- \psi_R \]

The integer indices refer to the cell centers while the half integer indices denote the cell walls.

Assuming \( u = \text{const} \), \( \psi \geq 0 \) and expanding \( \psi \) about \( (x_j, t^n) \), one can see that Equation (3.8) approximates rather the advection-diffusion equation

\[ \frac{\partial \psi}{\partial t} = -\frac{\partial}{\partial x}(u \psi) + \frac{\partial}{\partial x} \left( K \frac{\partial \psi}{\partial x} \right), \tag{3.9} \]
\[ K = \frac{\Delta x^2}{2 \Delta t} (|\alpha| - \alpha^2) \tag{3.10} \]

with a diffusion coefficient \( K \) and a second order error. The error must be numerically
estimated and subtracted from Equation (3.8). The basic idea of MPDATA is to use a donor cell approximation to the error term. Therefore the error term is rewritten as

\[ \text{error}^{(1)} = \frac{\partial}{\partial x}(v^{(1)} \psi) \]

where

\[ v^{(1)} = \frac{\Delta x^2}{2\Delta t}(|\alpha| - \alpha^2) \frac{1}{\psi} \frac{\partial \psi}{\partial x} \]

denotes a pseudo velocity. The superscript \(^{(1)}\) is a first approximation to the error. The diffusive flux in the second term of Equation (3.8) is now multiplied by unity:

\[ \frac{1}{\psi} \frac{\partial \psi}{\partial x} \cdot \frac{\psi}{1} = \frac{\partial \psi}{\partial x} \]

but in the donor cell approximation the factor in the denominator and numerator is approximated using a centered value and an upstream value, respectively. In this way a nonlinear higher-order approximation is found that is positive definite. A first order estimate of the pseudo velocity is

\[ V^{(1)}_{i+\frac{1}{2}} = (|\alpha| - \alpha^2) \frac{\psi^{(1)}_{i+1} - \psi^{(1)}_i}{\psi^{(1)}_{i+1} + \psi^{(1)}_i}. \]

After subtracting the the donor cell estimate of the error one gets:

\[ \psi^{(2)}_i = \psi^{(1)}_i \left[ F(\psi^{(1)}_i, \psi^{(1)}_{i+1}, V^{(1)}_{i+\frac{1}{2}}) - F(\psi^{(1)}_{i-1}, \psi^{(1)}_i, V^{(1)}_{i-\frac{1}{2}}) \right] \]

This is the basic MPDATA algorithm for the one-dimensional advection equation. For both an extension to more than one dimension and a curvilinear framework see Smolarkiewicz and Margolin (1998).

### 3.2.2 MPDATA as a Flow Solver

A generalised transport equation can be written as

\[ \frac{\partial}{\partial t}(G\psi) + \nabla \cdot \mathbf{u} \psi = GR, \quad (3.11) \]
where $G = G(\mathbf{x})$ is the Jacobian, $\mathbf{u} = \mathbf{u}(\mathbf{x},t) = G\mathbf{x}$ denotes a generalised velocity vector and $R$ combines all forcings and/or sources. A temporal discretisation of equation (3.11) has the form:

$$
\frac{G\psi^{n+1} - G\psi^n}{\Delta t} + \nabla \cdot \left( \mathbf{u}^{n+\frac{1}{2}} \psi^n \right) = G\mathbf{R}^{n+\frac{1}{2}} \tag{3.12}
$$

For a second-order MPDATA scheme of (3.11) the procedure shown in Section 3.2.1 must be extended. As a result, the modified equation is given by:

$$
\frac{\partial}{\partial t}(G\psi) + \nabla \cdot \mathbf{u} \psi = GR - \nabla \cdot \left( \frac{\Delta t}{2} G \left( \mathbf{u} \cdot \nabla \psi \right) + \frac{\Delta t}{2} G \psi (\nabla \cdot \mathbf{u}) \right)
+ \nabla \cdot \left( \frac{\Delta t}{2} \mathbf{u} \mathbf{R} \right) + O(\Delta t^2) \tag{3.13}
$$

The time levels $n + \frac{1}{2}$ of $\mathbf{u}$ and $\mathbf{R}$ in equation (3.12) are required to eliminate $O(\Delta t)$ truncation errors proportional to $\Delta t$ in equation (3.13). The truncation errors on the RHS of (3.13) are either due to advection or else due to the forcing and its dependence on $\psi$. While the first one depends linearly on $\psi$ the second one is in general unknown and often nonlinear.

For an inhomogeneous transport $\mathbf{R} \neq 0$ the compensation of the $O(\Delta t)$ truncation error proportional to the advective flow on the RHS of equation (3.13) is important to preserve both the global accuracy and the stability of forward-in-time approximations (3.12). Advection and forcing are linked by the term $\nabla \cdot \left( \frac{\Delta t}{2} \mathbf{u} \mathbf{R} \right)$ and not treated separately as in many non-oscillatory algorithms.

Assuming, $\mathbf{R}^{n+\frac{1}{2}}$ in equation (3.12) is approximated by $\mathbf{R}^{n+\frac{1}{2}} = \frac{1}{2} \left( \mathbf{R}^n + \mathbf{R}^{n+1} \right)$, a fully second-order accurate MPDATA realisation can be written as:

$$
\psi_i^{n+1} = \text{MPDATA} \left( \tilde{\psi}, \mathbf{V}^{n+\frac{1}{2}}, G \right) + \frac{\Delta t}{2} \mathbf{R}_i^{n+1}
$$

with $\tilde{\psi} = \psi^n + \frac{\Delta t}{2} \mathbf{R}^n$.

By integrating equations (3.1) - (3.5) using the MPDATA scheme, the quantities $\mathbf{u}$, $\theta$ and $\varphi$ can be determined.

---

1For a derivation see Smolarkiewicz and Margolin (1998).
3.3 Applications

Many numerical experiments have been performed using the fluid solver EULAG, e.g. the modelling of urban flows (Smolarkiewicz et al., 2007), oceanic currents (Warn-Varnas et al., 2007), solar convection (Ghizaru et al., 2010) or cloud physics (Grabowski, 2007; Spichtinger et al., 2009).

Several experiments deal with small-scale boundary-layer flows using the incompressible Boussinesq approximation and the IMB method. Smolarkiewicz et al. (2007) studied the contaminant dispersion around the Pentagon with a resolution of 1 m and 2 m in the vertical and horizontal, respectively. They wanted to quantify flow characteristics under different meteorological conditions and thereby compared terrain-following coordinates with the IMB method. Figure 3.1 shows an example for the high-resolved urban flow around the Pentagon.

![Figure 3.1: Flow above and around the Pentagon using EULAG. The vertical velocity field, superimposed by flow vectors, in the central vertical plane (above) and in the horizontal plane at the half height of the building (below) is shown. From Smolarkiewicz et al. (2007).](image)

In analogy to a fluid flow in porous media Wyszogrodzki and Smolarkiewicz (2010) performed numerical simulations of boundary layer flows through Oklahoma City downtown area. They analysed the numerical results of random porous media to find a
relation between the momentum flux and the macroscopic pressure gradient. Furthermore, they investigated whether a porous-media analogy could be applied to parameterise urban effects in mesoscale models. The embedded structure of Oklahoma City used for the EULAG simulations (left) and a horizontal cross-section of the vertical velocity (right) are illustrated in Figure 3.2.

![Figure 3.2: Embedded structure of the Oklahoma City area in the EULAG simulations (left) and a horizontal cross-section of both instantaneous vertical velocity and horizontal wind vectors at $z = 4$ m above the ground (right). From Wyszogrodzki and Smolarkiewicz (2010).](image)

Schröttle and Dörnbrack (2012) studied the turbulent flow through a heterogeneous forest canopy by treating fractal Pythagoras trees in the computational domain numerically as immersed boundaries. The IMB approach allowed for a resolution from the scale of small branches up to the tree height. An investigation of the turbulent structure of the flow through diabatically heated trees for both neutral and stable stratification was performed. Figure 3.3 shows the potential temperature perturbation and vertical velocity for the flow under initially neutral background stratification with heated crowns.

Relevant for this PhD thesis is the Pentagon study. While Smolarkiewicz et al. (2007) examined neutral and stably stratified flows this study deals with neutral and convective boundary layer flows and, additionally, the dispersion of a passive scalar. The building is modelled with real dimensions whereas the Pentagon is scaled to 1:200 based on the sizes of the wind tunnel setup. Furthermore, in this thesis a combination of terrain-following coordinates and IMB method is used to deal with the Aare canyon and the building, respectively.
Figure 3.3: Flow through a forest canopy with heated crowns under initially neutral background stratification. The longterm averaged potential temperature perturbation (left) and the vertical velocity (right) as an $y-z$ slice are shown. From Schröttle and Dörnbrack (2012).
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Model Setups

In this chapter the different model setups containing topography, initial and boundary conditions are presented. The simulation procedure is briefly described. Two tables at the end list acronyms and symbols of all performed simulations and averaging procedures.

4.1 Horizontally Homogeneous and Inhomogeneous Flat Terrain

In the first setup the model domain is supposed to be flat with a homogeneous and an inhomogeneous surface roughness, respectively. These setups can be regarded as control cases and shall be compared with the simulation results of the more complex setups (Section 4.2 and Section 4.3).

4.1.1 Computational Setups

The computational domain has a size of \((L_x, L_y, L_z) = (766 \text{ m}, 126 \text{ m}, 200 \text{ m})\), resolved with \(n = 384, m = 64, l = 101\) grid points using terrain-following coordinates (see Section 3.1). The inflow boundary is located in the west of the domain at \((x = -154 \text{ m}, y, z)\) because the point of origin \(x_0 = 0 \text{ m}\) is set to the position where the tracer is released.
Surface elevations within the inflow region between $x = 10$ m and $x = 80$ m lead to enhanced roughness for generating turbulence (Figure 4.1 (a)). The roughness elements consist of sine and cosine functions

$$z(x, y) = A \left[0.5 \cos(\pi(x + rd)) y + 0.3 \cos(0.8\pi(x + 1)) \sin(0.5\pi(y + rd))\right]$$

with an amplitude $A = 2.5$ m and random numbers $rd$. The random numbers are generated using a Gaussian distribution with a mean value $\mu = 0$ m and a standard deviation $\sigma = 1$ m. The inflow and the outflow region are not shown in the figures of the following chapters. Both cyclic and open boundary conditions are applied in the $x$- and in the $y$-direction while a rigid lid is assumed at the upper boundary. At the bottom of the domain a partial-slip condition allows for a subgrid-scale momentum transport in the vicinity of the lower boundary (see Section 2.4.1). The effect of surface friction in Equation (3.2) is modelled by means of a drag coefficient $C_D$ where the surface stress is defined as $\tau_{ij}^0 = C_D |u_{ij}^0| u_{ij}^0$ with $u_{ij}^0$ being the near surface flow velocity.

Two different computational setups are chosen. The first setup consists of a homogeneous flat terrain while the second setup is extended by a roughness area of 150 m width in the $x$-direction. In the following this terrain inhomogeneity is also called as "roughness elements" or "roughness area". It consists of sine waves without a random noise and is located where the river Aare flows in later simulations (Figure 4.1 (b)). The amplitude is $A = 5.5$ m. Six different simulations are performed. At first, cyclic and open boundary conditions without a surface heat flux are applied in both computational domains. The subsequent simulations consist of cyclic boundary conditions in
the $x$- and $y$-directions and, additionally, a surface heat flux $Q_{hf}$.

Initial conditions for the velocity components are $(u, v, w) = (5 \text{ m s}^{-1}, 0, 0)$. The Boussinesq reference state is $\theta_b = 300$ K and potential temperature fluctuations $\theta'$ are set to zero. Convection is driven by a constant surface heat flux $Q_{hf} = H_0 = 0.06 \text{ K m s}^{-1}$ distributed in the lowest grid cell through the subgrid-scale fluxes (see Section 2.4.1). For the use of cyclic boundary conditions a constant mass flux is acquired by calculating the mean streamwise velocity $\langle u \rangle_{yz}$ over each $y-z$ plane. A pressure gradient in the $x$-direction is determined at each time step $\Delta t$ by the difference of $\langle u \rangle_{yz}$ to the inflow velocity $u$ divided by $\Delta t$. This auxiliary forcing $\frac{u - \langle u \rangle_{yz}}{\Delta t}$ is added at each grid point.

### 4.1.2 Simulation Strategy

By performing an auxiliary simulation using the homogeneous setup, fully developed wind and temperature profiles are achieved. A time step $\Delta t = 0.1$ s is used to get a Courant number $\alpha < 1$. With $nt = 18000$ integration steps this leads to a simulation time of 30 minutes. After a restart a tracer is continuously released from a point source in a three-dimensional grid cell with an emission rate of $Q = 50 \text{ s}^{-1}$. The surface heat flux $Q_{hf}$ is applied in both the auxiliary simulations and after the restart.

Over a flat terrain the simulation after the restart is stopped after 100 s when the tracer reaches the domain boundary. The source is located at $x = x_r = 0$ m, $y = y_r = \frac{ny \Delta y}{2}$ and at three different release heights: $z_r = 52$ m and $z_r = 32$ m and $z_r = 12$ m.

Table 4.1 summarises the simulation parameters.

### 4.2 Simulations in an Idealised Aare Valley

The next setup is a simplified version of the Aare river that flows between the western and the eastern part of the PSI. Flow evolution and tracer dispersion of this more complex setup, as well as the differences to the flow and dispersion over a flat homogeneous and inhomogeneous terrain (Section 4.1.1), are studied.
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Geometrical parameters | Initial conditions
------------------------|--------------------------
\( \Delta x = 2 \text{ m} \) | \( u = 5 \text{ m/s}^{-1} \)
\( \Delta y = 2 \text{ m} \) | \( v = w = 0 \text{ m/s}^{-1} \)
\( \Delta z = 2 \text{ m} \) | \( \theta_b = 300 \text{ K} \)
n\( n_x = 384 \) | \( \n' = 0 \text{ K} \)
n\( n_y = 64 \) | \( C_D = 0.001 \)
n\( n_z = 101 \) | \( Q_{hf} \) (see Table 4.4)
\( \Delta t = 0.1 \text{ s} \) | 
\( nt = 1000 \) | 

Table 4.1: \( \Delta x, \Delta y, \Delta z \) denote the mesh spacing, \( n_x, n_y \) and \( n_z \) the number of grid points in the x-, y- and z-direction, respectively. \( \Delta t \) is the time step and \( nt \) refers to the iteration steps. \( u, v \) and \( w \) are the velocity components in the respective x-, y- and z-direction directions. \( \theta_b \) is the Boussinesq reference state, \( \n' \) symbolises the potential temperature fluctuations, \( C_D \) the drag coefficient and \( Q_{hf} \) the surface heat flux.

4.2.1 Computational Setup

The setup consists of three different ground levels with \( z_h = 0 \text{ m} \) corresponding to the river Aare in the middle of the domain. The height of the terrain is \( z_h = 22 \text{ m} \) and \( z_h = 8 \text{ m} \) in the west and in the east of the river, respectively (Figure 4.3). The Aare is represented as a straight river along the y-direction with a width of 150 m. A filter function for smoothing the surface is used to avoid points of discontinuity.

Because of the cyclic boundary conditions an artificial hill with a small slope in the outflow region levels the different terrain heights. This leads to an extension of the domain in the x-direction compared to the setups over a flat terrain.

4.2.2 Tracer Dispersion

The locations \( x_r \) and \( y_r \) of the point source are the same as in Section 4.1.2, but the release heights \( z_r \) change because the ground level \( z = 22 \text{ m} \) in the west of the Aare must be added to make the experiments comparable to those over a flat terrain. As the mesh in the vertical direction is not equidistant due to the terrain-following coordinates, the three release heights are \( z_r = 73.74 \text{ m} \), \( z_r = 54.55 \text{ m} \) and \( z_r = 34.35 \text{ m} \). The domain is extended in the x-direction and the simulation is stopped after 200 s. Table 4.2 shows the simulation parameters.
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Figure 4.2: Setup for the tracer dispersion with an idealised Aare valley.

<table>
<thead>
<tr>
<th>Geometrical parameters</th>
<th>Initial conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Δx = 2 m</td>
<td>u = 5 ms⁻¹</td>
</tr>
<tr>
<td>Δy = 2 m</td>
<td>v = w = 0 ms⁻¹</td>
</tr>
<tr>
<td>Δz = 2 m</td>
<td>θ = 300 K</td>
</tr>
<tr>
<td>nx = 512</td>
<td>θ' = 0 K</td>
</tr>
<tr>
<td>ny = 64</td>
<td>CD = 0.001</td>
</tr>
<tr>
<td>nz = 101</td>
<td>Q_{hf} (see Table 4.4)</td>
</tr>
<tr>
<td>∆t = 0.1 s</td>
<td>nt = 2000</td>
</tr>
</tbody>
</table>

Table 4.2: Same as Table 4.1 but with a different number of grid points and iteration steps.

4.3 Simulations in an Idealised Aare Valley including a Building

The idealised Aare valley setup (Figure 4.3) is extended by an obstacle that represents the building Experimentierhalle PSI West and the source Zentrale Fortluftanlage PSI West (ZFA), where the emissions occur. The building consists of a cuboid and a stack at the northern wall of the building, numerically modelled by the IMB method (see Section 3.1). Its influence on flow and dispersion shall be investigated.
4.3.1 Computational Setup

For this setup the same topography as described in Section 4.2.1 is used except for the number of grid points $nx$ and $ny$ because the distance of the building to the inflow area and the lateral boundaries shall be increased. The building has a size of $60 \, \text{m} \times 150 \, \text{m} \times 20 \, \text{m}$ while the stack size is $2 \, \text{m} \times 2 \, \text{m} \times 12 \, \text{m}$ in the $x$-, $y$- and $z$-direction, respectively (Figure 4.3). Building and stack are modelled using the IMB approach and they are not heated under convective conditions. Due to the terrain following coordinates the stack height is $z = 54.04 \, \text{m}$: $22 \, \text{m}$ terrain height + $20 \, \text{m}$ building height + $12 \, \text{m}$ stack height. The release occurs one grid cell above, at $z_r = 55.82 \, \text{m}$ above the Aare ($z = 0 \, \text{m}$). Cyclic boundary conditions are used in the $x$-direction, open boundary conditions at the lateral boundaries.

![Figure 4.3: Setup for the tracer dispersion with an idealised Aare valley including a building representing the ZFA PSI West. The stack is not considered in the simulations.](image)

4.3.2 Tracer Dispersion

In contrast to the first two setups only one release height at $z_r = 55.82 \, \text{m}$ for the tracer emission is considered. The simulation is stopped after 200 s. Table 4.3 shows the simulation parameters.
CHAPTER 4. MODEL SETUPS

4.4 Acronyms and Symbols

Different boundary conditions, initial conditions and terrain shapes are used for the
EULAG simulations. Table 4.4 gives the acronyms of each simulation that are written
in the captions of the following chapters. Only the initial condition parameters that
vary between the simulations are listed.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Boundary cond.</th>
<th>Terrain</th>
<th>Surface heat flux $Q_{hf}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fc</td>
<td>cyclic cyclic</td>
<td>homogeneous</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>Fo</td>
<td>open open</td>
<td>homogeneous</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>FRc</td>
<td>cyclic cyclic</td>
<td>inhomogeneous</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>FRo</td>
<td>open open</td>
<td>inhomogeneous</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>FHc</td>
<td>cyclic cyclic</td>
<td>homogeneous</td>
<td>$0.06$ Kms$^{-1}$</td>
</tr>
<tr>
<td>FHRc</td>
<td>cyclic cyclic</td>
<td>inhomogeneous</td>
<td>$0.06$ Kms$^{-1}$</td>
</tr>
<tr>
<td>T1</td>
<td>cyclic cyclic</td>
<td>Aare valley</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>TH1</td>
<td>cyclic cyclic</td>
<td>Aare valley</td>
<td>$0.06$ Kms$^{-1}$</td>
</tr>
<tr>
<td>TH2</td>
<td>cyclic cyclic</td>
<td>Aare valley</td>
<td>$0.6$ Kms$^{-1}$</td>
</tr>
<tr>
<td>Z</td>
<td>cyclic open</td>
<td>Aare valley + building</td>
<td>0 Kms$^{-1}$</td>
</tr>
<tr>
<td>ZH</td>
<td>cyclic open</td>
<td>Aare valley + building</td>
<td>$0.06$ Kms$^{-1}$</td>
</tr>
</tbody>
</table>

Table 4.4: Acronyms for the different setups specified by the boundary conditions, the terrain shape and the surface heat flux.
Different averaging procedures depending on the setups are used. A horizontal average \( \langle \rangle_{xy} \) as a vertical profile

\[
\langle \psi \rangle_{xy}(z,t) = \frac{1}{nx \cdot ny} \sum_{i=78}^{nx-84} \sum_{j=1}^{ny} \psi_{ij}
\]

without considering the inflow and the outflow region is only calculated for the flow over a flat terrain. \( \psi \) represents any quantity. The lateral average \( \langle \rangle_y \) is defined as

\[
\langle \psi \rangle_y(x,z,t) = \frac{1}{ny} \sum_{j=1}^{ny} \psi_j.
\]

Unless otherwise specified, the temporal average is calculated using an online statistical evaluation (Fröhlich, 2006). \( \langle \rangle_t \) is determined at each grid point and new time \( t^{n+1} \) as follows:

\[
\begin{align*}
\langle \psi \rangle_{t}^{n+1} &= \varepsilon \psi_{t}^{n+1} + (1 - \varepsilon) \langle \psi \rangle_{t}^{n} \\
\langle \psi' \phi' \rangle_{t}^{n+1} &= \varepsilon (\psi_{t}^{n+1} - \langle \psi \rangle_{t}^{n+1}) (\phi_{t}^{n+1} - \langle \phi \rangle_{t}^{n+1}) + (1 - \varepsilon) \langle \psi' \phi' \rangle_{t}^{n}
\end{align*}
\]

\( \psi, \phi = u, v, q, \theta \) and \( \varepsilon = \Delta t / t_{\text{start}} \) where \( t^n \) denotes the time of the \( n \)th time step and \( t_{\text{start}} = 6000 \) s hence the data are averaged over 20 min within the auxiliary simulations.

The notation of the averaging procedures is summarised in Table 4.5.

<table>
<thead>
<tr>
<th>Averaging procedure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \langle \rangle_t )</td>
<td>Temporally averaged quantity</td>
</tr>
<tr>
<td>( \langle \rangle_y )</td>
<td>Averaged quantity in lateral direction</td>
</tr>
<tr>
<td>( \langle \rangle_{yt} )</td>
<td>Laterally and temporally averaged quantity</td>
</tr>
<tr>
<td>( \langle \rangle_{xy} )</td>
<td>Horizontally averaged quantity</td>
</tr>
<tr>
<td>( \langle \rangle_{xyt} )</td>
<td>Horizontally and temporally averaged quantity</td>
</tr>
<tr>
<td>( \langle a' b' \rangle )</td>
<td>( a' ) and ( b' ) are the fluctuating parts of the temporally averaged quantities ( \langle a \rangle_t ) and ( \langle b \rangle_t )</td>
</tr>
</tbody>
</table>

Table 4.5: Notation of averaging procedures used in the next chapters.

The following terms are used synonymously in the following chapters:

- \( y \)-direction, spanwise, across-flow, lateral direction
• $x$-direction, streamwise, along-flow
Chapter 5

Tracer Dispersion over Horizontally Homogeneous and Inhomogeneous Flat Terrain

The dispersion of a passive scalar over a flat area shall be investigated. First, a homogeneous terrain is chosen. Second, additional roughness elements are included (Figure 4.1 (b)). A tracer release at \( z_r = 52 \) m, \( z_r = 32 \) m and \( z_r = 12 \) m under convective and non-convective vertical conditions is studied, applying both cyclic and open boundaries. The following questions are to be answered:

- Do the roughness elements influence the atmospheric flow and the tracer dispersion?

- What is the difference between the use of open and cyclic boundary conditions?

- Does the additional heat flux affect the tracer dispersion?

- How does the source height influence the tracer dispersion?
5.1 Moderate Wind Speed without Thermal Convection

5.1.1 Velocity and Temperature Profiles

As described in Chapter 4 an auxiliary simulation is performed for both open and cyclic boundary conditions to get fully developed wind and temperature profiles. Figure 5.1 shows the contour lines of the horizontal and vertical velocities $u$ and $w$ after 30 min simulation time as well as the temporally and laterally averaged velocity component $\langle u \rangle_{yt}$. Using cyclic boundary conditions there is an iterated transition from a smooth to a rough surface that leads to small disturbances in all directions. The additional movements lead to an intensive mixing of the atmospheric flow in the lowest 50 m. In comparison, a turbulent boundary layer does not evolve when open boundary conditions are applied (Figure 5.2).

Figure 5.1: [Fc] Contours of longitudinal velocity $u$ (left), vertical velocity $w$ (middle) and temporally and laterally averaged longitudinal velocity $\langle u \rangle_{yt}$ (right). The $x-z$ cross section for $u$ and $w$ is taken at $y = \frac{ny \cdot \Delta y}{2}$ and $t = 18000$ s.

Figure 5.2: [Fo] Same as 5.1, but for open boundary conditions.
CHAPTER 5. DISPERSION OVER HOMOGENEOUS AND INHOMOGENEOUS TERRAIN

Figure 5.3 shows the logarithmic vertical profiles $\langle u \rangle_{xyt}$ for both cyclic and open boundary conditions. Due to the equidistant grid size a perfectly logarithmic wind profile, typical for a neutral boundary layer, does not evolve close to the ground. For $z \lesssim 50$ m and $z \lesssim 20$ m a boundary layer forms using cyclic and open boundaries, respectively. In the latter case $\langle u \rangle_{xyt}$ reaches a maximum at $z \approx 20$ m, which can be interpreted as a low-level jet.

In the following the setups are referred to as turbulent and laminar boundary layer.

5.1.2 Tracer Release over Horizontally Homogeneous Terrain

A passive tracer is released at the three heights $z_r = 52$ m, $z_r = 32$ m and $z_r = 12$ m and the characteristics of the plume dispersion are discussed.

5.1.2.1 Temporal Development

Figure 5.4 shows the temporal development of the plume for the release height at $z_r = 32$ m and the turbulent setup $F_c$. This height is chosen because the stack height of
the ZFA, which is used in later simulations, is approximately \( z_a = 32 \) m above ground. Turbulence leads to a meandering of the plume and increasing vertical dispersion with distance from the source. As a consequence the concentration is not homogeneously distributed.

![Figure 5.4](image-url)

Figure 5.4: [Fc] Dimensionless concentration contours in the \( x-z \) plane showing the temporal development of the plume. The cross section is taken at \( y = \frac{ny \Delta y}{2} \).

To determine the speed of dispersion \( u_{\text{plume}} \) the integral of the concentration \( C \) in the \( y-z \) planes is computed as a function of \( x \) and for discrete timesteps \( t_i \):

\[
I(x, t_i) = \sum_{j=0}^{ny-1} \sum_{k=0}^{nz-1} \frac{C_{jk}(x, t_i)}{ny \cdot nz} \quad i = 0, \ldots, 10
\]
For each $t_i$ the coordinate $x_{HM}$ is calculated, where

$$I_{HM}(x_{HM}, t_i) = \frac{I_0(x_0, t_i)}{2}$$

$i = 0, \ldots, 10$

with

$$I_0(x_0, t_i) = I(x = 0, t_i)$$

holds. At $(x_{HM}, t_i)$ the function $I(x, t_i)$ reduces to the half of the concentration at the source point $I_0(x_0, t_i)$. Figure 5.5 shows the result for $z_r = 32 m$ and the same timesteps $t_i$ as in Figure 5.4.

Figure 5.5: [Fc] Integrated concentration $I(x, t_i)$ in the $y - z$ planes as a function of $x$ for the timesteps $t_i$. The points denote the locations $x_{HM}$ where $I(x, t_i)$ reduces to the half of the concentration at the source.

Plotting $x_{HM}$ against $t$ gives the speed of dispersion by the gradient of the fit function (Figure 5.6). For the discussed case it is $u_{plume} = 4.33 \text{ ms}^{-1}$.

5.1.2.2 Influence of the Release Height

The influence of the tracer release height on the plume shape in the $x - z$ and $x - y$ planes is shown in Figure 5.7 (a) and Figure 5.7 (b), respectively. The closer the source to the ground the higher the influence of the turbulence on both the vertical and
Figure 5.6: $[F_c]_{xHM}$ at each timestep $t_i$. The gradient of the fit gives the plume speed $u_{plume} = 4.33 \text{ ms}^{-1}$.

(a) $x-z$ cross section

(b) $x-y$ cross section

Figure 5.7: $[F_c]$ Dimensionless concentration contours in the $x-z$ plane (a) and $x-y$ plane at heights $z_r = 52 \text{ m}$ (left), $z_r = 32 \text{ m}$ (middle) and $z_r = 12 \text{ m}$ (right). The cross sections are taken at $y = \frac{m\Delta y}{2}$ (a), the three release heights $z_r$ (b) and $t = 100 \text{ s}$.
the horizontal dispersion. Each plume shows a horizontal and vertical widening in the streamwise direction.

Depending on $z_r$, time $t$ and distance from the source $x$ at which the tracer reaches the pedestrian height $z_p = 2$ m, the concentration $C(x, z_p, t)$ averaged over the $y$-direction shall be determined. For a specified threshold concentration $C_{th} = 0.0001$ which corresponds to 0.0002% of the emission rate $Q$, the distance from the source $x$ where

$$C(x, z_p, t) > C_{th}$$

is identified and plotted as a function of $t$ (Figure 5.8). The plume does not hit the ground when the tracer is released at $z_r = 52$ m. For $z_r = 12$ m the plume begins to reach the surface at $x = 46$ m and $t = 20$ s after the release. When the source is located at $z_r = 32$ m the concentration exceeds $C_{th}$ at $x = 380$ m after $t = 100$ s. Thus the lower $z_r$, the closer to the source the tracer hits $z_p$ and the smaller the time until reaching $z_p$. 

Figure 5.8: [Fc] Distance from the source $x$ where the concentration $C$ at the pedestrian height $z_p$ is larger than the threshold $C_{th}$. The results are shown for the different release heights $z_r$ and timesteps $t$. 
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5.1.2.3 Concentration Distribution

The concentration contours and corresponding vertical profiles at three different $x$-locations are shown in Figure 5.9 and 5.10 for cyclic and open boundary conditions. The plots show the plume at $t = 100$ s after the release, averaged in the $y$-direction.

![Concentration contours and vertical profiles](image)

Figure 5.9: Dimensionless laterally averaged concentration contours with a release at (a) 52 m, (b) 32 m, (c) 12 m and related vertical profiles (d)-(f). The vertical profiles are taken 50 m (blue), 200 m (green) and 350 m (red) downwind the source at $t = 100$ s. Cyclic boundary conditions are used.

In the turbulent boundary layer there is a vertical plume spread with increasing distance to the source. The tracer only reaches the ground when it is released at $z_r = 12$ m, which leads to a slower horizontal transport because of the reduced wind speed at the surface (see Figure 5.3 (a)). Compared to the non-averaged contour plots (Figure 5.7) the maximum mean concentration is lower\(^1\) because the tracer concentration decreases in the spanwise direction with increasing distance from the source plane $y = \frac{2v^2}{2
\nu}$ (Figure 5.7 (b)).

Under laminar conditions the plume spreads slowly in the vertical at the release heights $z_r = 52$ m and $z_r = 32$ m. The maximum mean concentration remains almost at the

\(^{1}\text{Please note the different colour bars.}\)
source height because the wind speed is constant for \( z \gtrsim 20 \text{ m} \) (see Figure 5.3 (b)). For \( z_r = 12 \text{ m} \) the mean concentration drifts upwards and the plume widens with further distance from the source, so that it can reach the ground at \( x \gtrsim 270 \text{ m} \).

### 5.1.3 Tracer Release over Horizontally Inhomogeneous Terrain

As a next step the tracer is released over the horizontally inhomogeneous terrain. Figure 5.11 shows the acceleration of \( \langle u \rangle_y \) behind the rough-to-smooth transition between \( z = 0 \text{ m} \) and \( z \approx 11 \text{ m} \). This acceleration is the higher the larger the fetch\(^2\). The air above 20 m is not influenced by the surface transition.

Figure 5.12 shows the tracer dispersion. Under turbulent conditions the concentration contours are the same as the contours over a homogeneous terrain (Figure 5.9) until the tracer reaches the roughness elements at \( x = 106 \text{ m} \). Above the roughness elements and further downstream, the plume widens which leads to a lower maximum mean concentration. The tracer reaches the ground when released at \( z_r = 32 \text{ m} \) due to the increased turbulence.

---

\(^2\)The distance from a surface change in downwind direction is called fetch.
The same systematic behaviour can be found for laminar conditions (Figure 5.13). Compared to turbulent conditions the tracer concentration decreases more slowly because of the smaller vertical dispersion.

Figure 5.12: [FRe] Same as Figure 5.9 but with additional roughness elements.
### 5.1.3.1 Influence of Release Height and Surface Shape

To determine the time $t_{th}$ until the tracer hits $z_p = 2$ m, the distance $x$ to the source is identified as described in Section 5.1.2.2. $t_{th}$ is defined as

$$t_{th} = t(x > 0) \quad \text{for } C(x, z_p, t) > C_{th} \text{ at } z = z_p.$$  

In Figure 5.14 (a) $z_r$ is plotted vs. $t_{th}$. Figure 5.14 (b) shows the smallest distance $x_{\text{dist}}$ from the source where the tracer reaches $z_p$. It is defined as:

$$x_{\text{dist}} = \min(x) \quad \text{for } x > 0 \land C(x, z_p, t) > C_{th} \text{ at } z = z_p.$$  

When the tracer is released at $z_r = 52$ m the tracer concentration never exceeds $C_{th}$ at $z_p$ within the domain boundaries. The surface inhomogeneity leads to a higher turbulent mixing that has an influence when $z_r \leq 32$ m. For a release height $z_r = 32$ m, $t_{th}$ and $x_{\text{dist}}$ are twice as large over a homogeneous surface. For $z_r = 12$ m there is no difference in the turbulent cases but for laminar conditions the tracer only hits the ground over an inhomogeneous terrain.
5.1.3.2 Concentration Distribution

Figure 5.15 shows the maximum mean concentration $\max(\langle C \rangle_l)$ at $x = 50$ m, $x = 200$ m, $x = 350$ m for the different case studies. It decreases with increasing distance to the source, except for the laminar case FRo. $\max(\langle C \rangle_l)$ rises again for $x > 200$ m ($z_r = 52$ m) or remains nearly constant ($z_r = 32$ m and $z_r = 12$ m). This behaviour can be explained as follows: When the plume reaches the roughness elements it widens vertically and the advective transport decelerates. This leads to a local rise of $\max(\langle C \rangle_l)$ travelling further downstream. It decreases for smaller timesteps until $t = 80$ s (not shown). At $t = 100$ s the local maximum is reached at $x = 350$ m and $\max(\langle C \rangle_l)$ is therefore larger than the value at $x = 200$ m.
5.1.4 Conclusions

Using cyclic boundary conditions a well-mixed turbulent boundary layer forms, while a laminar boundary layer is reached using open boundary conditions. A surface inhomogeneity due to roughness elements leads to a velocity change close to the surface. Above the roughness area and further downstream the vertical plume spread is larger than the vertical spread over a homogeneous surface. The pollutants reach the surface faster and closer to the source both above an inhomogeneous surface and with decreasing release height.

5.2 Moderate Wind Speed including Thermal Convection

In the following, the turbulent flow and the tracer distribution under neutral atmospheric stratification are compared with the atmospheric flow and tracer dispersion over a heated surface.

5.2.1 Velocity and Temperature Profiles

Figure 5.16 shows a snapshot of $w$ and the contours of $\langle w \rangle_y$ at $t = 18000$ s. The surface heat flux causes free convection, consisting of thermals of warm air rising from the ground and cold air sinking due to buoyancy forces. The instantaneous $x-z$ cross section of $w$ shows eddies of different sizes, the small of which disappear when $w$ is averaged in the $y$-direction. Vertical profiles of $\langle \theta \rangle_{xyt}$ and $\langle u \rangle_{xyt}$ (Figure 5.17) indicate a decrease of $\langle \theta \rangle_{xyt}$ that remains almost constant with height for $z \gtrsim 50$ m. $\langle u \rangle_{xyt}$ decreases towards the surface for $z \lesssim 110$ m and the wind speed at the ground is larger than the value under neutral stratification (Figure 5.3 (a)) due to the additional surface heat flux.

5.2.2 Tracer Release

For homogeneous and inhomogeneous terrain settings the tracer concentration under convective conditions does not differ significantly (Figure 5.18). Compared to the
plume in the turbulent boundary layer the additional buoyant turbulence can be clearly seen. The height of the maximum mean concentration changes significantly downstream and a distinctive vertical plume spread occurs. Pollutants can reach the surface even when released at $z_r = 52$ m. The decrease of $\text{max}(\langle C \rangle_l)$ is rather continuous in the convective cases while $\text{max}(\langle C \rangle_l)$ is reduced by more than a factor of two between $x = 50$ m and $x = 200$ m in the neutral simulations (Figure 5.20). In the turbulent cases $\text{max}(\langle C \rangle_l)$ is strongly influenced by $z_r$.

As a further analysis the distance $x_{\text{dist}}$ to the source and the time $t_{\text{th}}$ until the tracer hits the ground are plotted for both neutral and convective stratification (Figure 5.19). $x_{\text{dist}}$ and $t_{\text{th}}$ are smaller under convective stratification due to the additional vertical velocity. The surface heat flux causes convection with large eddies so that the plume can reach...
Figure 5.18: Dimensionless laterally averaged concentration contours and corresponding vertical concentration profiles over homogeneous (a) and inhomogeneous terrain (b). The height of the tracer release and the distance from the source at which the profiles are taken are the same as in Figure 5.9.

The surface for all values of $z_r$ in contrast to the neutral cases. An influence of the surface inhomogeneity can only be observed when the source is located at $z_r = 52$ m.

The plume speed $u_{\text{plume}}$ is computed as described in Section 5.1.2.1. It is influenced by $z_r$ and by the surface roughness. For $z_r = 52$ m, $u_{\text{plume}}$ is larger under neutral
stratification, while it is larger under convective stratification for $z_r = 12$ m (Figure 5.21). Differences between the four values of $u_{\text{plume}}$ are smallest for $z_r = 32$ m and the variation is dependant on the terrain shape. While $u_{\text{plume}}$ decreases with decreasing $z_r$ in the turbulent boundary layer, there is no continous decrease in the convective boundary layer because of the additional buoyant turbulence.

5.2.3 Conclusions

A convective boundary layer develops when a surface heat flux is applied. The additional thermal turbulence has a significant influence on the tracer dispersion including a larger vertical spread of the plume. The higher the wind shear the longer the advection
time and the distance to the source where the tracer reaches the ground (Figure 5.19). The shear reduces the looping of the plume especially close to the source where large turbulent eddies are the main contribution to the vertical dispersion. This is consistent with the studies on buoyancy- and shear-driven flows by Moeng and Sullivan (1994) and Dosio et al. (2003). They performed LES studies considering the combined effect of thermal and mechanical forcing and observed that increasing wind tends to advect the plume horizontally for a longer time. The main effect of the wind shear is a reduction of the vertical plume spread, therefore the ground concentrations are strongly influenced.

Table 5.1 shows a summary of the different simulations and the resulting atmospheric stratifications.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Turbulent (neutral)</th>
<th>Laminar (neutral)</th>
<th>Convective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fc</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRc</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fo</td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>FRo</td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>FHc</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FHRc</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Different simulations and their resulting atmospheric stratifications.

5.3 Characteristics of the Concentration Distribution

The concentration distribution with distance from the source shall be investigated. Herefore, the maximum mean concentration $C_{peak}$ for each $y-z$ plane is computed
as a function of $x$. $C_{\text{peak}}$ is continuously getting smaller with downstream position, but it is not monotonically decreasing due to the turbulent mixing (Figure 5.22). The larger vertical dispersion of the plume under convective stratification leads to a faster decrease of $C_{\text{peak}}$.

![Figure 5.22](image)

Figure 5.22: $[F_c,F_{\text{HC}},F_{\text{RC}},F_{\text{HRc}}]$ Maximum concentration $C_{\text{peak}}$ in the $y-z$ plane as a function of $x$ for the different release heights $z_r$.

Figure 5.23 shows the tracer concentration $\langle C_{\text{surf}} \rangle_y$ at the pedestrian height $z_p = 2$ m as function of $x$ and averaged in the $y$-direction. The difference between the neutral and the convective stratification is significant when the tracer is released at $z_r = 52$ m and $z_r = 32$ m. $\langle C_{\text{surf}} \rangle_y$ is approximately 2 - 12 times larger than $\langle C_{\text{surf}} \rangle_y$ under neutral conditions. When the source is located at $z_r = 12$ m the influence of the buoyant turbulence is less significant because mechanical turbulence is the dominant mechanism.

![Figure 5.23](image)

Figure 5.23: $[F_c,F_{\text{HC}},F_{\text{RC}},F_{\text{HRc}}]$ Laterally averaged concentration $\langle C_{\text{surf}} \rangle_y$ at the pedestrian height $z_p$ as a function of $x$ averaged in the for the three release heights $z_r$. Please note the different $y$-axis scales.
Chapter 6

Tracer Dispersion in an Idealised Aare Valley

In this chapter the tracer dispersion in an idealised Aare valley is studied. The application of street canyon flow characteristics to the geometry of the Aare valley is discussed, and the results of an analytical Gaussian plume model are compared with the output from the EULAG simulations. Furthermore, the flow above a homogeneous and inhomogeneous flat terrain is matched against the flow above the Aare topography. Two main questions arise:

1. Is the flow across the Aare valley comparable to the flow above a street canyon?
2. What is the difference between the results of a Gaussian plume model and the results of the EULAG simulations?

6.1 Comparison of the EULAG Simulations with a Street Canyon Flow

6.1.1 Street Canyon Flow

A street canyon is defined as a narrow street that is surrounded by high buildings on each side. Although no real street canyon is considered in the simulations, the
geometry of the Aare valley (Figure 4.3) shows similarities to this definition. Figure 6.1 shows a description of the terms that are used. The leeward side corresponds to the west shore of the Aare while the windward side corresponds to the east shore. $H$ is the average height of the buildings which, in this study, is the mean height of the east and west terrain in the Aare valley. The canyon width $W$ is equivalent to the width of the Aare. As the eastern area is lower than the western terrain height the setup corresponds to a step down canyon.

![Figure 6.1: Description of street canyon characteristics. Adapted from Ahmad et al. (2005).](image)

According to Oke (1988) the flow inside the street canyon depends on the geometry: the building density and the $H/w$ ratio. As the building density is not applicable for this case study, only the $H/w$ ratio, also called aspect ratio, is referred to. There are three different types (see Figure 6.2): the Isolated Roughness Flow (IRF: $H/w < 0.3$), the Wake Interference Flow (WIF: $0.3 < H/w < 0.7$) and the Skimming Flow (SF: $H/w > 0.7$) (Li et al., 2006; Vardoulakis et al., 2003). In the IRF regime the flow fields that are related to the individual buildings do not interact. In the WIF regime the mean flow is disturbed by the formed eddy while in the SF regime the flow inside the street canyon is decoupled from the flow above the canyon.
The Aare setup corresponds to an IRF because the aspect ratio is

\[ \frac{H}{W} = \frac{15 \text{ m}}{150 \text{ m}} = 0.1 \]

\[ H = \frac{22+8}{2} \text{ m} \] is the average height between the west and the east side of the Aare.

\[ \langle u \rangle_{yt} \text{ and } \langle w \rangle_{yt} \text{ for the three cases T1 (also called neutral stratification in the following), TH1 and TH2 (referred to as convective stratification in this chapter) after 30 min simulation time. For a description of the different cases see Table 4.4. In all cases downdrafts and updrafts occur at the west and east shore, respectively. The thermal updraft due to temperature differences has a minor influence. It is largest in the case TH2 where the downdraft is less confined to the western shore and covers also a part of the Aare and the eastern shore. The updraft at the shore in this case therefore becomes smaller than in the neutral case. This tendency can already be seen in TH1 with the smaller surface heat flux. } \langle w \rangle_{yt} \text{ is only slightly influenced by the up- and downwinds as is the mean vertical velocity } \langle w \rangle_{yt} \approx 1 \text{ ms}^{-1} \text{ on average. It remains almost the same for each thermal stratification.} \]
In contrast to the classical IRF one eddy forms at the leeward side, but there is no eddy at the windward side. Huang et al. (2000) performed simulations with different canyon...
geometries and found out that a formed vortex moves closer to the leeward wall and
turns from circular to elliptical with decreasing aspect ratio but all setups had the same
building height on the left and right side. There are also studies considering different
building heights such as step-up and step-down canyons (Assimakopoulos et al., 2003)
or roof geometries (Kastner-Klein et al., 2004) but these studies deal with SF or WIF
regimes because the IRF can be considered as a flow over isolated buildings or simple
obstacle arrays. The flow patterns around an isolated obstacle include the upstream
displacement and recirculation zone at the windward wall, the cavity zone (also called
recirculation or wake zone) at the lee wall of the obstacle and the wake zone downwind
of the cavity (see e.g. Hanna et al. (2002) and references therein). To our knowledge
no study has been performed considering an IRF flow within a step-down canyon. In
the Aare canyon setup the height of the eastern area is 15 m smaller than the western
area and the shore is not perpendicular, therefore no recirculation zone at the windward
shore exist.

Figure 6.4 shows the concentration contours $C$ in the centerline of the plume at $t =
200$ s. With increasing surface heat flux $Q_{hf}$ the release height $z_r$ has less influence
on the tracer dispersion because large eddies form which transport pollutants to the sur-
face. The vertical spread of the plume increases from $\Delta z \approx 100$ m (T1) to $\Delta z \approx 200$ m
(TH2). Due to the absence of buoyant convection the Aare topography becomes more
significant under neutral stratification. The downwards directed vertical velocity at the
eastern shore transports the tracer to the surface (see Figure 5.9 for a comparison). The
influence is stronger with decreasing $z_r$ and can also be seen in the case TH1 in contrast
to TH2 as explained above. The characteristics of plume behaviour and concentration
distribution are further discussed in Section 6.2.

6.1.3 Turbulent Kinetic Energy and Turbulent Statistics

Street canyon flow is highly turbulent, therefore the turbulent kinetic energy $\langle TKE \rangle_y$,
the turbulent fluxes of momentum $\langle u'w' \rangle_y$ and heat $\langle w'\theta \rangle_y$, as well as the mean stream-
wise velocity $\langle u \rangle_y$, are investigated. Vertical profiles at three different locations above
the Aare are shown: in the west ($x = 126$ m), in the middle ($x = 196$ m) and in the east
($x = 264$ m) of the river.

Figure 6.5 shows the profiles of the mean streamwise velocity $\langle u \rangle_y$ at the three $x$-
positions. The profiles $\langle u \rangle_{yt}$ only differ for $z/H \lesssim 3$. In the west $\langle u \rangle_{yt}$ is negative at the surface due to the forming eddy at the leeward shore. An inflection point exists at $z/H \approx 2$, i.e. $\langle u \rangle_{yt}$ increases slower above this height. Typical for an IRF the disturbed flow can readjust before reaching the east shore, as can be seen by the increase of $\langle u \rangle_{yt}$ for $z/H \lesssim 3$ further downstream. To compare the results with the flow over a homogeneous and inhomogeneous surface as discussed in Chapter 5, $\langle u \rangle_{yt}$ is plotted in the west, in the middle and in the east above the roughness elements for the flow over an inhomogeneous terrain. Over a homogeneous surface the same positions are chosen (Figure 6.6). As expected, the vertical profiles only slightly change over the homogeneous terrain. Above the inhomogeneous terrain the mean velocity decelerates
due to the roughness elements but it does not become negative or zero as it is the case in the west of the Aare canyon. A qualitative comparison between the flow over a flat inhomogeneous terrain with the flow over the Aare canyon is thus not possible.

The vertical profiles of the across-flow averaged turbulent fluxes $\langle TKE \rangle_y$, $\langle u'w' \rangle_y$ and $\langle w'\theta \rangle_y$ are illustrated in Figure 6.7. Only the resolved fluxes of the LES are shown. In the west the profiles have their maximum near the averaged shore height $z/H = 1$ except for the turbulent heat flux under neutral stratification (T1) because the surface is not heated. The inflection point in $\langle u \rangle_{yt}$ causes instabilities that generate a turbulent transport. The height of the inflection points of the turbulent fluxes is smaller than
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Figure 6.7: [T1, TH1, TH2] Vertical Profiles of the turbulent fluxes \( \langle \text{TKE} \rangle_y \), \( -\langle u'w' \rangle_y \) and \( \langle w'\theta \rangle_y \) at \( x = 126 \text{ m} \) (a), \( x = 196 \text{ m} \) (b) and \( x = 264 \text{ m} \) (c) averaged over 20 min.

the inflection point of \( \langle u \rangle_y \). This means that the instabilities caused by the change of \( \langle u \rangle_y \) generate a turbulent transport downward into the Aare canyon. In the middle and in the east of the Aare the turbulent fluxes become smaller and there is no distinctive difference between the profiles. The decrease of the turbulent fluxes is based on the
IRF because the disturbed flow can readjust before reaching the east shore. In the west \( \langle \text{TKE} \rangle_y, \langle u'w' \rangle_y \) and \( \langle w' \theta \rangle_y \) are nearly zero except for the case TH2. In this case the surface heat flux leads to a larger turbulent flux of heat than in the other two cases and the TKE is larger, too.

6.1.4 Surface Heat Flux

Simulations are performed for neutral and convective stratification including two different surface heat fluxes \( Q_{hf} \). It shall be studied how \( Q_{hf} \) influences the turbulence generation and the tracer dispersion across the Aare valley.

6.1.4.1 Influence on the Turbulence

The amount of mechanically and buoyant generated turbulence above the Aare shall be identified which is supposed to be dependent on the surface heat flux \( Q_{hf} \). The turbulence can be determined with the TKE governing equation that describes the turbulence generating processes (Equation (2.3)). Terms I and II are relevant. Figure 6.8 shows the vertical distributions of buoyant and mechanical production in the west and in the east of the Aare canyon. In the west the mechanically generated turbulence dominates at the surface under both neutral and convective stratification while the difference between the two terms becomes smaller in the east. For the case TH2 the buoyancy term is larger than the shear term and the shear generation is negative close to the ground although it is supposed to be positive in the surface layer (Stull, 1989). A possible reason could be the chosen value \( Q_{hf} = 0.6 \text{ Kms}^{-1} \) because the surface heat flux on a typical sunny day in Southern Germany is \( Q_{hf} = 0.06 \text{ Kms}^{-1} \) (Schmidt and Schumann, 1989). Summarised, the mechanical production term is about one magnitude larger in the west than in the east because a characteristic canyon flow profile is observed. Further downstream where the flow readjusts, the influence of the mechanical turbulence decreases and the surface heat flux has a more significant influence.

6.1.4.2 Influence on the Tracer Dispersion

The difference of the plume shape and concentration distribution depending on the thermal stratification and the release height was already discussed in Section 6.1.2.
Figure 6.8: [T1,TH1,TH2] Vertical distributions of buoyant and shear production terms in the TKE budget for T1, TH1 and TH2. The vertical profiles are averaged over 20 min and taken at the western (left) and eastern shore (right). Please note the different x-axis scales.

Now the distance $x_{\text{dist}}$ to the source where the tracer hits the pedestrian height $z_p$, and the time $t_{\text{th}}$ taken for this distance, shall be determined. For a description see Section 64.
5.1.4. Figure 6.9 (a) shows $Q_{hf}$ as a function of $x_{dist}$ and $t_{th}$. Two main characteristics are illustrated. $x_{dist}$ becomes smaller with both increasing $Q_{hf}$ and decreasing release height $z_r$. $t_{th}$ also becomes smaller with decreasing $z_r$ (Figure 6.9) but for an increasing surface heat flux this characteristic is only fulfilled for $z_r = 73.7$ m and for $z_r = 54.6$ m given $Q_{hf} > 0.06$ Ks$^{-1}$.

![Figure 6.9: $Q_{hf}$ as a function of $x_{dist}$ (a) and time $t_{th}$ (b). See also text.](image)

6.1.5 Conclusions

The flow across the idealised Aare valley can be described by an IRF regime. At the west shore the turbulence rises and the mean velocity decreases inside the canyon. In the downstream direction the flow readjusts to the surface. Due to the small slope and height of the shore the displacement zone and the characteristic eddy at the west side of the Aare do not exist. With increasing surface heat flux the turbulent fluxes and the turbulent kinetic energy rises. Its influence on the flow is smallest in the west of the Aare where the mechanical turbulence dominates buoyancy. The Aare topography and the surface heat flux also affect the tracer dispersion. Under neutral stratification and for a low release height the surface shape influences the plume. With increasing surface heat flux the tracer can reach the surface nearly independent of the release height due to the thermal convection.

Wind flow over a homogeneous and inhomogeneous flat terrain leads to different velocity and concentration profiles than the flow across the Aare valley. Under neutral stratification the main difference between the dispersion over a homogeneous and an
inhomogeneous flat terrain is the widening of the plume when it reaches the roughness elements. This results in a larger vertical plume spread. In contrast, the surface inhomogeneity does not influence the dispersion under convective stratification due to the thermal turbulence that causes eddies much larger than the velocity variation over the roughness elements (see Figure 5.18). A simple change of surface roughness can therefore not mimic the flow in and above a canyon.

### 6.2 Comparison of the EULAG Simulations with a Gaussian Plume Model

In this Section the concentration distribution $\chi$, calculated with an analytical Gaussian plume model (Equation 2.1), is compared with the concentration distribution $C$ of the EULAG simulations.

#### 6.2.1 Analytical Gaussian Plume Model

For a first comparison of the analytical Gaussian plume model with the EULAG simulations the neutral simulation $F_c$ over flat terrain with a release height $z_r = 32$ m is taken. The concentration $\chi$ is calculated along the spanwise centerline $y = 0$ of the plume. Equation (2.1) then becomes

$$
\chi(x, 0, z) = \frac{Q}{2\pi \langle u \rangle \sigma_y \sigma_z} \left[ \exp \left( -\frac{(h_{\text{eff}} - z)^2}{2\sigma_z^2} \right) + \exp \left( -\frac{(h_{\text{eff}} + z)^2}{2\sigma_z^2} \right) \right]
$$

with

$$
\sigma_y = \sigma_y(x) = p_y \cdot x^{q_y} \\
\sigma_z = \sigma_z(x) = p_z \cdot x^{q_z}
$$

The reference velocity $\langle u \rangle$ is the temporally averaged velocity $\langle u \rangle_t = 4.43$ ms$^{-1}$ in the grid cell of the tracer source, taken from the simulation $F_c$. It is only initialised in the source term of equation (6.1) and it does not change downstream. The same emission rate $Q = 50$ s$^{-1}$ as used for the EULAG simulations is chosen. The coefficients $p_y$, $q_y$, $p_z$ and $q_z$ are taken from German Federal Ministry of Justice (1990) on which the calculation of the coefficients within the model ESS41 is based. For the chosen release
height \( z_r = 32 \text{ m} \) and neutral stratification (stability class D) the following constant coefficients must be used:

\[
\begin{align*}
p_y &= 0.640 \\
p_z &= 0.215 \\
q_y &= 0.784 \\
q_z &= 0.885
\end{align*}
\]

### 6.2.2 First Results

Figure 6.10 shows the vertical profiles of \( \chi \) and \( C \) as a function of \( x \). The main difference between the two models is the shape of the plume. The vertical spread of \( \chi \) is larger than the vertical spread of \( C \) so that the plume can already reach the surface at \( x = 100 \text{ m} \). Using EULAG the mean maximum concentration peak shifts in the \( z \)-direction while it remains at the same height using the Gaussian plume model. Furthermore, \( \chi \) is approximately two orders of magnitude smaller than \( C \).

The determined \( \sigma \)-values are valid for a temporal average over one hour, therefore dispersion and concentration distribution differs from an instantaneous plume as illustrated in Figure 6.11. As explicit turbulent dispersion is not taken into account by the Gaussian plume model the concentration \( C \) is averaged over one hour in the interval \([0,6...,60 \text{ min}]\) and plotted as a function of \( x \) using \( \langle u \rangle_t = 4.09 \text{ ms}^{-1} \) (Figure 6.12). The maximum concentration becomes smaller and the vertical plume spread is larger.
in contrast to the non-averaged concentration profiles (Figure 6.10 (b)) but the fluctuations do not diminish and the vertical shift in the z-direction still exists. Possibly, an average using data at more time steps would lead to a higher vertical plume spread and a smaller maximum concentration but this would probably not result into a decrease of about two orders of magnitude.

Figure 6.13 shows the mean maximum concentration values max(C), the temporally averaged concentration max(⟨C⟩_{60 \text{ min}}) and max(χ) as a function of x. An exponential function is fitted to the data points of C and max(⟨C⟩_{60 \text{ min}}). The fluctuations of C decrease when averaged over one hour and max(⟨C⟩_{60 \text{ min}}) < max(C) because the spread in the y-direction becomes larger with time and Figure 6.10 only shows the maximum concentration values at \( y = \frac{ny}{2} \). While the maximum concentration of the EULAG simulations decreases with \( \exp(-x) \), max(χ) decreases with \( \exp(-x^2) \). The
Figure 6.13: [Fe] Maximum concentration $\max(C)$ (blue points), $\max(\langle C \rangle_{60\text{ min}})$ averaged over one hour (red points) and $\max(\chi)$ (black) as a function of $x$ in the centerline of the plume. The blue and red curves denote exponential fits to the data points. The maximum values in the $z$-direction are determined at $y = 0$ and $y = \frac{ny \cdot \Delta y}{2}$.

disagreement is distinctive for $x \lesssim 200$ m where Gaussian plume models are known to be incorrect (see Section 2.2.4 and Figure 2.5). With growing distance to the source the maximum concentration values converge.

### 6.2.3 Application of the Gaussian Plume Model in the Idealised Aare Canyon Setup

In order to compare the plume shapes above the Aare valley the concentrations $\chi(x, y = 0, z)$ are plotted in Figure 6.14. The applied stability classes are D (comparison with T1), C (comparison with TH1) and B (comparison with TH2) using the following $\sigma$-coefficients:

- **Class B:**
  
  \begin{align*}
  p_y &= 0.876 & q_y &= 0.823 \\
  p_z &= 0.127 & q_z &= 0.108
  \end{align*}

- **Class C:**
  
  \begin{align*}
  p_y &= 0.659 & q_y &= 0.807 \\
  p_z &= 0.165 & q_z &= 0.996
  \end{align*}
The source heights are \( h_s = 52 \) m, 32 m and 12 m. For a comparison with the EULAG simulations \( z = 22 \) m is added to \( h_s \) to get the topographic heights \( h_t = 74 \) m, 54 m and 34 m so that \( h_t = h_s + 22 \) m. The addition can only be done after the computation because the result would be different as can be seen in Equation 6.1 (see also Section 4.2).

The topography (dashed line) in Figure 6.14 is shown for a comparison with the EULAG simulations but it has no influence on the tracer dispersion. The difference of the concentration distribution between the tracer dispersion under the three thermal stratifications ranging from neutral to moderately unstable is small. With decreasing release height the concentration at the surface rises in the vicinity of the source. Compared
to the EULAG simulations (Figure 6.4) the missing fluctuations and the irrelevance of the surface shape are evident. However, it must be kept in mind that Figure 6.4 shows an instantaneous plume after 200 s. Therefore an average of the tracer concentration $C$ over 1 hour is performed and the cross section in the centerline $y = \frac{ny\Delta y}{2}$ is taken. The results for T1, TH1 and TH2 for $z_r = 54.6$ m are shown in Figure 6.15. Compared to the instantaneous cross sections after $t = 200$ s (Figure 6.3) the vertical concentration distribution is more uniform and the vertical plume spread rises in all cases. Under neutral stratification the plume does not cover more than half of the domain in the vertical while it covers the whole domain after $x \approx 350$ m when stability class D is applied. Under convective stratification the plume spread and the concentration distribution is similar in both models. The difference is mainly evident in the concentration inhomogeneity due to turbulent diffusion.

Figure 6.15: [T1,TH1,TH2] Dimensionless concentration contours $\langle C \rangle_{60 \text{ min}}$ averaged over 60 min for $z_r = 54.6$ m in the centerline of the plume $y = \frac{ny\Delta y}{2}$.

### 6.2.4 Plume Behaviour at the Pedestrian Height

Figure 6.16 illustrates the distance from the source where the tracer hits the pedestrian height $z_p = 2$ m for both the Gaussian plume model (a) and the EULAG simulations (b), (c) and (d). Figure 6.16 (b) shows $x_{\text{dist}}$ for a temporally averaged concentration distribution, Figure 6.16 (c) shows the same but for a flat topography ($z = 22$ m) without the Aare canyon. In Figure 6.16 (d) $x_{\text{dist}}$ denotes the distance from the source where the tracer reaches $z_p$ the first time after the release.

Using the Gaussian plume model the influence of both the thermal stratification and the release height have less influence compared to the EULAG results. $x_{\text{dist}}$ is not larger
than 106 m and at $h_t = 34$ m it is the same for all stability classes. The difference to
the EULAG simulations is smallest for the tracer dispersion over a flat terrain (Figure
6.16 (c)) as expected. However, $x_{\text{dist}}$ is approximately twice as large for the case T1
and about $1/3$ larger for TH1. The best agreement is observed for the stability class
B and the simulation TH2. The variation between T1 and TH1 is most dominant at
$z_r = 73.3$ m and more distinctive for the case T1. Without averaging $x_{\text{dist}}$ is larger
because a time average over one hour increases the probability for the tracer to reach
the surface in the vicinity of the source. This probability gets smaller with decreasing
$z_r$ because of the dominant mechanical turbulence close to ground.

Disregarding the exact values of $x_{\text{dist}}$, the systematic is similar to that found for the
tracer dispersion over a flat terrain: The smaller the release height and the larger the surface heat flux, the closer to the source the tracer hits the ground independent of the respective model.

### 6.2.5 Vertical Concentration Distribution

A comparison of the vertical concentration profiles of $\langle C \rangle_{60\text{ min}}$ and $\chi$ at the four locations $x = 50$ m (in the area west of the Aare), $x = 126$ m (west shore), $x = 264$ m (east shore) and $x = 500$ m (in the area east of the Aare) is performed (see for instance Figure 6.15 for an identification of those locations). The release height is $z_r \approx 54$ m which corresponds to $z_r = 32$ m above the surface, the approximate release height of the pollutants at PSI.

The mean maximum concentration $\chi$ decreases by two orders of magnitude between $x = 50$ m and $x = 500$ m. For $x > 264$ m the concentration maximum is found at the surface due to the vertical widening of the plume in the downstream direction. $\langle C \rangle_{60\text{ min}}$ also decreases by two orders of magnitude. In contrast to the Gaussian plume model turbulent fluctuations still exist leading to more than one maximum in the downstream direction. Therefore no distinctive concentration maximum at the surface exist for $x > 264$ m.

### 6.2.6 Conclusions

The main differences between the Gaussian plume model and the EULAG model are the missing influence of the topography and the concentration distribution. The impact of the stability classes on the plume shape is not distinctive and therefore the distance until the tracer hits the pedestrian height does not show a dominant variation. Especially under neutral stratification the plume shape and the concentration distribution at the surface differ significantly between the two models. As discussed in Section 5.2.3, increasing wind shear reduces the vertical plume spread. This characteristic behaviour cannot be found in the Gaussian model results. For short term dispersion the analytical Gaussian model cannot be applied because the time average modifies the concentration distribution and variations due to turbulence are not taken into account.
Figure 6.17: [\(T_1, TH_1, TH_2\)] Vertical concentration profiles \(\chi\) (left) and \(\langle C \rangle_{60 \text{ min}}\) (right) at four locations \(x\) for the release heights \(h_r = 54\) m and \(z_r = 54.6\) m, respectively.
Chapter 7

Tracer Dispersion with Idealised Building and Aare Valley

In this chapter a building, representing Experimentierhalle and ZFA PSI West, is implemented in the idealised Aare valley setup. It consists of a cuboid and a stack at the northern wall of the building. The IMB method is used to model building and stack (see Section 4.3 for details). Flow and dispersion in this modified setup is compared to turbulent flow and tracer dispersion across the idealised Aare valley as discussed in Chapter 6.

7.1 The Atmospheric Flow

7.1.1 Velocity Profiles

Figure 7.1 shows an $x - z$ cross section for the temporally averaged streamwise $\langle u \rangle_t$ and vertical $\langle w \rangle_t$ velocity under neutral (Z) and convective (ZH) stratification. The building is not heated. In both cases the flow patterns around an isolated obstacle can be observed including the upstream displacement and the recirculation at the windward and leeward wall (see Section 6.1.2 and Hanna et al. (2002)). Behind the building and at the western shore of the Aare the downdraft is more distinctive in the convective case due to the large-scale convective eddies. The dominant velocity changes occur at the edges of the building and at the Aare shore. This can also be seen in Figure 7.2 which
shows the mean profiles $\langle u \rangle_t$ and $\langle w \rangle_t$ at $x = 98$ m (2 m behind the building), $x = 192$ m (west shore) and $x = 330$ m (east shore) as a comparison between the simulations Z, ZH, T1 and TH1. Z/ZH and T1/TH1 are also referred to as disturbed (by the building) and undisturbed flows, respectively.

The velocity variations due to the disturbance occur behind the building where $\langle u \rangle_t \approx 0$. An inflection point forms at the building height $h_{\text{build}} = 20$ m and at the stack height $h_{\text{zfa}} = 32$ m above the west shore, i.e. at 42 m and 54 m above the Aare level (Figure 7.2 (a)). The streamwise velocity decreases below $h_{\text{zfa}}$ and remains approximately zero between the surface and the obstacle height. A similar behaviour is found for the other vertical profiles. The minimum of $\langle w \rangle_t$ occurs between the stack and building height for Z and ZH, the downward velocity being larger under convective stratification. For the simulations T1 and TH1 $\langle u \rangle_t$ decreases towards the ground and $\langle w \rangle_t \approx 0$. The
minimum of $\langle w \rangle_t$ at the western surface height (22 m) can be found in all simulations but for $Z$ and $ZH$ it is a secondary minimum (Figure 7.2 (b)). In these cases the main minimum occurs at the building height as does the typical inflection point in the $\langle u \rangle_t$ profile. While the west shore influences the vertical velocity there is no additional influence of the shore on the streamwise velocity because $\langle u \rangle_t$ is approximately 5 times larger than $\langle w \rangle_t$. In the east (Figure 7.2 (c)) there is no distinctive difference between the vertical profiles of the four cases because the flow can downstream readjust to the surface.

7.1.2 Turbulent Statistics

The vertical profiles of the turbulent kinetic energy $\langle TKE \rangle$ and the turbulent fluxes of momentum $\langle u'w' \rangle$ and heat $\langle w'\theta' \rangle$ are shown in Figure 7.3. Behind the building
(Figure 7.3 (a)) both the turbulent kinetic energy and the turbulent flux of momentum rise at the building height for the simulations Z and ZH. This is consistent with the inflection point in $\langle u \rangle_t$ that causes instabilities leading to the generation of turbulence. $\langle u'w' \rangle$ shows one maximum slightly below the western terrain height ($z = 22$ m) in all cases except for Z that shows two maxima, one at the western terrain height and one at the building height. The maximum of $\langle \text{TKE} \rangle$ in simulation Z also lies above the maxima of the other simulations which is consistent with $\langle u'w' \rangle$ and $\langle u \rangle_t$ (Figure 7.2 (b)). In the east there is no significant difference between the shape of $\langle u'w' \rangle$ and $\langle \text{TKE} \rangle$ being consistent with the mean velocity profiles. In all cases a turbulent flux of heat exists under convective stratification. It is smaller in the disturbed flow because of the dominant shear generation process caused by the building.

### 7.1.3 Conclusions

The building and the stack modify the flow so that a characteristic flow over an isolated obstacle develops. The maximum shear stress occurs approximately at the building height and decreases towards zero (see e.g. Cheng and Castro (2002)). The disturbance of the building still dominates the flow at the west shore and the inflection point in $\langle u \rangle_t$ is therefore at the building height for Z,ZH and at the shore height for T1,TH1. In the eastern part of the Aare $\langle \text{TKE} \rangle$ is larger for the convective cases but there is no significant difference between the disturbed and the undisturbed flow.

### 7.2 Tracer Dispersion

The tracer dispersion over the Aare valley including the obstacle shall be investigated and compared to the dispersion over the idealised Aare valley without the building.

#### 7.2.1 Contour Plots and Vertical Concentration Profiles

Figure 7.4 shows the concentration contours under neutral and convective stratification. The downward transport of $C$ is more distinctive for case Z resulting into a higher concentration above the Aare. The plume height does not rise above the stack
Figure 7.3: [Z,ZH,T1,TH1] Vertical profiles of turbulent kinetic energy $\langle TKE \rangle$ and the turbulent fluxes $\langle u'w' \rangle$ and $\langle w'\theta' \rangle$ at $x = 98$ m (a), $x = 192$ m (b) and $x = 330$ m (c) for the different case studies. The profiles are averaged over 20 min and taken at the stack position at $y = 216$ m (Z,ZH) and $y = \frac{ny\Delta y}{2}$ (T1,TH1).

(height. This is a difference compared to the flow over the idealised Aare valley where the vertical plume spread becomes larger with growing heat flux. The reason for this is the dominant vertical downdraft behind the building (see Figure 7.1 (b)).
Figure 7.4: \([Z,ZH]\) Dimensionless concentration contours \(C\) for the release height \(z_r = 55.82\) m showing both the dispersion under neutral (left) and convective (right) stratification at \(t = 1600\) s (right). The cross section is taken at the position of the stack at \(y = 216\) m. The dashed line represents the topography and the building ZFA PSI West.

Figure 7.5 shows a comparison between the vertical concentration profiles 2 m behind the building, in the west and in the east of the Aare. The profiles are averaged over 20 min and are taken in the centerline of the plume (y-direction). Behind the obstacle (Figure 7.5 (a)) all profiles show a concentration maximum at the release height. For the simulations \(Z\) and \(ZH\) the concentration is not zero below the building height due to the downward velocity that transports pollutants to the surface. Behind the building and at the western shore the tracer concentration at the surface rises by 2 orders of magnitude (\(Z,ZH\)). For the simulation TH1 the tracer hits the ground but the concentration is approximately 4 orders of magnitude smaller compared to the disturbed flow. In the east where the flow readjusts to the surface the profiles assimilate but the concentration is still smaller for the undisturbed flow.

Table 7.1 shows the vertically averaged concentration

\[
C_{\text{avg}} = \frac{1}{n_z} \sum_{k=0}^{n_z-1} \frac{C_k}{n_z}
\]

for each position and case. \(C_{\text{avg}}\) is highest in the simulation T1 because the flow is neither disturbed by the building nor by a positive surface heat flux. Therefore the dispersion in the y-direction is less distinctive leading to a higher concentration in the centerline. While \(C_{\text{avg}}\) decreases with distance from the source in the disturbed cases it rises at the east shore for TH1. This systematically changes when the concentration
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Figure 7.5: [Z, ZH, T1, TH1] Vertical concentration profiles averaged over 20 min at \( x = 98 \, \text{m} \) (a), \( x = 192 \, \text{m} \) (b) and \( x = 330 \, \text{m} \) (c) for the different cases. The profiles are taken at the stack position \( y = 216 \, \text{m} \) (Z, ZH) and at \( y = \frac{\text{model height}}{2} \) (T1, TH1). Open boundary conditions at the lateral sides of the domain are used in all simulations.

![Graphs showing concentration profiles](image)

(a) \( x = 2 \, \text{m} \) behind the building  
(b) West  
(c) East

Table 7.1: Vertically averaged concentration values at \( t = 20 \, \text{min} \) in the \( y \)-centerline of the plume at the three positions \( x = 98 \, \text{m}, x = 192 \, \text{m} \) and \( x = 330 \, \text{m} \). Open boundary conditions at the lateral sides of the domain are used in all simulations.

<table>
<thead>
<tr>
<th></th>
<th>( x = 2 , \text{m} ) behind the building</th>
<th>West</th>
<th>East</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>( C_{\text{avg}} = 0.097 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZH</td>
<td>( C_{\text{avg}} = 0.074 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>( C_{\text{avg}} = 0.136 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TH1</td>
<td>( C_{\text{avg}} = 0.001 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Same as Table 7.1 but for temporally averaged (over 20 min) concentration values.

Table 7.1: Vertically averaged concentration values at \( t = 20 \, \text{min} \) in the \( y \)-centerline of the plume at the three positions \( x = 98 \, \text{m}, x = 192 \, \text{m} \) and \( x = 330 \, \text{m} \). Open boundary conditions at the lateral sides of the domain are used in all simulations.

is averaged over 20 min (Table 7.2). \( \langle C_{\text{avg}} \rangle_t \) decreases with distance from the source in all cases because local concentration peaks disappear.

<table>
<thead>
<tr>
<th></th>
<th>( x = 2 , \text{m} ) behind the building</th>
<th>West</th>
<th>East</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>( \langle C_{\text{avg}} \rangle_t = 0.105 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZH</td>
<td>( \langle C_{\text{avg}} \rangle_t = 0.077 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>( \langle C_{\text{avg}} \rangle_t = 0.106 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TH1</td>
<td>( \langle C_{\text{avg}} \rangle_t = 0.109 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 7.2: Same as Table 7.1 but for temporally averaged (over 20 min) concentration values.

Figure 7.6 shows the vertical concentration profiles 2 m behind the building at different \( y \)-positions: in the centerline of the plume and with a 10 m distance to the north \((y = 226 \, \text{m})\) and to the south \((y = 206 \, \text{m})\). The concentration above the building height
is largest in the centerline of the plume under both neutral and convective stratification. Towards the surface $C$ becomes larger in the south. In both cases the concentration values are smaller in the north than in the south because the flow is not directly disturbed by the building. The building disturbance leads to a larger spanwise dispersion to the south.

Figure 7.6: $[Z,ZH]$ Vertical concentration profiles 2 m behind the building averaged over 20 min. The profiles are taken at the stack position $y = 216$ m (blue), in the north of the stack at $y = 226$ m (red) and in the south of the stack at $y = 206$ m (green).

### 7.2.2 Conclusions

The main difference between the tracer dispersion in the disturbed and undisturbed cases concerns the plume rise under convective and neutral stratification. When an obstacle is implemented into the domain the upward plume spread is significantly smaller in the buoyant case because of the dominant vertical downdraft behind the building. For both thermal states the circulation behind the obstacle causes a higher concentration at the surface and the tracer hits the ground closer to the source. The concentration in the north of the stack is smaller than the concentration in the south of the stack, i.e., the building disturbance leads to a larger spanwise dispersion to the south.
Chapter 8

Summary and Outlook

In this PhD thesis the dispersion of a passive scalar in the atmospheric boundary layer is investigated. Three different setups are applied, consisting of a flat terrain, an idealised Aare valley and the latter one extended by a building, representing the source of radionuclides at the Paul Scherrer Institute. The focus is on the influence of topography, release height and thermal stratification on turbulent flow and tracer dispersion. For this purpose different simulations are performed under neutral and convective thermal stratification with tracer release heights of 12 m, 32 m and 52 m above the surface. Flow and dispersion across the idealised Aare valley is simulated using terrain-following coordinates based on the classical Gal-Chen and Sommerville transformation (Gal-Chen and Sommerville, 1975), while the numerical approach to model the building is based on the IMB method (Goldstein et al., 1993; Mittal and Iaccarino, 2005). The simulations are performed with a high spatial resolution of 2 m in the x-, y- and z-direction applying the numerical flow solver EULAG (Prusa et al., 2008).

A roughness parameterisation included in a flat terrain setup leads to a velocity change close to the surface and a vertical plume spread under neutral stratification. Therefore the pollutants can reach the ground at smaller distances to the source with a shorter advection time, compared to the dispersion over a flat homogeneous terrain. A comparison of the tracer dispersion under both neutral and convective conditions shows that the wind shear reduces the looping of the plume, resulting in a reduction of the vertical plume spread. Increasing wind therefore tends to advect the plume horizontally for a longer time.
The turbulent flow through the idealised Aare canyon setup can be described by an IRF regime in analogy to a step down canyon. The characteristic profile includes the upstream displacement and recirculation zone at the windward side, the cavity zone at the leeward side and the wake zone downwind of the cavity. As a consequence, a simple surface roughness change as applied in the flat terrain setup cannot mimic the complex flow above the Aare river. At the western Aare shore the mechanical turbulence dominates buoyancy due to the characteristic canyon flow profile, while its influence decreases further downstream where the thermal turbulence becomes more important. With increasing surface heat flux the release height has less influence on the tracer dispersion because larger eddies form which transport pollutants to the surface. Due to the absence of buoyant convection the influence of topographic inhomogeneities becomes more significant under neutral stratification.

The third setup is modelled using terrain-following coordinates and the IMB method for the idealised Aare valley and the additional building, respectively. The building in the domain influences the flow substantially in the vicinity of the building and leads to a higher pollutant concentration both behind the building and at the western shore of the Aare. In the buoyant case the upward plume spread is distinctively smaller than the plume spread under neutral stratification because of a dominant vertical downdraft behind the building. This is in contrast to the plume behaviour over both a flat terrain and the idealised Aare valley setup where a surface heat flux leads to a plume spread in the vertical.

Atmospheric flow and tracer dispersion differ significantly within the three setups. A simple roughness parameterisation as it is used in Gaussian plume models, is neither sufficient to take into account the turbulent phenomena that evolve in particular near the Aare canyon and in the lee of the building, nor their effects on the tracer dispersion. An investigation of the mean maximum concentration values with distance from the source shows a decrease with $\exp(-x)$ applying EULAG compared to a decrease with $\exp(-x^2)$ in Gaussian models. The Gaussian plume model ESS41 that is used at PSI predicts an hourly averaged concentration distribution. In contrast, turbulent flow and plume dispersion can be modelled with a high temporal and spatial resolution using EULAG. Apart from numerical restrictions there are almost no constraints on time step and implemented topography. In case of an incident EULAG would in principle be capable to predict the emissions, potentially with a high accuracy, taking into account temporal and local concentration peaks and the pollution at the PSI area. Realistic
initial and boundary conditions are needed for this purpose, such as wind speed, wind direction, temperature or humidity. These meteorological conditions can be taken from another meteorological model (e.g. COSMO-2) or from weather stations that are setup at different locations and heights.

The combination of terrain-following coordinates and the IMB method as used in the third computational setup is a promising approach to model the dispersion of radionuclides at the PSI. A reasonable extension of the model could be as follows:

- Additional buildings are implemented into the domain, e.g. the accelerator SLS in the western area or an array of obstacles in the eastern area of the river Aare. A heating of these buildings and their response on the turbulence structure of the atmospheric flow shall be investigated.

- The application of a stable thermal stratification or a surface heat flux above the Aare, that differs from the surrounding area, could result in different flow and concentration patterns.

- The terrain shape at and around the PSI is more complex than the setups used for the simulations. There is a hill in the west, a forest in the east and trees at the Aare shores. An extension of the domain including the line of hills in the west of the PSI (see Figure 1.2) could have an influence on the atmospheric flow under west wind conditions. The results can be compared with well-studied valley and slope wind patterns (e.g. Rampanelli et al., 2004; Schmidli et al., 2011).

- The forest in the western part could be modelled using fractal Pythagoras trees as applied in Schröttle and Dörnbrack (2012). The influence on the tracer dispersion is probably most significant under east wind conditions and therefore the wind directions should vary.

- Finally, the whole PSI topography based on Swiss topo data shall be implemented into the EULAG model investigating flow and dispersion under different weather conditions.

Recommendations to protect the population could be given based on the EULAG model results. For such an operational setup it would be important to use both reasonable initial and boundary conditions and a realistic topography. The capability to
implement this complex topography into the model could be shown. With these data new simulations can be performed to determine the concentration distribution at different places at the PSI and its surroundings. For the verification of the results there are already setup three measuring stations detecting the $\gamma$-radiation that is proportional to the concentration of the $\beta^+$ emitters. Two stations are placed in the western part of the PSI, one close to the surface and one above the Experimentierhalle close to the ZFA. The third station is setup in the east near the Aare river. With the measured data it should be possible to compare concentration differences and time patterns of the release with the model results of a more realistic setup.

The multiscale numerical flow solver EULAG can thus overcome important weaknesses of Gaussian plume models and is therefore in principle capable to replace the model ESS41 for modelling the tracer emissions in the future.
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