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Abstract
Laser trapped nanoparticles have been recently used asmodel systems to study fundamental relations
holding far from equilibrium.Herewe study a nanoscale silica sphere levitated by a laser in a low
density gas. The center ofmassmotion of the particle is subjected, at the same time, to feedback
cooling and a parametricmodulation driving the system into a non-equilibrium steady state. Based on
the Langevin equation ofmotion of the particle, we derive an analytical expression for the energy
distribution of this steady state showing that the average and variance of the energy distribution can be
controlled separately by appropriate choice of the friction, cooling andmodulation parameters.
Energy distributions determined in computer simulations andmeasured in a laboratory experiment
agreewell with the analytical predictions.We analyze the particlemotion also in terms of the
quadratures andfind thermal squeezing depending on the degree of detuning.

1. Introduction

In amacroscopic system, thermodynamic quantities such as thework carried out during a thermodynamic
transformation or the heat exchangedwith a heat bath havewell defined values due to the statistics of large
numbers. For instance, if we repeatedly carry out a certain thermodynamic transformation always starting from
the same initial state and following the same protocol, thework performed on the systemwill always be the same.
In small systems, on the other hand, thermodynamic quantities typicallyfluctuate. Then thework and heat of a
thermodynamic transformation, carried out, for instance, by stretching a single biomolecule in solution, need to
be characterizedwith a statistical distribution rather than a single value. Even small systems, however, are subject
to the basic laws of thermodynamics and, on the average, obey the second lawusually formulated in terms of
inequalities. As realized by Jarzynski,more specific results can be derived for the fluctuations of work and other
quantities that transform the inequalities of thermodynamics into equalities [1–4], which remain valid
arbitrarily far from equilibrium. Such so-called fluctuation theorems have nowbeen derived for several
quantities, such as heat, work and entropy [5, 6], shedding new light on the significance of irreversibility and the
second law at the nanoscale [7, 8]. Besides their fundamental importance, fluctuation theorems also provide the
basis for the interpretation of single-molecule experiments [9–11] aswell as for the development of novel non-
equilibrium computer simulationmethods [12].

Experimentally, fluctuation relations have been studied in a variety of systemsmainly in the over-damped
regime, such as a particle dragged through a liquid [13] or a biomolecule in solution [10], where the system is
strongly coupled to a thermalizing environment. Recently, several experimental setups for the investigation of
non-equilibrium fluctuations under low-damping conditions were proposed [14–17]. Due to their weak
coupling to the heat bath, such systems hold the promise to enable investigation of the statistics of non-
equilibrium fluctuations in the quantum regime. Also, the precise control over the dynamics that can be
achieved in such systems permits to construct situations inwhichmicroscopic reversibility does not hold.

Here, we study, using theory, simulation and experiment a levitated nanoparticle in the low-friction regime
[18]. In particular, we derive analytical expressions for the energy and phase-space distribution of the system in
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non-equilibrium steady states. Based on these distributions one can relate heat, entropy and energy to each
other, thereby providing additional insight into the physics underlying the fluctuation theorems. The particle,
consisting of a dielectricmaterial, oscillates in a laser trap and is surrounded by a low-density gas, which exerts
frictional and random thermal forces on the particle. The amount of friction can be controlled by changing the
pressure of the gas. In addition, the particle is subjected to a nonlinear feedback coolingmechanism and a
parametricmodulation. Together, these effects allow to bring the oscillating particle into a variety of non-
equilibrium steady states with tuneable parameters, turning such nano-mechanical oscillators into ideal test-
systems for studies of stochastic thermodynamics. Based on a Langevin equationwritten for the oscillating
particle, we derive analytical expressions for the energy distribution in the stationary states and find that, under
appropriate circumstances, our theoretical predictions agree verywell with the energy distributions observed in
the simulations. In addition, we find that in our experiments parameter fluctuations dominate the noise
contribution fromBrownianmotion, which leads to additional broadening of the experimental distributions.

In addition to the levitated nanoparticle considered here, ourmodel applies to other nonlinear oscillators,
including ultra high-Q nano-mechanical oscillators fabricated from silicon nitride [19], carbon nanotubes and
graphene resonators [20]. The latter naturally exhibit nonlinear damping that is formally identical to our
feedbackmechanism. Thus, in addition to providing insights into thermodynamics on the nanoscale, thework
presented here sheds light into the interaction of noise with inherent nonlinearities of nano-mechanical
oscillators and the resulting amplitude and phase noise.Most notably phase noise, despite being an active topic
of research formany decades, is still a pertinent topic today [21–23], since it plays a prominent role for the
application of such systems as sensors and in timing and frequency control.

The remainder of the article is organized as follows. In section 2we lay out the theory for the energy
distribution of a nano-mechanical oscillator subject to friction, nonlinear feedback cooling and parametric
modulation. Computer simulations are then used, in section 3, to verify the theoretical predictions and probe
the limits of the theory. In section 4wefirst describe our experimental setup and explain howwe determine the
relevant systemparameters.We then present energy and phase distributions and discuss how they comparewith
theory and simulations. Some conclusions and an outlook are provided in section 5.

2. Theory

2.1. Equation ofmotion
Weconsider a particle ofmassm oscillating in a trapwith aDuffing potential

ξ= +V q kq kq( )
1

2

1

4
, (1)2 4

where q specifies the position of the particle, k is the trap stiffness, and ξ is theDuffing parameter, which
quantifies how strongly the trap deviates from a purely harmonic potential. Using the frequency Ω = k m0 of
the harmonic case, the total energy of the oscillator is given by

Ω ξ Ω= + +E q p m q m q
p

m
( , )

1

2

1

4 2
, (2)0

2 2
0
2 4

2

where =p mq̇ is themomentumof the particle. The force due to the trap is hence given by

Ω ξ Ω= − −F m q m q . (3)trap 0
2

0
2 3

Since the particle is immersed in a low density gas of temperatureT, it experiences also a frictional force

Γ= −F p (4)friction

and the related fluctuating random force

Γ=F m k T w t2 ( ), (5)random B

whereΓ is the friction constant, kB is the Boltzmann constant andw(t) is white noise. A feedback of strength η,
acting on the particle with force

Ω η= −F q p, (6)feedback 0
2

is used to control the effective temperature of the center ofmassmotion of the particle and cool it far below the
gas temperatureT [18]. In addition, the particle is driven parametrically by periodicallymodulating the trap
stiffness with frequency Ωm leading to the force

ζ Ω Ω= ( )F m t qcos , (7)mdrive 0
2

2
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where themodulation depth ζ determines the intensity of the parametric driving. Taken together, these forces
yield the following stochastic equations ofmotion for the particle in the trap,

=q
p

m
td d , (8)

Ω ξ Ω Γ Ω η ζ Ω Ω

Γ

= − − − − +

+

( )p m q m q p q p m t q t

m k T W

d cos d

2 d . (9)

m0
2

0
2 3

0
2

0
2

B

⎡⎣ ⎤⎦

Here,W(t) is theWiener process with

=W t( ) 0, (10)

′ = ′W t W t t t( ) ( ) min( , ). (11)

Note that 〈 〉 =W t t( )2 for any time ⩾t 0 and, thus, for an infinitesimal time interval td one has 〈 〉 = t(dW) d2 .
Thewhite noisew(t) appearing in the random force can be viewed as the time derivative of theWiener process,

=w t W t t( ) d ( ) d .
In order to determine the energy distribution of the oscillator in the steady state, we now examine the time

evolution of the energy generated by the stochastic equations ofmotion. To avoidmultiplicative noise, i.e., a
noise termwith an amplitude depending on the current value of the energy, we consider the square root of the
energy rather than the energy itself,

ϵ =q p E q p( , ) ( , ) . (12)

Applying Ito’s formula [24] for the change of variables to ϵ q p( , )we find that the change ϵd during a short time
interval is given by

ϵ
ϵ

Γ
ϵ ϵ

Γ
ϵ

= + − +
pF q p t

m

k T p

m
t m k T

p

m
Wd

( , , )

2 2
1

2
d 2

2
d , (13)B

2

2 B

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

where

Γ Ω η ζ Ω Ω= − − + ( )F q p t p q p m t q( , , ) cos (14)m0
2

0
2

is the sumof the non-conservative forces consisting of the frictional force Ffriction, the feedback force Ffeedback

and the driving force Fdrive. Note that the conservative forces, including the force due to the non-linearDuffing
term in the energy, do not contribute to the energy change.

The stochastic equation ofmotion for ϵ, equation (13), explicitly depends on the position andmomentumof
the particle. To eliminate this dependence and obtain a closed equation depending only on ϵ, we observe that the
particle settles into a periodicmotionwith a frequencyΩ that is not necessarily equal to the frequency Ω0 of the
unperturbed oscillator. Integrating equation (13) over one oscillation period τ π Ω= 2 we obtain the change

∫Δϵ ϵ=
τ

d
0

of ϵ during the time τ,

∫ ∫ ∫

∫ ∫

Δϵ Γ
ϵ

Ω η
ϵ

Γ
ϵ ϵ

ζ Ω
Ω

ϵ
Γ

ϵ

= − − + −

+ +

τ τ τ

τ τ( )

p

m
t

q p

m
t k T

p

m
t

m
t qp

m
t m k T

p

m
W

2
d

2
d

1

2
1

2
d

cos

2
d 2

2
d . (15)

m

0

2

0
0

2 2

B
0

2

2

0
2

0
B

0

⎛
⎝⎜

⎞
⎠⎟

To compute the integrals, we assume that during this time, which at low friction is short compared to the time
for energy relaxation, the particle performs an undisturbed harmonic oscillation evolving according to

Ω ϕ Ω Ω ϕ= + = − +q t R t p t m R t( ) cos( ) ( ) sin( ), (16)

where the amplitudeR of the oscillation is related to ϵ by ϵ Ω=R m2 ( ). The phaseϕ accounts for a possible
phase shift with respect to the driving force, which is proportional to Ω tcos( )m .

The central assumption, which allows to treat themotion of the system as that of an undisturbed oscillator
during one oscillation period and eliminate the dependence on the rate of energy change on the phase space
variables q and p by integration, is that the system evolves at nearly constant energy during one oscillation
period. This condition ismet if there is a separation of time scales between the time scale of the oscillation and
the time scale for energy loss/gain. In other words, the relative change in energy ΔE E occurring during one
oscillation period should bemuch smaller than unity. The stochastic differential equation derived below for the
time evolution of the energy, equation (27), provides a way to estimate forwhich ranges of the parametersΓ, η
and ζ this condition holds. Analyzing each termon the right-hand side of equation (27) individually, wefind that
the separation of time scale requires that Γ Ω ≪ 1, ζ ≪ 1and η Ω ≪k T m 1B eff

2 , whereTeff is the effective
temperature of the oscillator given by the average energy, = 〈 〉k T EB eff .

3
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Carrying out the integrals over t, thefirst three terms in equation (15) yield

Δϵ Γϵ τ
ηϵ Ω

Ω
τ

Γ
ϵ

τ′ = − − +
m

k T

2 4 4
. (17)

3
0

2

B

The change in ϵ resulting from the driving (fourth term in equation (15)) is given by

Δϵ
ϵζΩ π ϕ π ϕ π

Ωπ
τ″ = −

−

−

Ω
Ω

Ω
Ω

Ω
Ω

Ω
Ω

Ω
Ω( )

( ) ( ) ( ) ( )sin cos(2 )sin sin(2 )cos

4
. (18)

0
2

2
m m m m

m
2

2

⎡⎣ ⎤⎦

This expression is independent of time only if after one oscillation period the relative phase of the oscillation
with respect to the periodic driving force is the same as at the beginning of the period. For the parameters studied
here and amodulation frequency of Ω Ω≈ 2m 0, the oscillator locks to themodulation and oscillates with
Ω Ω= 2m .We limit our considerations to this case in the following. Carrying out the limit Ω Ω→ 2m in the
above equation, one finds

Δϵ
ϵζΩ ϕ

Ω
τ″ = −

sin(2 )

4
. (19)0

2

Finally, the last term in equation (15),

∫Δϵ Γ
ϵ

‴ =
τ

m k T
p

m
W2

2
d , (20)B 0

0

is a stochastic integral due to the noise term in the equations ofmotion. As aweighted sumofGaussian random

variables, Δϵ‴ is also aGaussian random variable withmean

∫Δϵ Γ
ϵ

‴ = =
τ

m k T
p

m
W2

2
d 0 (21)B

0

and variance

∫ ∫

∫

Δϵ Γ
ϵ

Γ
ϵ

Γ
τ

‴ =
′

′

= =

τ τ

τ

( ) m k T
p t p t

m
W W

m k T
p

m
t

k T

2
( ) ( )

4
d d

2
4

d
2

. (22)

2

B
0 0 2 2

B
0

2

2 2

B

Thus, the randomvariable Δϵ‴ can bewritten in terms of theWiener process as

Δϵ
Γ

τ‴ =
k T

W
2

( ). (23)B

Putting things together, one obtains

Δϵ Γϵ ηϵ Ω
Ω

Γ
ϵ

ϵζΩ ϕ
Ω

τ
Γ

τ= − − + − +
m

k T k T
W

2 4 4

sin(2 )

4 2
( ). (24)

3
0

2

B 0
2

B
⎡
⎣⎢

⎤
⎦⎥

Since the oscillation period τ is short compared to the time scale onwhich the energy changes, one canfinally
write the following stochastic differential equation for the square root of the energy ε

ϵ Γϵ ηΩ ϵ
Ω

Γ
ϵ

ϵζΩ ϕ
Ω

Γ
= − − + − +

m

k T
t

k T
Wd

2 4 4

sin(2 )

4
d

2
d . (25)0

3

2

B 0
2

B
⎡
⎣⎢

⎤
⎦⎥

The corresponding Fokker–Planck equation [25] governing the time evolution of the probability density
function ϵϵP t( , ) is given by

ϵ
ϵ

Γϵ ηΩ ϵ
Ω

Γ
ϵ

ϵζΩ ϕ
Ω

ϵ

Γ
ϵ

ϵ

∂
∂

= ∂
∂

+ − +

+ ∂
∂

ϵ
ϵ

ϵ

P t

t m

k T
P t

k T
P t

( , )

2 4 4

sin(2 )

4
( , )

4
( , ). (26)

0
3

2

B 0
2

B
2

2

⎡
⎣⎢

⎤
⎦⎥

Inwriting these two equationwe have implicitly assumed that the phaseϕ between themodulation and the
particle oscillation is fixed (or at least that it changes only very slowly in time). Aswewill show below, this
condition holds accurately particularly at low friction. Equation (25) implies that the time evolution of ε can be
viewed as a Brownianmotion in the high friction limit under the influence of an external force. Note that due to

4
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the integration over one oscillation period, this equation has ϵ as its only time dependent variable while the
dependence on other variables has been removed. In the following sectionwewill use this equation to determine
the energy distribution as well as the phase space distribution of the steady state generated by the parametric
modulation and the feedbackmechanism.

Changing variables from ϵ to ϵ=E 2 and applying Ito’s formula [24] yields the corresponding stochastic
differential equation for the energy

Γ
ηΩ

Ω
ζΩ ϕ

Ω

Γ

= − − − −

+

( )E E k T
E

m

E
t

E k T W

d
2

sin(2 )

2
d

2 d . (27)

B
0

2

2

0
2

B

⎡
⎣⎢

⎤
⎦⎥

In contrast to the stochastic equation ofmotion for ϵ, here the noise ismultiplicative, i.e., its amplitude is energy
dependent. The corresponding Fokker–Planck equation for the probability density function P E t( , )E is given by

Γ
ηΩ

Ω
ζΩ ϕ

Ω

Γ

∂
∂

= ∂
∂

− + +

+ ∂
∂

( )P E t

t E
E k T

E

m

E
P E t

k T
E

EP E t

( , )

2

sin(2 )

2
( , )

( , ). (28)

E
E

E

B
0

2

2

0
2

B

2

2

⎡
⎣⎢

⎤
⎦⎥

2.2. Energy distribution
The stochastic differential equation (25) has the formof the equation ofmotion describing the time evolution of
a one-dimensional Brownian particle under the external force f(x) with large friction ν at temperatureT,

ν ν
= +x f x t

k T
d

1
( )d

2
dW, (29)B

where x is the position of the Brownian particle. Themotion resulting from this equation ofmotion is known to
sample the Boltzmann–Gibbs distribution

β∝ −P x U x( ) exp{ ( )}, (30)x

where β = k T1 B is the reciprocal temperature andU(x) is the potential corresponding to the external force,
= −f x U x( ) d d .

By virtue of this isomorphismwith over-damped Brownianmotion, established by setting ν Γ= 4 and
identifying ϵwith x, the determination of the energy in the non-equilibrium steady state of the driven oscillator
turns into an equilibriumproblem.One can then immediately infer that equation (25) samples the distribution

ϵ β ϵ∝ −ϵP U( ) exp{ ( )}, (31)

where the potential

ϵ ϵ
ηΩ ϵ

ΓΩ
ϵ

ϵ ζΩ ϕ
ΓΩ

= + − +U
m

k T( )
4

ln
sin(2 )

2
(32)2 0

4

2 B

2
0
2

generates the force

ϵ
ϵ

ϵ
ϵ

ηΩ ϵ
ΓΩ ϵ

ϵζΩ ϕ
ΓΩ

= − = − − + −f
U

m

k T
( )

d ( )

d
2

sin(2 )
(33)0

3

2

B 0
2

acting on the variable ϵ. As a result, the system samples the ϵ-distribution

ϵ ϵ β
ζΩ ϕ

ΓΩ
ϵ

ηΩ
ΓΩ

ϵ∝ − + +ϵP
m

( ) exp 1
sin(2 )

2 4
. (34)0

2
2 0

2
4

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

⎫
⎬
⎭

Note that a small frictionΓ corresponds to large friction ν determining the time evolution of ϵ and, thus, the
energyE of the oscillator. By a change of variables from ϵ toE, wefinally obtain the probability density function
of the energyE,

β
ζΩ ϕ

ΓΩ
ηΩ

ΓΩ
= − + +P E

Z
E

m
E( )

1
exp 1

sin(2 )

2 4
. (35)E

0
2

0

2
2

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

⎫
⎬
⎭
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The normalization factor ∫=Z P E E( )dE is given by

π ΓΩ
βηΩ

β ΓΩ
ηΩ

ζΩ ϕ
ΓΩ

= +Z
m

h
m

1
sin(2 )

2
, (36)

2

0

2

0

0
2⎛

⎝
⎜⎜

⎛
⎝⎜

⎞
⎠⎟

⎞
⎠
⎟⎟

where the function h(x) is defined as

= ( )h x x x( ) exp erfc( ) (37)2

and xerfc( ) is the complementary error function. Thus, the energy distribution is that of an equilibrium system
with effective energy

ζΩ ϕ
ΓΩ

ηΩ
ΓΩ

= + +H E
m

E1
sin(2 )

2 4
(38)0

2
0

2
2

⎡
⎣⎢

⎤
⎦⎥

and configurational partition functionZ.While the termproportional toE2 is caused by the feedback cooling,
the termproportional toE is affected only by the parametricmodulation.

According to equation (35), the energy distribution is Gaussianwith a cutoff atE=0. Themaximumof the
Gaussian is located at

ΓΩ
ηΩ

ζΩ ϕ
ΓΩ

= − +E
m¯ 2

1
sin(2 )

2
(39)

2

0

0
2⎡

⎣⎢
⎤
⎦⎥

while its variance (neglecting the cutoff) is given by

σ
ΓΩ
ηΩ

=
m k T2

. (40)E
2

2
B

0

Hence, thewidth of theGaussian does neither depend on the driving parameters nor on the phaseϕ.

2.3. Phase space distribution
Since for low friction the energy of the oscillator changes slowly, one can also obtain the full phase space density
P q p( , )qp from the energy density PE(E). To determine the phase space density P q p( , )qp , we consider themicro-

canonical phase space distribution P q p E( , ; ˜)mc of the oscillator evolving at a given constant total energy Ẽ,

δ= −( )
( )

P q p E
g E

E q p E, ; ˜ 1

˜
( , ) ˜ , (41)mc

⎡⎣ ⎤⎦

where δ x( ) is theDirac delta function andwe have denoted the fixed value of the energywith Ẽ to distinguish it
from the energy function E q p( , ), which depends on the position q and themomentum p. The normalizing
factor g E( ˜) is themicro-canonical density of states,

∫ δ= −( )g E q p E q p E˜ d d ( , ) ˜ . (42)⎡⎣ ⎤⎦
The phase space distribution of equation (41) is that of an oscillator evolving freely in the absence of feedback
andwithout coupling to a heat bath. Since for the parameter ranges studied here the energy is essentially constant
overmany oscillation periods, the total phase space density P q p( , )qp can bewritten by averaging the
microcanonical distribution over the energy distribution,

∫ ∫ δ= = −( ) ( )
( )
( )

P q p EP E P q p E E
P E

g E
E q p E( , ) d ˜ ˜ , ; ˜ d ˜

˜

˜
( , ) ˜ . (43)qp E

E

mc
⎡⎣ ⎤⎦

This linear superposition ofmicro canonical distributions is valid as long as the energy changes slowly on the
time scale of one oscillation period. For the low friction constants and the small feedback strength studied here
this assumption ismet even under non-equilibrium conditions. Carrying out the integral yields

=P q p
P E q p

g E q p
( , )

[ ( , )]

[ ( , )]
. (44)qp

E

As a further approximation, we nowuse the density of states π Ω=g E( ) 2 0 for the harmonic oscillator, thereby
neglecting theDuffing termof the potential in this part of the calculation, and obtain

Ω
π

=P q p P E q p( , )
2

[ ( , )]. (45)qp E
0
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Inserting the energy distribution from equation (35) into this equationwefinallyfind the phase space
distribution function

Ω
π

β
ζΩ ϕ

ΓΩ
ηΩ

ΓΩ
= − + +P q p

Z
E q p

m
E q p( , )

2
exp 1

sin(2 )

2
( , )

4
( , ) . (46)qp

0 0
2

0

2
2

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

⎫
⎬
⎭

Note, however, that while we have neglected theDuffing term in the expression for the density of states, it is
included in the energy appearing in the argument of the exponential on the right-hand side of the above
equation.

From the phase space density P q p( , )qp one can obtain the distribution Pq(q) of the position by integration
over themomenta,

∫=
−∞

∞
P q p P q p( ) d ( , ). (47)q qp

In the absence of parametricmodulation (ζ = 0), onefinds by carrying out the integral

η
Ω
Γ

ξ
β Ω

η
η

Ω
Γ

ξ

β Ω
η

η
Ω
Γ

ξ

∝ + + − + +

× + +

P q
q q m q q

K
m q q

( ) 2
2 4

exp
8

2
2 4

8
2

2 4
, (48)

q
0

2 4
0 0

2 4
2

0 0
2 4

2

1
4

⎛
⎝⎜

⎞
⎠⎟

⎛

⎝
⎜⎜

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

⎞

⎠
⎟⎟

⎛

⎝
⎜⎜

⎡
⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥

⎞

⎠
⎟⎟

where K1 4 is a generalized Bessel function of the second kind. For simplicity, we have considered the case
Ω Ω=0 here. A similar expression can also be derived for themomentumdistribution.

2.4. Relative entropy change
As shown recently, a fluctuation theoremholds for the relative entropy change Δ for a system relaxing towards
equilibrium starting from the non-equilibrium steady state prepared by feedback cooling and parametric
driving [15]. In this process, the feedback and the driving are turned off during the relaxation such that the
system evolves freely and the dynamics ismicroscopically reversible. The relative entropy change Δ is defined
as the logarithmic ratio of the probability P u t[ ( )] to observe a certain trajectory u(t) and the probability
P u t[ * ( )]of the time reversed trajectory u t* ( ),

Δ = P u t

P u t
ln

[ ( )]

*( )
. (49)⎡⎣ ⎤⎦

Here, u(t) denotes an entire trajectory of length t including position andmomentumof the oscillator and u t* ( )
denotes the trajectory that consist of the same states visited in reverse orderwith invertedmomenta. Since during
the relaxation detailed balance is obeyed, a detailedfluctuation can be proven for the quantity Δ ,

  Δ Δ Δ− = −P P( ) ( ) exp( ), (50)t t

where ΔP ( )t is the probability density to observe the value Δ at time t as determined overmany repetitions of
the relaxation experiment. For the relaxation process considered in [15] the relative entropy change is given by

Δ β Δϕ= +Q , (51)h

where = − −Q E E[ ]h t 0 is the energy absorbed by the bath during the relaxation, and E0 andEt are the energy of
the oscillator at time 0 and t, respectively. The quantity ϕ q p( , ) is defined as the logarithmof the stationary phase
space distribution

ϕ = −q p P q p( , ) ln ( , ) (52)qp

and Δϕ is the difference ofϕ at the beginning and the end of the trajectory,

Δϕ ϕ ϕ= − . (53)t 0

Hence, the relative entropy change Δ depends on the state of the system at the beginning and the end of the
trajectory.

In general, the steady distribution P q p( , )qp necessary to compute Δϕ is unknown.However, from the
distribution derived for ourmodel, equation (46), wefind that for the relaxation from anon-equilibrium steady
state generated by nonlinear feedback and parametricmodulation, the relative entropy change is given by
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Δ β
ζΩ ϕ

ΓΩ
β

ηΩ
ΓΩ

= − − − −E E
m

E E
sin(2 )

2 4
, (54)t t

0
2

0
0

2
2

0
2⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦

Thus, our stochasticmodel allows us to express the relative entropy change during a relaxation trajectory in
terms of the energy at the beginning and the end of that trajectory. Note that since nowork is performed on the
system, the heatQh exchanged along a trajectory equals the energy lost by the system. Thus, in the absence of
nonlinear feedback cooling, the relative entropy change is proportional to the heat and the relaxation resembles

that of an oscillator initially coupled to a thermal bathwith effective temperature = − ζΩ ϕ
ΓΩ

T T (1 )eff
sin(2 )

2
0
2

. By
choosing parameters appropriately, one can therefore switch from a purely thermal situationwith the phase
space distribution of a harmonic oscillator (butwith changed temperature) to a truly non-equilibrium steady-
state with non-linear effects controlled by the feedback parameter η.

2.5.Quadratures
Parametrically driven nano-mechanical oscillators have been shown to support classical squeezed states in
which the amplitude of the vibration in one phase is reducedwith respect to the thermal equilibrium amplitude.
To probe our oscillator for squeezed states we analyze itsmotion in terms of the so-called quadratures. For the
oscillator driven by the parametricmodulation ζ Ω Ω=F m t qcos( )mdrive 0

2 , wewrite the time evolution of the
oscillator position as

Ω ϕ= +q t R t t t( ) ( )cos[ ( )], (55)

whereΩ is the frequency of the particle oscillating at half the frequency of the driving, Ω Ω= 2m . Here,R(t)
and ϕ t( ) are the amplitude and the phase of the particle, respectively, and the phase ismeasuredwith respect to
the driving signal. Using the addition theorem for the sine-function, equation (55) can bewritten as the sumof
two contributions, one in-phase with the driving signal and one out-of-phase,

ϕ Ω ϕ Ω
Ω Ω

= −
= −

q t R t t t R t t t

X t t Y t t

( ) ( )cos ( )cos( ) ( )sin ( )sin( )

( )cos( ) ( )sin( ), (56)

where the second line defines the in-phase component ϕ=X t R t t( ) ( )cos ( ) and the quadrature
ϕ=Y t R t t( ) ( )sin ( ). Together,X andY are referred to as the quadratures. The quadratures can be computed

from the time evolution of the position q(t) and themomentum p(t). Themomentumof the particle is given by:

Ω Ω ϕ
Ω Ω

= − +
= − −

p t m R t t t

X t t Y t t

( ) ( )sin[ ( )]
( )sin( ) ( )cos( ), (57)

wherewe neglected the time derivatives of the amplitude and phase, since for an oscillator at low friction both
the amplitude and the phase vary slowly in time. Combining this equationwith equation (56) yields

Ω
Ω

Ω

Ω
Ω

Ω

= −

= − −

X t q t t
p t

m
t

Y t q t t
p t

m
t

( ) ( )cos( )
( )

sin( ),

( ) ( )sin( )
( )

cos( ). (58)

corresponding to transformation to a coordinate system that rotates clockwise with frequencyΩwith respect to
the Ωq p m( , )-plane [26, 27]. In this coordinate system, a sinusoidal oscillation of frequencyΩ is represented by
a static point.

Note that the amplitude and phase can be expressed in terms of the quadratures

ϕ
= +
=

R X Y
Y X

,
arctan( ), (59)

2 2

and that

Ω Ω= +( )m R m
X Y

2 2
(60)

2 2 2
2 2

is the energy of a harmonic oscillator with frequencyΩ.

3. Simulations

In this sectionwe verify the analytical expressions for the distributions of energy and positions by comparing
themwith simulation results. The simulationswere performed for parameter values close to those of the
experiments, whichwewill present and discuss subsequently.
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3.1. Simulationmethods
In our simulations, we integrated the Langevin equation ofmotionwith theOVRVOalgorithmof Sivak et al
[28], which can be viewed as a stochastic generalization of the velocity Verlet algorithm for deterministic
dynamics [29]. This discrete time integration scheme uses a time step rescaling in the deterministic update step
for positions andmomenta to satisfy a number of desiderata proposed in the literature for stochastic integrators
[30]. In all simulationswe used a time step of Δ =t 0.01 in reduced units. This time step is about 1/628 of the
oscillation period. Test runs carried out with smaller time steps (Δ =t 0.001) yielded identical results up to
statistical errors. Inmost cases, the total simulation timewas =t 107 corresponding to about ×3 106

modulation cycles. For some parameters we carried out longer simulations of up to ×3 1010 steps
corresponding to a total simulation time of = ×t 3 108. All simulationswere carried out for =k T 1B ,m=1,
and k= 1.

To facilitate comparison of the results of theory/simulation and experiments, in the followingwe use the
thermal energy  = k TB , the inverse frequency  Ω= 1 0 and the particlemass  = m as our basic units of

energy, time andmass, respectively. Accordingly, distances aremeasured in units of  Ω= k T m(1 )0 B and

velocities in units of  = k T mB . Hence, the unit of length is given by the variance of the position of the

harmonic oscillator, Ω〈 〉 = =q k T m2
B 0

2 2 and the unit of energy is the average energy of the harmonic
oscillator 〈 〉 = =E k TB . The friction constant is given in units of Ω0 such that it equals the inverse of the
quality factor, Ω Γ Γ= =Q 10 . The feedback strength η and theDuffing coefficient ξ have the dimension of

1 area and aremeasured in units of 1 2. Themodulation depth ζ is dimensionless. In the following, we use
reduced units inwhich   = = = 1.

3.2.Oscillatorwith feedback cooling butwithout parametricmodulation
Wefirst consider the oscillator without parametricmodulation (ζ = 0.0) but subjected to feedback cooling.
Without driving, the phaseϕ is not a relevant parameter and the expression for the energy distribution simplifies
considerably,

β η
ΓΩ

∝ − +P E E
m

E( ) exp
4

, (61)E
0

2
⎧⎨⎩

⎛
⎝⎜

⎞
⎠⎟

⎫⎬⎭
wherewe have assumed that the particle oscillates with Ω Ω= 0. Thefirst term in the exponential is the same as
that of the uncooled oscillator, but the second termproportional toE2 is due to the feedback loop and strongly
penalizes high energy states thereby cooling the system. The cooling effect is stronger for weak frictionΓ and
small frequencies Ω0. Several energy distributions obtained from simulations together with the corresponding
predictions of equation (61) are shown in the left panel offigure 1. The simulationswere carried out for a friction
of Γ = 0.0001and aDuffing parameter of ξ = −0.022.Without feedback, η = 0, the energy distribution is
exponential, but for η > 0 theE2 term caused by the feedback suppresses high energies leading to a parabolic
shape of the distribution in the logarithmic representation. In all cases, the theoretical predictions agree verywell
with the simulation results. Positions distributions for the same set of parameters are shown in the right panel of
figure 1.While without feedback the position distribution is Gaussian, the feedback quenches large deviations
leading to a narrowing of the distributions. Also in the case of the position distributions the agreement between
theory and simulation is excellent.

Figure 1. Left: energy distributions for different feedback strengths ηwithout parametricmodulation (ζ = 0) for Γ = 0.0001, and
ξ = −0.022. The symbols are simulation results and the lines predictions according to equation (61).Right: position distributions for
the same parameters. The symbols are simulation results and the lines are theoretical predictions according to equation (48).
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3.3.Oscillatorwith parametricmodulation butwithout feedback cooling
Wenext turn to the oscillator with parametric driving butwithout feedback cooling. In this case, the energy
deposited in the systemby themodulation is removed only by the coupling to the gas as quantified by the friction
constantΓ. If the particle oscillation is locked to the drivingwith afixed phaseϕ, the resulting energy
distribution following from equation (35) is expected to be exponential

β
ζΩ ϕ

Γ
∝ − +P E E( ) exp 1

sin(2 )

2
, (62)E

0⎧⎨⎩
⎛
⎝⎜

⎞
⎠⎟

⎫⎬⎭
wherewe have assumed that themodulation frequency is Ω Ω= 2m 0. For a vanishingDuffing parameter
ξ = 0.0, i.e., for a perfectly harmonic trap, the phase is expected to be ϕ π= − 4 in the absence of thermal
fluctuations [31]. If this is the case, the decay constant of the exponential is β ζΩ Γ−(1 2 )0 . Hence, the decay
constant is positive only for ζ Γ Ω< 2 0. If themodulation depth ζ exceeds this limit, the friction cannot remove
the energy pumped into the oscillator by themodulation such that the oscillator energy keeps growing
preventing the system from settling in a steady state.We indeed find in our simulations that for ζ Γ Ω> 2 0 the
energy continuously increases. For weak driving, on the other hand, the energy distribution is expected to be
exponential with the decay constant predicted by equation (35). Several energy distributions for this case are
shown infigure 2.Note thatwe performed these calculations for a relatively large friction constant of Γ = 0.01,
because for lower friction it takes exceedingly long to sample all relevant energies. For weak driving, ξ = 0.001
(red symbols), the energy distribution is exponential as predicted by the theory. The negative slope of this
distribution in the logarithmic representation is, however, slightly too large. The reason for this discrepancy is
that the oscillation does not lock to the parametric driving as can bee seen in the distribution of the phaseϕ
shown in the right panel offigure 2. The theory developed above, on the other hand, assumes afixed phase of
ϕ π= − 4 (for ξ = 0). For ξ = 0.001, the phase distribution is essentially flat implying that there is no preferred
phase. As a consequence, essentially no heating occurs and the energy distribution is indistinguishable from the
equilibriumdistribution (black symbols). As the strength of the parametric driving is increased, a pronounced
phase relation between driving and oscillation develops and twodistinct peaks appear in the phase distribution
at equivalent positions, one at ϕ π= − 4 and one at ϕ π π= − +4 . Since the phase relation ismore
pronounced at high energies, in this regime the energy distributions shown in the left panel offigure 2 converge
to the formpredicted by theory. In thefigure, the theoretical distributions are indicated by lineswith logarithmic
slope of β ζΩ Γ− −(1 2 )0 . For low energies, the phase relation is lost and the energy distributions have the
logarithmic slope of the equilibriumdistribution. Thus, the energy injected into the systemby the parametric
driving results in a longer tail in the energy distributionwhere it has the right phase relationshipwith the
oscillation. In contrast at low energies, the formof the distribution is essentially unchangedwith respect to the
equilibriumdistribution.

3.4.Oscillatorwith feedback cooling and parametric driving
Next, we consider the oscillator with parametric driving and feedback cooling. To understand the energy
distributions for this case, wefirst take a closer look at the statistics of the phaseϕ. In the derivation of the
analytical energy distribution, equation (35), we have assumed afixed phaseϕ between themodulation and the
particle oscillation. In practice, however, the phaseϕ follows a statistical distributionwith a position andwidth
that depend on the parameters, particularly on theDuffing parameter ξ and the friction constantΓ. Several

Figure 2. Left: energy distributions for differentmodulation depths ζwithout feedback cooling (η = 0) for Γ = 0.01, ξ = 0,
=k T 1,B m=1, k=1, and Ω Ω= 2m 0. The symbols are simulation results and the lines predictions of the theory. The theoretical

predictions have been scaled by a factor such that they agree with the numerical results at high energies.Right: phase distributions for
differentmodulation depths ζ obtained from the same simulations.
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distributions of the phase obtained fromour simulations forΓ and ξ are shown infigure 3. These simulations
were carried out for amodulation depth of ζ = 0.03 and and a feedback strength of η = 0.022, because these
values can be realized in experiments. For all parameters considered here, the phase distributions are strongly
peaked at a particular phase. The peaks are narrow for small friction and small Duffing parameters and broaden
for increasing friction andnon-linearity. Note that theDuffing parameters considered here are negative because
the non-linearity is due to the shape of the focal intensity distribution, which is approximately Gaussian [32].
Without non-linearity, ξ = 0.0, the peak is located at ϕ π= − 4 for all values of the friction constant. As one
turns on the non-linearity bymaking theDuffing parametermore negative, the peaks become broader and shift
towardsmore negative values.

A closer analysis of how the phase depends on theDuffing parameter is shown infigure 4. The left panel of
thefigure shows the positions of themaximumof the phase distribution. i.e., themost likely phase ϕmax, as a
function of theDuffing parameter ξ for different friction constantsΓ. As can be inferred from thefigure, the
most likely phase ϕmax determined from the simulations (symbols) follows exactly the formpredicted by secular
perturbation theory [31] (solid lines).While this theory neglects thermalfluctuations and cannot predict the
entire phase distribution, it yields an accurate location of themaximum.

Figure 3.Distributions of the phaseϕ for friction constants Γ = 0.00001, 0.0001 and 0.01 and for different Duffing parameter ξ. The
simulations were carried out for η = 0.022, ζ = 0.03 and Ω Ω= 2m 0.

Figure 4. Left: most probable phase ϕmax as a function of theDuffing parameter ξ for the friction constants Γ = 0.00001 (black),
Γ = 0.0001 (red) and Γ = 0.001 (blue). The simulationswere carried out for η = 0.022, ζ = 0.03 and Ω Ω= 2m 0. The symbols are
simulation results and the lines are results of secular perturbation theory.Right: number of full turns the oscillation fell behind the
driving during the total simulation time of =t 107 as a function of theDuffing parameter ξ for the friction constants Γ = 0.00001
(black), Γ = 0.0001 (red) and Γ = 0.001 (blue).
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Due to the thermalfluctuations, which lead to a broadening of the phase distribution, the oscillatormight
entirely loose the lockwith the drivingmodulation and regain it only after falling behind by one entire turn of
π2 . For the lowest friction studied here this never happens during a simulation of total time =t 107, but for
higher frictions, and in particular for largeDuffing parameters, the oscillationmay fall behind the parametric
modulation several times. The number of times this occurs in the course of the simulations is shown in the right
panel offigure 4 for different friction constants as a function of ξ.

We now compare the energy distribution determined in our simulations for the oscillator with parametric
driving and feedback coolingwith the theoretical prediction of equation (35). To do that, we identify the phaseϕ
occurring in the theoretical expressionwith themost likely phase ϕmax determined in the simulations. Energy

distributions obtained for friction constants ranging from Γ = −10 5 to Γ = −10 3 are shown in the left panel of
figure 5. In all cases, the systemwas driven at Ω Ω= 2m 0 and theDuffing parameter, the feedback strength and
themodulation depthwere ξ = −0.022, η = 0.022, ζ = 0.03, respectively.While for high friction the
theoretical predictions deviate considerably from the energy distributions determined in the simulations,most
likely due to the lack of a stable phase relation, very good agreement is obtained for low friction, where phase
distributions are strongly peaked. This excellent correspondence is confirmed by the energy distributions shown
alongwith theoretical predictions in the right panel offigure 5 for different Duffing parameters at low friction.
Thus, the position and thewidth of the energy distribution in the non-equilibrium steady state generated by
driving and cooling at the same time can indeed be controlled independently by an appropriate choice of
parameters.

3.5.Quadratures
Finally, we take a look at the distribution of the quadraturesX andY for different driving frequencies. Scatter
plots of the quadratures obtained at different driving frequencies and for different values of the friction constant
are shown infigure 6. From left to right, the driving frequency Ωm is slightly below Ω2 0, equal to Ω2 0 and
slightly above Ω2 0. As in previous simulations, the parameters were ξ = −0.022, η = 0.022, and ζ = 0.03. At
Ω Ω= 2m and low friction the quadratures of the driven system areGaussianwith equal width along the two
quadrature axes. Thus, they resemble a thermal state, albeit, displaced from the origin. In contrast, for driving
frequencies off Ω2 0, the distributions are deformed, indicating the occurrence of classical squeezing.

4. Experiments

In this section, we discuss how to retrieve the energy and phase of a trapped nanoparticle fromdiscrete
measurements of the particle positions. From the retrieved energies and phases we reconstruct the energy and
phase distributions and compare them to the theory and simulation results presented in the previous sections.
This allows us to extract the experimental parameters, which are detailed in table 1.While themaxima of the
distributions are in good agreementwith our theory and simulations, thewidth of the experimental
distributions is significantly broader due to parameter fluctuations not taken into account in the theoretical
considerations.

Figure 5. Left: energy distributions for different friction constantsΓ, for ξ = −0.022, η = 0.022, ζ = 0.03 and Ω Ω= 2m 0. The
symbols are simulation results and the lines predictions of the theory.Right: energy distributions for differentDuffing parameters ξ
for Γ = 0.00001, η = 0.022, ζ = 0.03 and Ω Ω= 2m 0. The symbols are simulation results and the lines predictions of the theory.
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4.1. Experimental configuration
In our experiments we use a silica nanoparticle trapped at the focus of single beamoptical tweezers. The optical
tweezer is formed by a 1064 nm laser beam (∼35 mW) focused by a =NA 0.9 objective, which ismounted
inside a vacuumchamber. The particlemotion is recordedwith an additional colinear laser (780 nm) and three
balanced photodetectors. A home-built electronic circuit is used to generate the feedback signal (η), while a
frequency generator provides the parametricmodulation signal (ζ). The approximately Gaussian shape of the
optical potential is responsible for the trap anharmonicity (ξ) [32]. The detectors and the size of the nanoparticle
are calibrated frommeasurements of the power spectral density of the particlemotion at 5.1 mBar. At this
pressure theQ-factor is high enough to resolve the three spatialmodes, while broadening effects due to
nonlinearmode coupling are negligible [32]. For further details of the experimental configuration and
calibration procedure see [33, 34]. Subsequentmeasurements are carried out at × −1.2 10 mBar5 .

While our theoreticalmodel is one-dimensional, the particle in the experimentmoves in three dimensions
along threemain axes. The three axes are determined by the symmetry of the laser focus.However, for small
oscillation amplitudes, there is no direct coupling between the three spatialmodes. In addition, feedback cooling
reduces the amplitude such that also the nonlinear coupling becomes veryweak. Therefore, our one-
dimensionalmodel is a very good approximation for the particlemotion along one of the threemain axes.

4.2. Amplitude and phase estimation
The particle oscillation frequencies along the threemain axes are well separated and don’t overlap. Therefore, we
can apply themaximum likelihood estimation for a single tone signal, that is a signal containing only one
frequency component. Themaximum likelihood estimation of the oscillation amplitude and phase of a single
tone signal q(t) is given by [35]

Ω=R A ( ) , (63)qML

ϕ Ω Ω= −( )t Aarg exp i ( ) , (64)qML 0 0
⎡⎣ ⎤⎦

Figure 6. Scatter plot of the quadraturesX andY for the friction constants Γ = 0.00001 (black), 0.0001 (red) and 0.01 (blue) for
Ω Ω= 1.98m 0 (left), Ω Ω= 2m 0 (center) and Ω Ω= 2.02m 0 (right). The simulationswere carried out for η = 0.022, ξ = −0.022,
and ζ = 0.03.

Table 1.Overview of experimental parameters. The second column lists the parameter in
SI units with their respective experimental uncertainties, while the third column shows the
experimental parameters in dimensionless units. For the scaling to dimensionless units see
section 3.1. The last column lists the relative uncertainty of the experimental parameters.

Parameter Value (phys. units) Value (dimension less) Error (%)

a 82 ± 4 nm ×2.3 4

m ± × −5.2 0.7 10 18 kg ×1 13

η μ± −3.9 1.3 m 2 × ×− −4.9 10 3 2 34

ξ μ− ± −5.4 1.1 m 2 − × ×− −6.9 10 3 2 20

Γ π × ± × −2 8.1 0.2 10 3 Hz × ×− −6.25 10 8 1 3

Q ± ×1.54 0.03 107 ×1.54 107 3

Ω0 π × ±2 125.12 0.05 kHz × −1 1 0.04

ζ ± × −16.1 1.3 10 3 × −16.1 10 3 36
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where Ω π2 is the estimated frequency of the signal, t0 is the time origin and

∑ω ω Δ= −
=

−

A
N

q n t( )
1

exp( i ). (65)q

n

N

n
0

1

is the discrete Fourier transformof q evaluated atω. Here, =q q t( )n n is themeasurement sample of the time
trace at time Δ= +t t n tn 0 ,N is the number of samples entering the estimation and Δt is the sampling interval.
The estimation of the amplitude and the phase relies on precise estimation of the frequencyΩ.We estimateΩ by
maximizing (65)with respect toω, i.e. Ω ω=A A( ) max( ( )). Thewidth of the function ωA ( ), and thereby our
ability to localize themaximum, depends on the length of the time trace q(t). Therefore, we use a long time trace
measured over =T 0.1 smeas. and sampled at 625 kilosamples/second to estimateΩ. Subsequently, we use that
value ofΩ and equations (63) and (64) to estimate the instantaneous amplitude and phase from short parts of
that same time trace. The short parts of the time trace containN=160 samples, corresponding to an integration
over 32 particle oscillations. This constitutes a good compromise between sufficient data points for an accurate
estimation ofR andϕ, and fast time resolution to resolve the dynamics of the energy and phase fluctuations.
Note thatmaximizing (65) allows us to estimate the frequencywithmuch better accuracy than T1 meas..

The absolute phase of a harmonic oscillator is a time delaywith respect to some time reference.Without such
a time reference the absolute phase is arbitrary and has nomeaning.However, the relative phase between two
oscillators ismeaningful, because one oscillator serves as a time reference to determine the phase of the other
oscillator with respect to the first oscillator. Formally, this is expressed as

Δϕ ϕ
Ω
Ω

ϕ π= = − +
Ω
ΩA A karg ·

*
2 , (66)p m p

p

m
m

p

m

⎡

⎣
⎢⎢

⎡
⎣⎢

⎤
⎦⎥

⎤

⎦
⎥⎥

⎛
⎝⎜

⎡⎣ ⎤⎦
⎞
⎠⎟

whereAp andAm are the Fourier transforms of the two signals, respectively (cf (65)), and k is an integer which
takes into account that the phase is only determined up tomodulo π2 . Note that the exponent Ω Ωp m takes care
that (66) does not depend on t0. Without loss of generality, we set ϕ = 0m , i.e. we choose our time origin such
that it coincides with amaximumof the signal with frequency Ωm. For the special case of a parametrically driven
particle, which oscillates at half the frequency of the parametricmodulation (Ω Ω= 2m p), we get
Δϕ ϕ π= − kp . Therefore, the abovemethod allows to estimate the relative phase between the particle

oscillation and the parametricmodulation up to amultiple of π.

4.3. Parameter estimation
Wemeasure the distribution of the energy and phase formodulation at Ω π =2 247, 248, 249m , and 250 kHz.
Each distribution is obtained from100 time traces of 0.1 s duration. Figure 7 shows themaximumvalues of the
energy and phase distributions shown infigure 8 and afit to secular perturbation theory [31, 34].While
independent fits to the energy and phase, shown in blue and red, respectively, yield excellent agreementwith the
theoreticalmodel, we cannot fit a set of parameters that would agree with both the energy and the phase.Note
that the phase fit includes a constant phase offset ϕ = °500 to account for thefinite response time of the intensity
modulator and delays in the electronics. Averaging the results from the independent fits to energy and phase
yields ξ μ= − ± −5.4 1.1 m 2, η μ= ± −3.9 1.3 m 2 and ζ = ± × −16.1 5.7 10 3. The theoretical curve for the

Figure 7. Left: most likely energy.Right: most likely phase. The black and green circles are the experimental data points and simulation
results, respectively. The blue and red solid lines are the theoretical predictions for parameters obtained from independent fits to the
energy and phase, respectively, and the green solid line is the theoretical prediction for the averaged parameters.
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parameters obtained by the energy and phase is shown in green togetherwith numerical simulations using the
parameters summarized in table 1.

Themain uncertainty in the determination of the experimental parameters arises from the estimation of the
particlemass and the resulting uncertainty in the voltage calibration and fromparameter fluctuations, whichwe
discuss in the next section. As an independentmeasurement, we alsomeasure the energy distributionwithout
parametricmodulation (ζ = 0). Afit of the energy distribution to equation (61) yields η μ= ± −4.5 0.9 m 2, in
good agreement with the previously determined value.

4.4.Distributions
Figure 8 shows the experimental energy and phase distributionsfittedwith aGaussian. As predicted by our
theory and simulations, the distributions areGaussian and their widths depend onlyweakly on themodulation
frequency. Figure 9 shows thewidths of the distributions obtained from theGaussian fits infigure 8 and from
numerical simulations. For comparison, we also show the theoretical prediction according to equation (40). The
broadening of the distributions has two contributions, thermalmotion and parameter fluctuations.

Thermalmotion of the resonator, caused by residual airmolecules, enters directly as a randomwhite noise,
whichwe considered in our theoreticalmodel. In addition, it enters indirectly through amplitude-phase
conversion [36]. The latter contribution has not been considered in our theoreticalmodel but is naturally
present in the numerical simulations. Amplitude-phase conversion refers to the interdependence of energy and
phase (cf (39)). Therefore, fluctuations in the phase causefluctuations in the energy and vice versa. This leads to
a broadening of the distributions near the instability boundaries, where the deviation of the numerical
simulation fromourmodel is largest.Within this range, on the other hand, this interplaymanifests itself as
sidebands in the power spectral density of the particle position [34].

Figure 8. Left: experimental distributions of energyRight: experimental distributions of phase. The circles are experimental data
points and the solid lines areGaussian fits. Themaxima correspond to the data points shown in figure 7.

Figure 9. Left: widths of energy distributions.Right: widths of phase distributions. The black circles are experimental data points
obtained form theGaussian fits infigure 8. The green circles are simulation results and the green solid line is the theoretical prediction
equation (40).Note that the experimental values are significantly larger than the theoretical ones and are scaled by a factor of 0.1 tofit
them into the same plotting range.
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In addition to Brownianmotion, parameter fluctuations broaden the experimental distributions [37]. The
experimental parameters fluctuate due to laser intensity and polarization fluctuations and also due to the
nonlinear couplingwith the other two degrees of freedom,whichwere not considered in ourmodel [32, 34].
Noise in the feedback electronics andmodulator gives rise to further broadening. In general, broadening due to
fluctuating parameters dominates broadening due to Brownianmotion. As a consequence, themeasuredwidth
of the energy and phase distributions σ = ± × −78 3 10E

3 kBT and σ π= ± ×ϕ
−1.7 0.1 10 3 , respectively, are

approximately one order ofmagnitude larger than the theoretical values × −5.1 10 3 kBT and π× −0.15 10 3 ,
averaged over the range of detunings of the experimental data. To identify the noise sources responsible for the
deviation from theory one can deliberately introduce noise and systematically study its effect on the
measurement outcome.

5. Conclusion

Wehave developed a stochasticmodel for the dynamics of the energy of a nonlinear nanomechanical oscillator
subject to parametricmodulation and nonlinear damping. Under these conditions the oscillator attains a non-
equilibrium steady state. Ourmodel allows us to predict the energy distribution of the steady state. The steady
state distribution is intimately related tofluctuation theorems, which describe the statistical properties of the
system for transitions between different states [15]. Consequently, ourwork opens the door to test these
fluctuation theorems in different scenarios.

We confirmed the validity of themodel by extensive numerical simulations and found excellent agreement
with our theory. In addition, we performed experiments with a levitated nanoparticle.While themeasuredmean
energy and phase are in close agreement with the numerical simulations, their distributions are broadened due
to parameter fluctuations that are not accounted for in the theory and are subject to further investigation.
Besides quantifying additional noise sources experimentally, futurework includes the development of amore
generalizedmodel including a stochasticmodel for the phase and incorporating otherwhite and non-white
noise sources, resulting from fluctuating parameters [23].
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