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Abstract

A major improvement of the solar-to-electricity efficiency of conventional
concentrated solar power (CSP) plants requires an increase of the operating
temperature to enable the use of a more efficient thermodynamic cycle. In
addition, cost-effective thermal-energy storage systems are required to re-
duce the cost of dispatchable electricity generation by CSP plants. Finally,
this enables the replacement of fossil-fired power plants. These require-
ments can be achieved by using a slowly upward-moving, dense gas-particle
suspension as heat transfer medium (HTM) to absorb and store the solar
energy. The gas-particle suspension is heated up by moving through directly
irradiated riser tubes located in the solar receiver of a solar power tower.
This dense gas-particle suspension behaves thereby like an upward-moving
bubbling fluidized bed. By using a HTM based on heat-resistant particles
with a high heat capacity like silicon carbide (SiC) particles, the operating
temperature of the CSP plant can be increased to about 1000 ◦C. Addi-
tionally, the hot particles can directly be used as thermal-energy storage
media.

To advance the development of this new HTM for CSP plants, this thesis
investigates the detailed hydrodynamics and heat-transfer mechanisms in
dense gas-particle suspensions. Therefore, a two-phase Euler-Euler model
for dense gas-particle systems is built on the open-source code OpenFOAM.
The model is capable of predicting the complex hydrodynamic behavior
of bubble formation, coalescence, and breakup together with conduction,
convection, and radiation heat transfer.
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To accurately model the radiation heat transfer, an experimental-nu-
merical approach is developed to determine the volume-averaged radiation
properties: extinction coefficient, scattering albedo, and approximated scat-
tering phase function of SiC particle suspensions with different solid frac-
tions. A spectroscopic goniometry system is used to measure the angular in-
tensity distribution around irradiated SiC particle suspensions. In a second
step, this experimental intensity distribution is compared to the numerical
intensity distribution of a Monte Carlo ray-tracing model matching the ex-
perimental setup and representing the particle suspension by a participating
medium. The radiation properties of the participating medium are adjusted
in a fitting routine until the resulting numerical intensity distribution is in
good agreement with the experimental distribution. This procedure is done
for different suspension thicknesses with different solid fractions. In this
way, the resulting set of radiation properties can directly be applied to
solve the radiation transfer equation in gas-particle systems with changing
solid fractions using existing popular methods like the spherical harmonics,
discrete ordinate, or statistical Monte Carlo methods.

At each time step, the two-phase model calculates the effective radiation
properties as a function of the local solid fraction based on the determined
radiation properties of the SiC particle suspensions. Therefore, the model
captures radiation penetrating through gas bubbles neat the riser wall and
radiation being absorbed within a few millimeters by the dense gas-particle
suspension.

In addition to separate verification and validation studies of hydrody-
namics and heat transfer, comparisons with on-sun experimental results in-
dicate that the model accurately predicts coupled hydrodynamics and heat
transfer in dense gas-particle systems.

In a parameter study, the model is used to investigate the influence of the
riser-wall temperature and riser diameter on the heat-transfer coefficient,
solid temperature, solid mass flow rate, and solid fraction. Increasing the
riser-wall temperature leads for a constant mass flow rate to a decrease of
the heat-transfer coefficient as the logarithmic mean temperature difference
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over the irradiated riser section strongly increases. An increase of the riser
diameter from 36mm to 72mm leads for a constant gas inlet velocity and
riser-wall temperature to a solid temperature reduction of about 30%.

A detailed investigation of the involved heat-transfer mechanisms shows
that the majority of the heat transfer takes place within a distance of a few
particle diameters from the heated riser wall. In this region, the particles
are heated by solid conduction and heat is then transferred by solid con-
vection to the colder flow in the center of the riser. Even at a riser-wall
temperature of 1281K, radiation heat transfer is found to be a minor con-
tribution to the overall heat transfer in the solid phase. This results from
a reduced temperature difference between the wall and the adjacent solid
phase together with a high extinction coefficient that prevents radiation
heat transfer between solid regions farther apart. It is shown that with a
moderate riser wall temperature of 581K and a particle diameter of 64 µm,
solid conduction accounts for about 97% of the wall-to-suspension heat flux.
Increasing the wall temperature to 981K together with a particle diameter
of 400 µm leads to an increase of the radiation heat-flux contribution up to
about 10% of the total wall-to-suspension heat flux.

A comparison of sequential snapshots of the solid-fraction, solid-temper-
ature, and solid-velocity field show the complex interplay between the wall
heat flux and the examined solid and gas-phase property fields. The path
of the rising bubbles has thereby an essential influence on the local wall
heat flux by inducing a replacement of heated solid regions at the wall with
colder ones from the center of the riser.





Zusammenfassung

Um eine deutliche Effizienzsteigerung der Stromproduktion von Sonnen-
wärmekraftwerke zu erreichen, muss die Betriebstemperatur erhöht werden.
Diese Temperaturerhöhung ermöglicht die Verwendung eines effizienteren
thermodynamischen Kreisprozesses zur Umwandlung von Wärme in Arbeit
und letztendlich in Elektrizität. Zusätzlich werden kosteneffiziente Syste-
me zur Wärmespeicherung benötigt, damit die Kosten der kontinuierlichen
Stromerzeugung durch Sonnenwärmekraftwerke reduziert werden können.
Die dadurch gewonnene Kostenreduktion ermöglicht die mit fossilen Ener-
gieträgern betriebenen Elektrizitätswerke durch Sonnenwärmekraftwerke zu
ersetzen. Die dafür notwendigen Anforderungen können mittels Verwendung
eines neuartigen Wärmeübertragungsmediums erreicht werden, das aus ei-
ner dichten Suspension von Gas und Partikeln besteht, welche die Son-
nenenergie absorbieren und speichern. Die Gas-Partikel-Suspension verhält
sich wie eine aufwärts bewegende, blasenbildende Wirbelschicht, die beim
Durchströmen von direkt bestrahlten Steigrohren aufgeheizt wird. Die Steig-
rohre befinden sich im zentralen Absorber zuoberst auf einem Solarturm.
Durch die Verwendung eines Wärmeübertragungsmediums, basierend auf
hitzebeständigen Partikeln, wie Siliziumkarbid-Partikeln, kann die Betriebs-
temperatur bis auf etwa 1000 ◦C erhöht werden. Zusätzlich können die heis-
sen Partikel dank der hohen Wärmekapazität von Siliziumkarbid direkt als
Wärmespeichermedium verwendet werden.

Um die Entwicklung dieses neuartigen Wärmeübertragungsmediums für
Sonnenwärmekraftwerke voranzutreiben untersucht diese Doktorarbeit die
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detaillierten Mechanismen der Hydrodynamik und der Wärmeübertragung
in dichten Gas-Partikel-Suspensionen. Dafür wurde mit Hilfe des Software-
paketes OpenFOAM ein Zweiphasen-Euler-Euler-Modell für dichte Gas-
Partikel-Systeme erstellt. Das Modell ist in der Lage, die komplexen hy-
drodynamischen Verhaltensweisen von Blasenbildung, Blasenkoaleszenz und
Blasenzerfall zusammen mit dem Wärmetransport durch Konduktion, Kon-
vektion und Strahlung zu berechnen.

Die genaue Modellierung des Wärmetransportes durch Strahlung er-
fordert die Bestimmung der volumengemittelten Strahlungseigenschaften
‘Extinktionskoeffizient’, ‘Albedo’ und approximierte ‘Streufunktion’. Diese
Strahlungseigenschaften werden durch eine experimentell-numerische Me-
thode als Funktion des Feststoffanteils der Siliziumkarbid-Partikel bestimmt.
In einem ersten Schritt wird ein goniometrischer Messaufbau verwendet, mit
dem die winkelabhängige Strahlungsintensität von bestrahlten Siliziumkar-
bid-Partikel-Suspensionen gemessen wird. In einem zweiten Schritt wird die
gemessene mit der numerischen Intensitätsverteilung eines Monte Carlo Mo-
dells zur Strahlenverfolgung verglichen. Das Monte Carlo Modell stimmt mit
dem Messaufbau überein. Die Partikel-Suspension wird durch ein sogenann-
tes teilnehmendes Medium repräsentiert. Die Strahlungseigenschaften des
teilnehmenden Mediums werden angepasst, bis die numerische mit der ex-
perimentellen Intensitätsverteilung in adäquater Übereinstimmung ist. Die-
se Vorgehensweise wird für verschiedene Schichtdicken und Feststoffanteile
der Suspension durchgeführt. Die daraus resultierenden Strahlungseigen-
schaften können direkt für die Lösung der Strahlungstransportgleichung in
Gas-Partikel-Systemen genutzt werden.

Das entwickelte Zweiphasenmodell berechnet für jeden Zeitschritt, in
Abhängigkeit vom lokalen Feststoffanteil, die effektiven Strahlungseigen-
schaften, basierend auf den zuvor bestimmten Strahlungseigenschaften der
Siliziumkarbid-Partikel-Suspensionen. Somit erfasst das Modell entweder
den Strahlungsdurchgang durch die Gasblasen, die sich an der Wand des
Steigrohres befinden oder es erfasst die Strahlungsabsorption durch die dich-
te Gas-Partikel-Suspension.
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Zusätzlich zu Verifizierungs- und Validierungsstudien zeigen Vergleiche
mit experimentellen Resultaten, dass das Modell die Hydrodynamik und den
Wärmetransport in dichten Gas-Partikel-Systemen genau berechnen kann.
In einer Parameterstudie wird dieses Modell verwendet, um den Einfluss der
Wandtemperatur und den Durchmesser des Steigrohres auf denWärmeüber-
gangskoeffizienten, die Temperatur der Festphase, den Massendurchfluss der
Festphase und den Feststoffanteil zu untersuchen. Dabei führt die Erhöhung
der Wandtemperatur bei konstantem Massendurchfluss zu einem Rückgang
des Wärmeübergangskoeffizienten, da die mittlere Temperaturdifferenz über
den erhitzten Abschnitt des Steigrohres sich stark erhöht. Die Vergrösserung
des Steigrohrdurchmessers von 36mm auf 72mm führt bei einer gleichblei-
benden Wandtemperatur und konstanten Strömungsgeschwindigkeiten zu
einer Temperaturreduktion der Festphase um etwa 30%.

Eine detaillierte Untersuchung der involvierten Wärmetransportmecha-
nismen zeigt, dass der wesentliche Wärmetransport in einem Bereich von ein
paar Partikeldurchmessern von der heissen Steigrohrwand stattfindet. Dort
werden die Partikel hauptsächlich durch Konduktion aufgeheizt. Die Wärme
wird durch Konvektion der Festphase zur kühleren Strömung in der Mit-
te des Steigrohres transportiert. Der Wärmetransport durch Strahlung ist,
auch bei einer Wandtemperatur von 1281K, von geringer Bedeutung. Die
reduzierte Temperaturdifferenz zwischen der Steigrohrwand und der angren-
zenden Festphase, in Kombination mit einem hohen Extinktionskoeffizien-
ten, verhindert einen Strahlungsaustausch zwischen entfernteren Regionen.
Bei moderatenWandtemperaturen von 581K und Partikeldurchmessern von
64 µm macht die Wärmeleitung durch die Festphase rund 97% des totalen
Wärmestroms der Steigrohrwand zur Suspension aus. Eine Erhöhung der
Wandtemperatur auf 981K in Kombination mit Partikeldurchmessern von
400 µm, führt zu einer Erhöhung des Wärmestroms durch Strahlung bis zu
10% des totalen Wärmestroms.

Ein Vergleich zwischen aufeinander folgenden Momentaufnahmen der
Verteilung des Feststoffanteils, der Feststofftemperatur und der Feststoffge-
schwindigkeit im Steigrohr legt die komplexen Wechselwirkungen zwischen
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den untersuchten Feststoffeigenschaften und dem Wandwärmestrom offen.
Der Weg der aufsteigenden Gasblasen hat einen wesentlichen Einfluss auf
den lokalen Wandwärmestrom. Die aufsteigenden Gasblasen erzeugen einen
Austausch von heissen Feststoffregionen in Wandnähe mit kühleren Fest-
stoffregionen aus der Mitte des Steigrohres.
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Chapter 1

Introduction

1.1 Motivation for high-temperature CSP

To overcome the negative environmental impact of electricity generation
by conventional fossil-fired power plants, their electricity generation capac-
ity must be replaced with renewable and carbon-neutral technologies. A
promising renewable and carbon-neutral energy technology is concentrated
solar power (CSP). To become cost competitive, the solar-to-electricity effi-
ciency of CSP plants must increase. A major improvement of this efficiency
requires an increase of the working-fluid temperature to use more efficient
thermodynamic cycles. A thermodynamic cycle is used to convert heat into
mechanical work. CSP plants are typically based on subcritical Rankine
cycles with a working-fluid temperature below 500 ◦C and a thermal-to-
electricity efficiency in the range of 30–40% [1]. An increase of the working
fluid temperature above 600 ◦C enables the use of supercritical or even ultra-
supercritical Rankine cycles. As a consequence, the thermal-to-electricity ef-
ficiency increases about 10% compared to a subcritical Rankine cycle [2, 3].
Furthermore, to allow cost-effective and round-the-clock dispatchable elec-
tricity generation using CSP, such plants must incorporate thermal-energy
storage systems. Several types of storage systems have been developed, but
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2 1.1. Motivation for dense gas-particle suspensions as HTM

their widespread adoption is at present limited by high costs [2].
For large-scale high-temperature CSP plants, solar power towers are par-

ticularly suitable due to their maturity, high solar concentration ratio, and a
favorable design for thermal-energy storage [4].A solar power tower contains
a receiver unit into which sun-tracking heliostats reflect the incident sun-
light. Inside the receiver unit, the solar energy heats either a working fluid
(e.g., steam) or a heat transfer medium (HTM). The working fluid can be
used directly in a thermodynamic cycle whereas the HTM acts as intermedi-
ate storage of thermal energy in an indirect cycle. After passing the receiver
unit, the HTM can be either stored for later use or routed through a heat
exchanger. In the later case, the thermal energy of the HTM is transferred
to a working fluid that is subsequently used in a thermodynamic cycle to
generate electricity [5, 6]. Existing CSP plants based on solar power tow-
ers typically use either molten nitrate salt as HTM in an indirect cycle or
water/steam as a working fluid in a direct cycle [7]. Figure 1.1 shows a pho-
tograph of a commercial solar power tower CSP plant using molten nitrate
salt as HTM constructed in Spain by Torresol Energy. The power plant has
2650 heliostats, each with a mirror surface area of 120m2, surrounding the
140m high central tower. The power plant has an electrical power output
of 20× 106 W at peak periods [8, 9].

1.2 Motivation for dense gas-particle suspen-
sions as HTM

At temperatures above 600 ◦C, nitrate salts become unstable and decompose
[10] and direct steam production is impractical for thermal-energy storage
due to very high pressures at critical conditions and low volumetric heat
capacities [11]. Therefore, highly-efficient CSP plants require alternative
HTM that are better suited to operation at high temperatures. This has
motivated the investigation of liquid metals as high-temperature HTM [12].
However, the use of liquid metals entails substantial safety risks due to their
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Figure 1.1: Aerial view of Gemasolar, a 20MWel solar power tower CSP plant
using molten nitrate salt as HTM. The plant was constructed and is operated by
Torresol Energy [9].

reactivity with oxygen and, similar to molten nitrate salts, the problem of
solidification at low temperatures [1]. The development of a HTM for CSP
at high temperatures is therefore still an open problem.

The above-mentioned problems can be avoided by using particles to
absorb and store the solar energy. The potential of dilute gas-particle sus-
pensions with submicron particles as working fluid for solar applications
without intermediate storage was studied independently by [13, 14] and
[15] in the late 1970s. The use of particles as an intermediate HTM was
first mentioned in the early 1980s, where in an experimental study particles
were fluidized in a directly irradiated tube. The radiation was absorbed
by the tube and the particles inside were heated up by the hot tube wall
[16]. At the same time, a different study investigated the application of a
freely falling, directly irradiated curtain of particles to store the solar en-
ergy [17, 18]. Due to their stability at temperatures up to 1000 ◦C, particles
made of alumina, silica, silicon carbide (SiC), or zircon, are especially at-
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tractive for high-temperature CSP plants [19]. Because typical specific heat
capacities of these materials are comparable to molten nitrate salts, parti-
cles are suitable as thermal-energy storage media [20, 12]. Particles made
of SiC are of particular interest because they are inexpensive and widely
available [6]. The price of SiC particles depends significantly on the sup-
plier, the purchase quantity, and the material grade. In large quantities,
Wuxi Wanli Hongji Ltd. offers SiC particles in the price range 0.4–0.8 $/kg.
This is slightly lower than commercial available molten nitrate salts with a
price range of 0.5–1.2 $/kg [21].

A recent experimental on-sun study demonstrated a new CSP concept
based on dense gas-particle suspensions of air and SiC particles to store
and transport thermal energy [6]. Figure 1.2 shows a schematic of the con-
cept using a slowly upward-moving, dense gas-particle suspension as HTM.
This dense gas-particle suspension behaves like an upward-moving bubbling
fluidized bed. Directly irradiated riser tubes heat up the particles by com-
bined conduction, convection, and radiation. After passing through the
riser tubes, the hot particles are transferred to a high-temperature stor-
age tank that in turn feeds a heat exchanger in which the thermal energy
is transmitted to a working fluid. The cooled particles are transferred to
a low-temperature storage tank that supplies the solar receiver and closes
the continuous particle circulation. The SiC particles had a mean diam-
eter in the range 50–150 µm, a density of 3210 kg/m3, and a fluidization
velocity of a few cm/s when using air as the fluidization medium. They are
classified as Geldart Group A–B particles that can therefore be fluidized
easily [22]. The solid volume fraction in the riser tubes is approximately
0.3–0.4, indicating that the fluidization medium has only a minor impact on
the overall heat transport. With thermal-energy storage, the CSP plant can
produce electricity at night and on overcast weather. The thermal efficiency
of the riser-tubes solar receiver of such a CSP plant operating with a dense
gas-particle suspension was predicted to reach about 80% [23]. Compared
to a CSP plant operating with molten nitrate salt, the parasitic power con-
sumption of a CSP plant using a dense gas-particle suspension is lower. The
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molten-salt circuit of the power plant shown in Figure 1.1 has a parasitic
power consumption of about 0.8% of the thermal input power [24]. This is
in a relative perspective approximately four times more than the estimated
parasitic power consumption for the particle transportation of a 10MWth

solar power tower operated with a dense gas-particle suspension as HTM
[23]. An economic analysis of large-scale CSP plants using this technology
estimated an electricity cost reduction of over 10% compared to conven-
tional molten-salt CSP plants [25]. The proposed system can be adapted to
different working fluids like water/steam to power a steam turbine, air in
combination with a gas turbine, or both in a combined cycle.

heliostat field

receiver tower

riser-tubes 
solar receiver

cold particles

hot particles

thermodynamic cycle

storage
of hot particles

storage
of cold particles

HX T G

P C

Figure 1.2: Schematic of a CSP plant using a dense gas-particle suspension as
HTM with a storage of hot and cold particles and a generic thermodynamic cycle
(HX: heat exchanger, T: turbine, C: condenser, P: pump, G: generator).

The above-mentioned experimental study of the new CSP concept [6]
focused on the measurement of the wall-to-bed heat-transfer coefficient be-
cause it has a substantial influence on the overall plant efficiency. Due to
the difficulties in measuring particle-temperature distributions and time-
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dependent solid flow rates without interfering with the gas-particle flow
field, only general trends of the wall-to-bed heat-transfer coefficient were
determined. To assess this new CSP concept in more detail, a better un-
derstanding of its hydrodynamics and heat-transfer behavior is required.
Accurate simulations can provide this improved understanding.

1.3 Detailed model of hydrodynamics and heat
transfer

Numerous publications deal with the modeling and prediction of the wall-
to-bed heat-transfer in dense gas-particle systems like bubbling fluidized
beds. Various mechanistic and empirical correlations for the wall-to-bed
heat-transfer coefficient are available and reviewed by [26, 27, 28]. These
models are generally restricted to a narrow range of fluidization velocities,
particle sizes, and solid or gas temperatures. Their suitability for predicting
the performance of this new CSP concept for a range of operating conditions
and for optimization and scale-up studies is unknown. A more general
and accurate model must be capable of resolving the dynamics of bubble
formation, coalescence, and breakup together with conduction, convection,
and radiation heat transfer in dense gas-particle systems. Such a model
enables insights that cannot be gained experimentally and it can therefore
contribute to evaluate the applicability of this new high-temperature HTM
for CSP plants.

There are two basic classes of simulations for dense gas-particle sus-
pensions: the Euler-Lagrange and the Euler-Euler approach. These two
approaches differ only in their representation of the solid phase because
both treat the fluid phase as continuum. The Euler-Lagrange approach
treats all particles as discrete elements and uses the second law of Newton
to track their motion and interaction. There are two subclasses of the Euler-
Lagrange approach for dense gas-particle systems: the unresolved and the
resolved discrete-particle approach. In the unresolved approach, the compu-
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tational grid spacing of the fluid phase is bigger than the particle diameter
and several particles can simultaneously be located within one computa-
tional grid cell. In the resolved approach, the grid spacing of the fluid phase
is smaller than the particle diameter and the fluid flow around each particle
is resolved [29, 30]. The Euler-Euler approach, on the other hand, uses a
continuous solid phase in which the motion and collision of individual parti-
cles has been averaged out. Therefore, the gas and particle phase form two
interpenetrating continua. Although the tracking of individual particles is
in principle more accurate, it suffers from very high computational costs
and is impractical for more than about 106 particles [31]. One riser tube
in the new CSP concept contains roughly 1010 particles at any instant. As
a result, the model in this thesis is based on the Euler-Euler approach to
reduce the computational cost.

Several previous numerical studies applied the Euler-Euler approach to
investigate heat transfer in bubbling fluidized beds. The flow of a gas adja-
cent to a heated wall was used to investigate the influence of bubbles on the
local and instantaneous [32, 33, 34], time-averaged [35], and periodic [36]
wall-to-bed heat-transfer coefficients. Other numerical studies determined
the heat transfer from one [37] or more [38, 39] immersed tubes to a bub-
bling fluidized bed. A comparison with experimental results showed that the
measured heat-transfer coefficient was overpredicted. Possible reasons for
this discrepancy are the method used to calculate the effective conductivity
of the solid phase and experimental difficulties. An accurate prediction of
the heat transfer in gas-particle systems requires an effective conductivity
that accounts for solid-fraction variations [33]. There are several different
studies using the Euler-Euler approach to investigate heat transfer in in-
dustrial applications like a heavy-oil riser [40], a fluidized-bed reactor for
polymerization [41], or a fluidized-bed reactor for fast pyrolysis of biomass
[42, 43]. The above-mentioned publications do not consider radiation heat
transfer. This is justified with a wall and suspension temperature below
approximately 400 ◦C where radiation heat transfer is negligible [44, 45]. In
high-temperature gas-particle systems, with operating temperatures above
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600 ◦C, the radiation contribution to the total wall-to-bed heat transfer can
exceed 20% [46]. Therefore, in this new high-temperature CSP concept,
radiation must be expected to have an important influence. There are only
few Euler-Euler studies that include radiation heat transfer and they are
typically for gas-particle suspensions with very low solid fractions [47, 48].

In this thesis, a detailed two-phase Euler-Euler model for dense gas-
particle systems was developed, to investigate the heat transfer in slowly
rising bubbling fluidized beds used as HTM for CSP plants. The model was
built on the open-source code OpenFOAM 2.3.x [49] and includes conduc-
tion, convection, and radiation heat transfer.

An effective specification of radiation heat transfer in gas-particle sys-
tems requires accurate radiation properties of particle suspensions with dif-
ferent solid fractions. Based on empirical data, various studies have de-
veloped predictive correlations for radiation properties of mono- and poly-
disperse particle suspensions [50, 51]. A different approach uses uniform
participating media to describe the radiation behavior of complex gas-solid
systems. For that purpose, correlations built on the independent scatter-
ing theory [52, 53] or Monte Carlo ray-tracing methods were implemented
[54, 55]. In this thesis, a combined experimental-numerical approach was
used to find the volume-averaged radiation properties: extinction coefficient,
scattering albedo, and approximated scattering phase function of particle
suspensions with different solid fractions. The experimental results were
measured with a spectroscopic goniometry system that was previously used
to find radiation properties of packed beds [55] and reticulated porous struc-
tures [56]. Samples of SiC particle suspensions with different solid fractions
and sample thicknesses were examined and the intensity distribution around
each sample was measured. The experimental results were used in a numeri-
cal fitting procedure to find the volume-averaged radiation properties of SiC
particle suspensions as a function of the solid fraction. The fitting proce-
dure used a Monte Carlo ray-tracing model that matches the experimental
setup and represents the particle suspension with an idealized continuous
participating medium. Two types of SiC particles with a different optical
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appearance were analyzed and compared. The resulting radiation prop-
erties can improve the modeling of radiation heat transfer in gas-particle
systems with changing solid fractions. Existing popular methods, like the
spherical harmonics, discrete ordinate, or statistical Monte Carlo methods,
can directly incorporate the determined radiation properties to solve the
radiation transfer equation.

The detailed two-phase model calculates, based on the determined volume-
averaged radiation properties of the SiC particle suspensions, the effective
radiation properties at each time step depending on the solid volume fraction
in each computational cell. Therefore, the model captures the penetration
of radiation into the suspension through bubbles at the wall and the absorp-
tion or scattering of radiation close to the hot wall due to the high extinction
coefficient of the dense suspension. By including radiation heat transfer, the
present model can be applied to heat transfer in gas-particle systems with
a wider range of wall and suspension temperatures than existing models.
Furthermore, the present model can provide quantitative data on the rele-
vant hydrodynamic and heat-transfer mechanisms at a level of detail that
is beyond existing experimental techniques. Therefore, the model is well
suited for the optimization and scale-up of this new high-temperature CSP
concept.

1.4 Thesis goals and outline

This thesis is performed in the framework of the project ‘CSP2 — Con-
centrated Solar Power in Particles’, funded by the European Commission.
The project involves collaborations with different partners with the objec-
tives to develop and promote the technology for using a dense gas-particle
suspension as new HTM for CSP plants. This includes the development
of a detailed model of the hydrodynamics and heat transfer together with
a simplified model describing basic heat and mass balances. Based on the
review of prior work and to meet the project’s objectives, the goals of this
thesis are to:
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• Determine the volume-averaged radiation properties: extinction coef-
ficient, scattering albedo, and approximated scattering phase function
of SiC particle suspensions with different solid fractions.

• Develop a two-phase Euler-Euler model that is capable of capturing
detailed hydrodynamic and heat-transfer mechanisms in dense gas-
particle suspensions.

• Study the heat transfer in dense gas-particle systems to extract data
for developing of heat-transfer correlations for CSP plants operating
with a dense gas-particle suspension as HTM.

• Investigate the relative importance of convection, conduction, and ra-
diation heat transfer from the wall to the suspension and within the
fluidized solid phase.

• Examine the influence of local hydrodynamic mechanisms on the heat
transfer.

• Provide input for a simplified model to further evaluate and scale up
this technology.

This thesis is divided into two parts: Part I presents a combined exper-
imental-numerical method to determine volume-averaged radiation proper-
ties of particle suspensions (Chapters 2–4) and Part II focuses on the de-
tailed model of the hydrodynamics and heat transfer in dense gas-particle
systems (Chapters 5–7).

In Part I, Chapter 2 gives an introduction into the theory of radiation
heat transfer in participating media and discusses the background of radia-
tion properties of particle clouds with focus on independent and dependent
scattering. In Chapter 3, the developed experimental-numerical method to
determine radiation properties of particle suspensions is explained. This
includes a characterization of the used SiC particles, a description of the
experimental setup, and an explanation of the Monte Carlo ray-tracing
model. Chapter 4 presents the results of the applied experimental-numerical
approach including a validation study to evaluate the accuracy of the ap-
proach and the complete set of volume-averaged radiation properties of SiC
particle suspensions required by the detailed two-phase model of Part II.
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In Part II, Chapter 5 describes the conservation equations, closure re-
lations, and solution procedure of the two-phase model. Chapter 6 shows
the verification and validation studies of the developed model where the hy-
drodynamics and heat transfer are examined separately. In Chapter 7, the
numerical results of a modeled CSP plant are compared to measurements
and the model is used for a parameter study as well as detailed investiga-
tions of the heat-transfer mechanisms. Finally, Chapter 8 gives an overall
summery of this thesis and an outlook.





Part I

Determination of radiation
properties

13





Chapter 2

Theory and background

2.1 Fundamentals of radiation transfer

When radiation travels through a medium, like gas, liquid, or solid, it can
be transmitted, reflected, or absorbed. For radiation passing through a
particle cloud, the direction of a photon, or an electromagnetic wave, can
additionally change when interacting with particles. These interactions can
be diffraction, refraction, or reflection. As a group they describe the scat-
tering of radiation [57]. Diffraction is the contact-free redirection of an
electromagnetic wave interacting with an obstacle that has a similar size
than its wavelength. Refraction occurs when a photon penetrates a particle
and the entry and exit direction differ. This is the case for semi-transparent
particles with a different index of refraction than the surrounding medium
[58]. Reflection describes the trajectory change of a photon that hits a par-
ticle surface and is thereby redirected. The travel direction of a photon
after a scattering event is characterized by the scattering phase function Φ

that gives the probability that a photon incident from one direction will be
directed into a specific other direction. The absorption and scattering of
radiation traveling through a particle cloud leads to an exponential decay
of the incident radiation. In the most basic case, this is described by the

15
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transmittance T of a medium layer with thickness s given by

T = e−(κ+σs)s = e−βs (2.1)

where κ is the absorption coefficient, σs is the scattering coefficient, and
β = κ + σs is the extinction coefficient of this medium. The scattering
ability of a particle cloud is defined as the ratio of the scattering coefficient
and the extinction coefficient known as the scattering albedo ω defined by

ω =
σs

κ+ σs
=
σs
β

(2.2)

where ω = 1 indicates a purely scattering behavior without absorption
and ω = 0 indicates no scattering while absorption can be present. If the
considered particle cloud is at a temperature > 0K, the particles will also
emit thermal radiation independent of the incident radiation. An emitting,
absorbing, and scattering medium is known as a participating medium [59,
57].

2.2 Radiation transfer equation in participat-
ing media

A general expression of the radiation heat transfer in participating media
requires the definition of the spectral radiative intensity Iλ describing the
radiative energy flow per time, per solid angle, per unit area normal to
the propagation direction, and per wavelength. The intensity distribution
within a participating medium is determined with the radiation transfer
equation (RTE) describing the conservation of the spectral radiation inten-
sity in direction s along the path s given by

dIλ
ds

= κλIb,λ − κλIλ − σs,λIλ +
σs,λ
4π

∫ 4π

0

Iλ (si) Φλ (si, s) dΩi (2.3)

where Ib,λ is the spectral radiative intensity of a black body and Ω is the
solid angle. The first term on the right-hand side of Eq. (2.3) accounts for
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increasing the intensity by emission, the second and third terms accounts
for decreasing the intensity due to absorption and scattering away from
direction s, and the fourth term accounts for an intensity increase due to
in-scattering from direction si into direction s [57]. In the following, the
subscript λ, indicating spectral dependency, will be omitted for brevity.

The investigation of radiation transfer in participating media includes
two different tasks to consider:

• Determine the volumetric radiation properties of the participating me-
dia under consideration.

• Solve the integro-differential RTE given in Eq. (2.3).
There are two main approaches to solve the RTE in participating media.
The first one is based on the classical continuum mechanics approach where
the medium is treated as a continuous phase. Examples for this approach
are the Rossland approximation, spherical harmonics, or discrete ordinates
method. The second approach uses a discrete formulation of the RTE and
applies ray tracing, like the Monte Carlo method, to find a solution of
Eq. (2.3). Although these two methods are fundamentally different, both
solution procedures require volumetric radiation properties [51, 57].

Several different approaches exist to find volumetric radiation properties
of dispersed media like fluidized or packed beds. Two of the most common
methods are listed here:

• Theoretical prediction based on the Maxwell equations describing the
electromagnetic wave theory [60, 61]. Due to high computational
costs, this method is in general only used for simple situations like
an isolated sphere with a perfectly smooth surface. For this situation,
Mie theory gives the exact solution [62]. Nevertheless, there are more
advanced numerical methods that can be applied to solve the elec-
tromagnetic wave theory for non-spherical particles or even particle
compounds [63].

• Monte Carlo ray tracing can be used to find radiation properties of
structures where the interface of a dispersed medium is accurately
known and can be described mathematically. Furthermore, the char-
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acteristic length scale of the considered structure must be much larger
then the radiation wavelength [64]. In combination with computed
tomography scans, this method can be applied to find radiation prop-
erties of arbitrary and highly complex geometries [65, 66].

To use these radiation properties in a participating medium, a volume- or
spatial-averaging procedure is required. For ray tracing based methods it is
essential that the considered domain is bigger or equal to a representative
elementary volume to avoid local effects influencing the volume-averaged
properties of the complete structure [67, 65]. The theoretical predicted
radiation effects are additive in the case of independent scattering and the
radiation properties can be superimposed. An example is the application
of radiation properties of a single sphere to find the volumetric radiation
properties of a particle cloud consisting of a large number of identical spheres
[57]. This procedure is not directly applicable for the condition of dependent
scattering and can lead to large errors as explained in more detail in Section
2.3.2.

Even though the presented methods can be used for many applications,
there are situations where they fail. For simple systems where a theoret-
ical approach based on the electromagnetic wave theory is applicable, the
complex index of refraction is required. This can be problematic for uncom-
mon materials or materials with impurities leading to nonuniform material
properties. The same issue has the ray-tracing approach. Furthermore,
the geometric representation of the surface can be difficult or even impos-
sible due to the lack of computed tomography scans or surface features
that are smaller than the tomography resolution [68]. In such situations, it
can be necessary to determine the radiation properties with an experimen-
tal approach. A summary of different experimental approaches is given in
[69, 68, 57]. The standard experimental procedure at ambient conditions is
to expose a sample with a radiation beam of known wavelength and measure
the radiation distribution around the irradiated sample for defined angles
with respect to the incoming direction. The measured signal corresponds
to a sample-averaged value. In a second step, a numerical model, where
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the sample is represented by a participating medium, is used to fit the ra-
diation properties: extinction coefficient, scattering albedo, and scattering
phase function. When the radiation distribution of the numerical model
agrees with the experimentally determined distribution, the applied radi-
ation properties of the participating medium can be assumed to represent
the volume-averaged radiation properties of the respective sample.

2.3 Radiation properties of particle clouds

2.3.1 Independent scattering

Independent scattering describes the situation where the incident radiation
interacts with particles in a particle cloud in the same manner as for a single
particle. This implies that a single scattering event is not influenced by
nearby particles. A common criterion for independent scattering is based on
the ratio of the mean inter-particle distance c and the radiation wavelength
λ. For a typical value of c/λ > 0.3 independent scattering is assumed
[70, 71]. A different characterization is based on the solid volume fraction
αs where, in the geometric optics limit, independent scattering is present
for αs < 0.065 [52, 53]. By combining inter-particle distance to wavelength
ratio and solid volume fraction, a different study showed that independent
scattering can be assumed for αs < 0.006 or c/λ > 0.5 [72].

The scattering and absorption behavior of single particles depends on the
particle size and the radiation wavelength described by the size parameter

x =
πdp
λ

(2.4)

Based on this size parameter, there are in general three different scattering
regimes:

• Rayleigh theory, x� 1: Very small particles, like air molecules, scat-
ter light proportional to 1/λ4 [73].

• Lorenz-Mie theory, x ≈ 1: Particles with a diameter in the range of
the radiation wavelength require the solution of the electromagnetic
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wave theory [62].
• Geometric optics, x � 1: Larger particles act like normal surfaces
and radiation can be idealized with rays. In this regime Monte Carlo
ray tracing is applicable [57].

Although the fundamental Lorenz-Mie theory can be used for all particles
sizes, it is the most complex formulation and the computational time in-
creases with an increasing size parameter. For very small and large particles
it can therefore be preferable to use a simpler formulation like the Rayleigh
theory or a geometric optics approach [59].

Absorption and scattering coefficient

The scattering and absorption performance of a particle is usually expressed
with a scattering Csca and an absorption cross-section Cabs. For the inde-
pendent scattering regime, the scattering and absorption coefficient of a
uniform particle cloud is found by adding up the independent scattering or
absorption cross-sections given by

σs = N ′′′p Csca (2.5)

κ = N ′′′p Cabs (2.6)

where N ′′′p is the number of particles per volume. The scattering and ab-
sorption cross-section depends on the projected surface area of the particle
and an efficiency factor. The extinction coefficient is therefore expressed by

β = σs + κ = N ′′′p (Csca + Cabs) = π
d2
p

4
N ′′′p Qext (2.7)

where Qext is the extinction efficiency factor. For large size parameters
(x � 1), like in the geometric optics limit, the extinction efficiency factor
approaches Qext = 2 [57]. Eq. (2.7) can be rewritten as a function of the
solid volume fraction according to

β = αs
3

2dp
Qext (2.8)
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Scattering phase function

In the independent scattering regime, the scattering phase function of a
monosized particle cloud is the same as for a single particle. The exact
scattering phase function of a spherical particle depends on complex am-
plitude functions based on the complex index of refraction and the size pa-
rameter. A solution can be found by using for example a series of Legendre
polynomials [74]. Monosized particle clouds show, as a result of diffraction
peaks, oscillating scattering phase functions. For polysized particle clouds,
the shift of diffraction peaks leads to a smoothing of the phase function
[57]. The same effect leads to a smoothing of the phase function when a
cloud of irregular shaped particles is considered [75]. Especially for technical
applications different particle sizes with irregular shapes are present. The
scattering phase function can thereby in general be approximated with a
simplified function. The simplest case is for isotropic scattering where radi-
ation is scattered equally in each direction and the scattering phase function
is given by

Φiso = 1 (2.9)

This is the case for a large specularly reflecting opaque sphere. A large
diffusely reflecting spheres scatters radiation according to

Φdiff (θs) =
8

3π
(sin θs − θs cos θs) (2.10)

where this scattering phase function depends on the scattering angle θs
measured from the direction of transmission [57].

Large particles have normally a strong scattering peak in forward direc-
tion (θs = 0◦) that can often be described with approximation scattering
phase functions like the Henyey-Greenstein (HG) phase function given by

ΦHG (θs, gf ) =
1− g2

f(
1 + g2

f − 2gf cos θs

)3/2
(2.11)

where gf is an asymmetry factor between zero and one [76]. Especially for
dielectric particles, the HG phase function can lead to substantial errors
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due to a missing backward scattering peak [77, 78]. This can be improved
by combining a forward with a backward scattering peak as in the double
Henyey-Greenstein (DHG) phase function defined as

ΦDHG (θs, gf , gb, δ) = δΦHG (θs, gf ) + (1− δ) ΦHG (θs,−gb) (2.12)

where δ is the forward scattered fraction, gf the asymmetry factor of the
forward peak, and gb the asymmetry factor of the backward peak [79, 80].
Figure 2.1 shows a visual comparison of the presented scattering phase func-
tions given in Eq. (2.9)–(2.12).

It can be beneficial to describe the scattering direction with a single
parameter, likewise denoted as asymmetry factor, based on the average
cosine of the scattering angle calculated from

A1 = cos θs =
1

4π

∫ 4π

0

Φ (θs) cos θsdΩ

=
1

4π

∫ 2π

0

∫ π

0

Φ (θs) cos θs sin θsdθsdφs (2.13)

where the asymmetry factor A1 lies within the range −1 ≤ A1 ≤ 1. The
rays are scattered in backward direction for A1 = −1, in forward direction
for A1 = 1, and isotropically for A1 = 0 [57].

2.3.2 Dependent scattering

When the criteria for independent scattering are not satisfied, the scattering
and absorption of single particles are influenced by nearby particles. De-
pendent scattering effects result from electromagnetic wave interference and
multiple scattering events [51]. In practice, dependent scattering effects can
be important in different applications like high-temperature packed beds or
dense fluidized beds where a high solid fraction leads to a reduced inter-
particle distance. Different approaches exist to approximate dependent
scattering effects. An extensive compilation is given in [51]. A conventional
approach to calculate dependent radiation properties is to apply correction
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Figure 2.1: Polar plot of different scattering phase functions. The HG and DHG
phase function have the same shape factor for the forward peak. The incident
radiation travels from the left to the right.
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terms to the radiation properties derived from the independent scattering
theory according to

β = βindγ (2.14)

where βind is the extinction coefficient for independent scattering given in
Eq. (2.8) and γ is a scaling factor. Commonly used scaling factors are given
by Brewster [81] based on theoretical calculations of the geometric mean
ray length according to

γ =
1

1− αs
(2.15)

or by Singh and Kaviany [82, 52] based on Monte Carlo simulations accord-
ing to

γ = 1 + 1.84αs − 3.15α2
s + 7.20α3

s for αs < 0.7 (2.16)

where both correlations are derived for opaque spheres and they correct
only the extinction coefficient while the scattering albedo ω and the scat-
tering phase function Φ are unchanged. An approach by Kamiuto [83, 84]
calculates based on a correlated radiative transfer theory the hemispherical
transmittances of randomly-packed beds of spheres and scales additionally
to β the scattering albedo

ω = 1− 1− ωind
γ

(2.17)

where ωind is the scattering albedo for the independent scattering regime.
The scaling factor is given by

γ = 1 + 1.5αs − 0.75α2
s for αs > 0.079 (2.18)

that is likewise applied to Eq. (2.14) while the scattering phase function
remains unaffected.



Chapter 3

Experimental method and numerical
model1

3.1 Particle characterization

Two different types of SiC particles were considered: black particles with a
purity of 97% and green particles with a purity of 99%. The impurities are
mainly carbon, which is a by-product from the production process. Figure
3.1 depicts a photograph of the black and green SiC particles indicating the
different colors. Scanning electron microscope (SEM) images of the black
and green SiC particles are shown in Figure 3.2. The SEM images were
captured with the Hitachi tabletop microscope TM–1000. The particles are
sharp-edged since they were manufactured to be used as an abrasive. Addi-
tionally, the particles have very irregular shapes and are far from spherical.
Both particle types have similar shapes while the black SiC particles include

1Material from this chapter has been published in:
J. Marti, M. Roesle, and A. Steinfeld, “Experimental determination of the radiative
properties of particle suspensions for high-temperature solar receiver applications,” Heat
Transfer Engineering, vol. 35, no. 3, pp. 272–280, 2014
J. Marti, M. Roesle, and A. Steinfeld, “Combined experimental–numerical approach to de-
termine radiation properties of particle suspensions,” Journal of Heat Transfer, vol. 136,
no. 9, pp. 092701–092708, 2014
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some particles with a porous structure due to carbon impurities.
Figure 3.3 shows the cumulative and density distribution of the black

and green SiC particles. The distributions are based on the number of par-
ticles and the particle sizes are measured with the laser diffraction analyzer
HORIBA LA–950. The reported particle diameter is the volume equivalent
sphere diameter. Table 3.1 lists the volume-mean, median, D10, and D90
diameters of the black and green SiC particles. Both SiC particle types have
a very similar particle size distribution whereas the median diameter of the
black particles is about 7% smaller than the median diameters of the green
particles.

Table 3.1: Measured volume-mean, median, D10, and D90 diameter based on the
number distribution of the black and green SiC particles. The indicated particle
diameters are volume equivalent sphere diameters.

Black SiC (µm) Green SiC (µm)
Volume-mean diameter, D(4,3) 61.1 66.4
Median diameter, D50 59.9 64.5
D10 29.5 39.1
D90 90.9 95.6

Altogether, the investigated SiC particles have very irregular shapes, the
material properties are not fully known, and the material has impurities.
The application of theoretical predictions or a pure ray-tracing approach to
find the radiation properties, extinction coefficient, scattering albedo, and
scattering phase function, are therefore not suitable. The alternative is to
use an experimental-numerical approach as explained in the following.

3.2 Sample preparation

Fluidized beds are usually not homogeneous due to bubbles rising in an un-
steady process. In such a system, the radiation properties depend strongly
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(a) Black SiC

(b) Green SiC

Figure 3.1: Photograph of the investigated black (a) and green (b) SiC particles
with indicated scale.
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(a) Black SiC

(b) Green SiC

Figure 3.2: SEM images of the black (a) and green (b) SiC particles with indicated
scale.
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Figure 3.3: Density (q0) and cumulative (Q0) distribution of the black (a) and
green (b) SiC volume-based particle diameter. The distributions are based on the
number of particles. Also shown is the volume-mean particle diameter.
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on the local particle volume fraction. It is therefore required to derive ra-
diation properties as a function of the particle or solid volume fraction.
To achieve a homogeneous particle suspension with a constant solid frac-
tion, the SiC particles were mixed uniformly with a transparent epoxy resin
(Biothan 2MD 1750–N and Biodur M–330 Optical) from Silitech AG. The
viscosity of the epoxy resin is high enough to sustain the particles and avoid
a particle settling due to gravity. To remove entrapped air introduced dur-
ing the mixing process, the suspension was evacuated in a vacuum system.
Very thin sample thicknesses had to be realized to allow sufficient radiation
passing through the highly attenuating particle suspension and reaching the
detector. This was achieved by pouring the viscous mixture onto a soda-lime
glass microscope slide and cover it with a second microscope slide before the
epoxy hardens. The distance between the glass slides was fixed with spacer
discs at ranges from 0.1mm up to 1.5mm with a tolerance of ±0.01mm.
Particles with a mean diameter larger than the smallest sample thickness
represent less than 1% of the total particles and can, due to their irregular
shape, rotate to fit between the slides.

To evaluate the measurements, it is necessary to have for each solid
fraction a sample series with different sample thicknesses. The solid volume
fraction was controlled by mixing a measured mass of epoxy resin with
a measured mass of particles and using the known material densities to
calculate the volume fractions. For one sample series, the same mixture
was used to guarantee an identical solid fraction for the different sample
thicknesses.

Figure 3.4 depicts a photograph of one sample with black and one sample
with green SiC particles. The microscope slides have a dimension of 76 ×
26 × 1mm and the edges of the samples were covered with an opaque film
to avoid radiation from internal reflections within the glass slides reaching
the detector.

With this procedure, the solid volume fraction and the sample thickness
can be specified precisely. This is crucial for an accurate modeling procedure
and data analysis. A sample series with three different sample thicknesses
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(a) Black SiC (b) Green SiC

Figure 3.4: Photograph of the investigated black (a) and green (b) SiC particle
samples. The sample height is 76mm and the width is 26mm.
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was produced for each solid fraction and analyzed in the experimental setup.

3.3 Experimental setup

This study uses a spectroscopic goniometry system that was previously ap-
plied to measure intensity distributions of packed beds [55] and reticulated
porous structures [56]. The spectroscopic goniometry system is schemat-
ically depicted in Figure 3.5. It consists of a xenon-arc lamp, a double
monochromator, a mechanical beam chopper, two spherical MgF2 lens pairs,
a sample, a detector, a lock-in amplifier, and a data acquisition system. The
radiation source is the xenon-arc lamp connected to the double monochro-
mator. The mechanical beam chopper pulses the near-monochromatic light
at the monochromator exit slit. The cross section of the pulsed light is
magnified and refocused with the first plano-convex spherical lens pair. The
magnifying effect is achieved by using two lenses with focal lengths of 75mm
and 150mm, respectively. The beam is focused at the rotation point of a
rotary arm that supports the second plano-convex lens pair together with
the detector. With this setup, angular measurements up to 156◦ from the
incoming ray direction are possible. After the sample, the second lens pair
captures the radiation leaving the sample and refocuses the light onto the
dual Si/MCT detector. The first and second lenses of the second lens pair
have focal lengths of 150mm and 50mm, respectively. This reduces the size
of the beam cross section at the detector sufficiently to allow the detector to
capture the whole beam cross section. The lens-detector system has a maxi-
mum half-cone acceptance angle of 3.6◦. The lock-in amplifier measures the
detector signal and accepts only the specific pulsed frequency from the me-
chanical beam chopper. The system is therefore only sensitive to radiation
from the xenon-arc lamp that passes through the double monochromator
and noise from other light sources is minimized.

The samples were held centered at the rotation point of the rotating
arm with their face perpendicular to the incident ray direction. The ro-
tation point coincides with the focal plane of the incident beam. Angu-
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Figure 3.5: Schematic of the spectroscopic goniometry system with a xenon-arc
lamp, double monochromator, mechanical chopper, plano-convex spherical MgF2

lens pairs, sample, dual Si/MCT sandwich detector, lock-in amplifier, and data
acquisition system.
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lar measurements were performed for every sample starting at θs = 0◦

up to θs = 150◦ measured from the incident ray direction as indicated in
Figure 3.5. The measured signal was normalized with the reference signal
V0 measured without a sample at an angle of θs = 0◦. For each solid frac-
tion, the set of measured intensity distributions were afterwards used in
a numerical fitting procedure to determine the volume-averaged radiation
properties as a function of the solid fraction.

A total of 40 measurements per sample and angle were performed. To
account for possible local sample inhomogeneities, measurements were taken
at four sample locations covering the central suspension region with an ad-
equate distance from the slide or suspension edges to avoid any boundary
artifacts. The detector signal was sampled at a frequency of 6.67Hz over an
interval of 1.5 s leading to ten measurements per sample location. The refer-
ence signal V0 was measured before and after each sample series to account
for power fluctuations of the radiation source. Based on a confidence level of
95%, the precision limit of the measured detector signal was approximated
as twice the standard deviation. The bias limit of the goniometry system
was estimated by taking the maximum difference of the experimental inten-
sity distribution compared to a validation case using spherical glass particles
as explained in Section 4.1. The maximum precision limit of the reference
signal PV0 , solid fraction αs, and sample thickness s are 3.1%, 1.2%, and
2.1%, respectively. The 95%–confidence based overall uncertainty of the
normalized detector signal V/V0 was determined by accounting for the pre-
cision limit of the detector signal across the sample, the precision limit of
the reference signal, and the bias limit of the system applying the prop-
agation equation [87, 88]. The maximum precision limit of the measured
detector signal, the bias limit, and the maximum overall uncertainty of the
normalized detector signal are listed in Table 3.2 as a function of the viewing
angle.
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Table 3.2: Maximum precision limit of the measured detector signal PV , bias
limit B, and the overall uncertainty of the normalized detector signal UV/V0

as a
function of the viewing angle θs for a confidence level of 95%.

θs (◦) PV (%) B (%) UV/V0
(%)

0 42.0 27.0 49.9
10 24.9 10.9 26.7
20 24.1 14.1 28.1
30 24.2 12.5 26.5
40 26.3 5.5 27.4
50 21.6 10.0 23.6
60 21.2 16.4 24.5
70 25.5 27.4 35.8
80 22.6 41.8 45.3
90 – – –
100 15.1 27.5 29.0
110 14.1 11.2 17.4
120 14.0 20.1 21.6
130 19.2 21.8 26.5
140 23.9 19.7 27.9
150 18.1 5.4 19.6
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3.4 Modeling approach

3.4.1 Monte Carlo model

The numerical model uses the collision-based Monte Carlo ray-tracing method
and was realized with the in-house code VeGaS [89]. The particle suspension
was modeled as a participating medium and a large number of stochastic
rays were used to model the irradiation. The radiation properties of the
participating medium were tuned until the numerical intensity distribution
showed adequate agreement with the experimentally determined intensity
distribution. The ray path is strongly influenced by the optical equipment
and a proper representation of the experimental setup requires the modeling
of the individual parts at their exact location. The only exception is the
xenon-arc lamp and the double monochromator that were approximated as
a rectangular ray source with the dimensions of the monochomator exit slit
(1mm× 4mm). The emission direction of this ray source was previously de-
termined [55] and modeled as a uniformly emitting disk near infinity with a
half subtense angle of 0.57◦. Furthermore, the geometry of the Monte Carlo
model includes the two plano-convex spherical lens pairs, the sample in-
cluding the microscope glass slides, and the detector. To account for refrac-
tion and internal reflection, the lenses are modeled as plano-convex Fresnel
surfaces with the MgF2 index of refraction nL = 1.38. Each microscope
glass slide is modeled as a double-layer Fresnel surface with a nonabsorb-
ing medium with refractive index of nG = 1.52 in between. The refractive
index of the participating medium representing the particle suspension is
assumed to correspond to the epoxy resin given by nE = 1.55. The detector
is modeled as a perfectly absorbing circular disc with the same dimensions
as in the experimental case. Figure 3.6 shows on top the Monte Carlo setup
with a description of the modeled optical equipment and below the result
of an example run with a small number of rays. The solid (yellow) lines are
rays that are either absorbed in the participating medium or by a detector
and the dashed lines (black) are rays that are lost to the surrounding. As
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shown in the figure, a second lens pair together with a detector plane is
defined for each measured viewing angle. With such an arrangement, a sin-
gle simulation run provides the same discrete angular intensity distribution
around one sample like a complete set of experiments.

Figure 3.7 shows a schematic of the sample including the epoxy-particle
suspension and the glass slides together with generic ray paths. Rays trav-
eling through the participating medium are transmitted, scattered, or ab-
sorbed. The distance each ray travels before an absorption or scattering
event is given by

sβ =
1

β
ln

1

Rβ
(3.1)

where Rβ is a random number between 0 and 1. If the distance sβ is longer
than the travel distance though the participating medium, the ray will be
transmitted without an absorption or scattering event. For each extinction
event within the participating medium the condition

ω ≤ Rω (3.2)

is evaluated to check whether absorption or scattering occurs. If the condi-
tion (3.2) is true the ray is absorbed and the ray path ends. Otherwise the
ray is scattered and the new ray direction is determined by solving equation

Rθ =

∫ θ′s
0

Φ (s · s′) sin θsdθs∫ π
0

Φ (s · s′) sin θsdθs
(3.3)

for the polar scattering angle θ′s where s · s′ = cos θ′s and equation

Rψ =

∫ ψ′
s

0

∫ π
0

Φ (s · s′) sin θsdθsdψs∫ 2π

0

∫ π
0

Φ (s · s′) sin θsdθsdψs
(3.4)

for the azimuthal scattering angle ψ′s where s′ is the new direction of the
scattered ray. The polar scattering angle is in the range of 0 ≤ θ′s ≤ π

determined from the incoming ray direction s while the azimuthal scattering
angle points into a plane normal to s within the range 0 ≤ ψ′s ≤ 2π [68, 57].
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Figure 3.6: Geometric representation of the Monte Carlo model. With descrip-
tion on top and indicated stochastic rays below. Only a small number of rays
are shown for clarity. The yellow lines are rays that are either absorbed in the
participating medium or by a detector and the black lines are rays that are lost to
the surrounding. A green plus sign indicates an absorption event and a red cross
sign indicates the last scattering event of a ray that is lost to the surrounding.
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Figure 3.7: Schematic of the sample including the epoxy-particle suspension and
the glass slides together with generic ray paths.

In the case of linear-anisotropic scattering, Eq. (3.4) simplifies to

Rψ =
ψ′s
2π

(3.5)

A new set of random numbers (Rβ , Rω, Rθ, and Rψ) is generated for every
ray and after every scattering event.

3.4.2 Numerical fitting procedure

A numerical fitting procedure was used for each solid fraction to find the
volume-averaged radiation properties. Similar to the experimental measure-
ments, a normalized detector signal was calculated by dividing the incident
rays on each detector plane by the number of rays hitting the central de-
tector plane (θs = 0◦) without sample.

The participating medium of the Monte Carlo model requires as an in-
put a specific set of the radiation properties, namely: β, ω, and Φ. Whereas
Φ was approximated with the DHG scattering phase function that requires
three tuning parameters. This results in five independent parameters re-
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sponsible for the radiation behavior of the participating medium. Each of
these parameters was varied stepwise and the resulting normalized intensity
distribution is compared to the normalized experimental measured inten-
sity distribution. The extinction coefficient can be calculated directly (see
Section 4.3) by using the experimental results for the limiting case of negli-
gible in-scattering. This experimentally determined β is applied as an initial
guess for the fitting procedure and ω and the three tuning parameters of the
DHG scattering phase function lie between zero and unity. The accuracy
of each parameter set was evaluated by computing the root mean square
error (RMSE) between the natural log of the experimental measured and
the numerical results. The RMSE for each sample thickness was summed
for one solid fraction. Thus, the resulting radiation properties represent all
considered sample thicknesses for a given solid fraction. The investigated
interval of β covered ±15% of the experimentally determined value. The
fitting procedure included an initial and a refinement run. The initial run
covered the whole parameter range with a step size of 10% of the investi-
gated range to obtain an approximation. In the subsequent refinement run,
the investigated range was reduced to ±10% of the initial determined value
with a halving of the step size. A further refinement step showed negligible
changes of the determined radiation properties. For each set of radiation
properties, the ray path was calculated for at least 5× 106 stochastic rays.
This number was determined with a convergence study where a further in-
crease in stochastic rays showed a minor change of the obtained numerical
result.
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Results1

4.1 Validation study

To assess the presented experimental-numerical approach to determine ra-
diation properties of particle suspensions, a validation study with soda-lime
glass microspheres from Whitehouse Scientific Ltd. was performed. The
glass spheres are slightly larger than the SiC particles and have a very high
sphericity as shown in the SEM image in Figure 4.1. The particle size dis-
tribution of the glass particles was measured by laser scattering (HORIBA
LA–950) and Figure 4.2 depicts the number-based density and cumulative
distribution together with the volume-mean particle diameter. The particle
diameters are volume equivalent sphere diameters.

Mie theory can be applied to calculate the exact scattering phase func-
tion of a perfect sphere for independent scattering [57]. Therefore, a com-

1Material from this chapter has been published in:
J. Marti, M. Roesle, and A. Steinfeld, “Experimental determination of the radiative
properties of particle suspensions for high-temperature solar receiver applications,” Heat
Transfer Engineering, vol. 35, no. 3, pp. 272–280, 2014
J. Marti, M. Roesle, and A. Steinfeld, “Combined experimental–numerical approach to de-
termine radiation properties of particle suspensions,” Journal of Heat Transfer, vol. 136,
no. 9, pp. 092701–092708, 2014

41
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Figure 4.1: SEM image of the glass microspheres used for the validation study
with indicated scale.
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Figure 4.2: Density (q0) and cumulative (Q0) distribution of the glass microspheres
volume-based particle size. The distributions are based on the number of particles.
Also indicated is the volume-mean particle diameter.
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puter program that integrates the results over the measured particle size
distribution was implemented [90, 91, 92] to calculate the scattering phase
function of the glass particles. Since the index of refraction of the epoxy
resin is close to the refractive index of the glass spheres, the scattered in-
tensity is too small to be measured accurately for glass particles suspended
in the epoxy resin. Instead, a packed bed of glass microspheres was used to
measure the scattering behavior. The boundaries of the packed bed are the
same glass slides used for the SiC samples. The thickness of the packed bed
was in the order of a few particle diameters to avoid a strong dependent
scattering effect. The extinction coefficient was calculated by applying the
scaling factor of Singh and Kaviany [82] given in Eq. (2.16). The glass mi-
crospheres have a negligible radiation absorption coefficient and a scattering
albedo of ω = 0.999 was assumed. Compared to a perfectly nonabsorbing
participating media with ω = 1.0, this reduces the computational effort
considerably while having an insignificant influence on the numerical result.
With a complete set of radiation properties, the numerical intensity dis-
tribution can be computed and compared to the experimental determined
distribution. A proper numerical model must be capable to accurately pre-
dict the experimental result. Furthermore, this comparison enables an esti-
mation of the accuracy of the applied experimental-numerical approach to
determine radiation properties.

Two packed beds of glass microspheres with different thicknesses were
used for the validation procedure. The glass microspheres had a volume-
mean diameter of dp = 163.46 µm and the samples had a thickness of
0.65mm and 1.23mm, respectively. The measured mean solid fraction of
the packed beds was αs = 0.45 ± 0.01, which is lower than ordinary ran-
domly packed beds due to the increased influence of the wall region for the
thin sample thickness. The solid fraction was calculated by dividing the
volume of the glass particles by the volume of the repository. The volume
of the glass particles is determined by weight measurements divided by the
density. To calculate the scattering phase function with Mie theory, the
complex index of refraction of the glass spheres nG = 1.515 − i1.5× 10−7
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was used. Figure 4.3 depicts the calculated Mie scattering phase function
for a wavelength of 500 nm. The phase function shows the characteristic
shape for dielectric particles including a strong forward-scatter (θs = 0◦)
peak and a weaker backward-scattering (θs > 150◦) peak [57].
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Figure 4.3: Mie scattering phase function of glass microspheres with a refractive
index of nG = 1.515 − i1.5 × 10−7 and a wavelength of λ = 500 nm.

Figure 4.4 shows the computed intensity as a function of the viewing
angle compared to the experimental results for both sample thicknesses
and a wavelength of 500 nm. The samples block scattered radiation at a
viewing angle of 90◦ and the measured signal was therefore omitted. The
model shows for both samples a good agreement with the experiments while
the discrepancy of the thicker sample is slightly bigger. Since the applied
Mie theory is strictly speaking only valid for independent scattering, it is
expected that the stronger dependent scattering effect of the thicker sample
leads to these bigger deviations. Nevertheless, the overall agreement is good
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and the applied numerical method is expected to capture the scattering
behavior of the SiC samples as well.
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Figure 4.4: Measured normalized detector signal of packed beds with glass micro-
spheres as a function of the viewing angle compared to the numerical results of
the Monte Carlo model with Mie scattering.

4.2 Spectral dependence

In the gas-particle suspension used as HTM, the particles are surrounded by
air that has an insignificant influence on the radiation. In the experimental
setup, the particles are embedded in epoxy resin and covered with glass
slides. For both the influence on the radiation transfer must be determined.
Furthermore, the spectral dependence of the radiation interaction with the
SiC particles needs to be investigated.

Figure 4.5 (a) shows the normalized detector signal of the transmitted
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radiation through a single and double glass slide as well as a sample with
epoxy only. The results are shown for a viewing angle of θs = 0◦ in the
spectral interval 250–3000 nm. Figure 4.5 (b) shows the normalized detector
signal of the transmitted radiation for black and green SiC samples with
two different sample thicknesses in each case. In the visible (400 nm <

λ < 800 nm) and near-infrared (800 nm < λ < 2500 nm) spectrum, the
average fraction of the transmitted radiation for the single glass slide is
V/V0 = 0.918. This is in excellent agreement with the theoretical predicted
normal transmittance at the interface of two perfect dielectrics (β = 0m−1)
based on Fresnel’s equation and Snell’s law according to

ρn =

(
n2 − n1

n2 + n1

)2

(4.1)

where ρn is the normal reflectivity and n1 and n2 are the refractive indexes
of the two dielectrics [59]. The transmittance T is then calculated from

T =
1− ρn
1 + ρn

(4.2)

For the glass/air interface with n1 = 1 and n2 = 1.52 this leads to T =

0.918. The theoretical transmittance for two glass slides is given by T =

0.9182 = 0.843 and agrees with the measured detector signal of V/V0 =

0.843 over the spectral interval 400 nm < λ < 2500 nm. For the sample
with two glass slides and epoxy in between (solid line in Figure 4.5) the
reflection losses between glass/epoxy and epoxy/glass are marginal since the
two dielectrics have a very similar index of refraction nG/nE = 0.981. In
the visible spectrum, the sample with epoxy behaves therefore similar than
a single glass slide with a mean transmittance of T = 0.912. An increase
or decrease of the epoxy thickness had thereby virtually no influence on
the transmittance and implies that the extinction coefficient of the epoxy
resin is negligible in the visible spectrum. Furthermore, the detector signal
for θs > 0◦ dropped to an insignificant value indicating negligible light
scattering by the epoxy resin. When increasing the wavelength to λ >

1000nm, the measured detector signal of the sample with epoxy decreases
due to a reduced light transmittance in the near-infrared spectrum.
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Figure 4.5 (b) shows the spectral dependence of the normalized detector
signal for samples with black and green SiC particles. The chosen samples
have a similar solid fraction and the two thicknesses are for both black and
green SiC particles similar. For the thin samples, the agreement between
black and green SiC particles is very good. The difference for the thicker
samples is more pronounced and shows a constant shift between the normal-
ized detector signal of the black and green SiC particles. This shift results
from the reduced transmittance of the green SiC sample due to the slightly
higher solid fraction and an increased sample thickness. In the spectral
interval 400 nm < λ < 1000 nm the transmittances of the SiC samples are
very constant and show a negligible spectral dependency. In the spectral in-
terval 1000 nm < λ < 3000 nm the reduced transmittance of the epoxy resin
is predominant and the normalized detector signals of the SiC samples show
the characteristic peaks of the transmitted signal of the epoxy sample. An
additional spectral dependence is not present. It is therefore assumed that
the SiC particles have in the visible and near-infrared spectrum wavelength
independent radiation properties and thus all measurements are performed
at a single wavelength of 500 nm. Furthermore, a previous study [93] showed
a very weak temperature dependence of the SiC emittance for up to 1500 ◦C.
Based on Kirchhoff’s law, this can also be assumed for the absorptance. It
is therefore expected that the radiation properties determined at ambient
conditions can be used at high temperatures as well.

4.3 Extinction coefficient

The solid fraction and sample thickness of the black and green SiC parti-
cles were kept as close as possible to simplify a comparison of the results.
Nevertheless, due to manual sample preparation the maximal absolute dif-
ferences of the solid fraction and sample thickness are 0.02 and 0.07mm,
respectively. Table 4.1 lists the investigated samples with the measured
solid fractions and sample thicknesses together with the 95% uncertainty
of the measurements.
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Figure 4.5: Spectral dependence of the normalized detector signal at θs = 0◦ for
a) the glass slides, a sample with epoxy only, and b) samples with black and green
SiC particles for different sample thicknesses.
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Table 4.1: Solid fraction and sample thickness of the investigated black and green
SiC particle suspensions with indicated 95% uncertainty.

SiC Sample αs s (mm)
Black 1 0.05 ± 0.01 0.23, 0.52, 1.05 ± 0.02

2 0.09 ± 0.01 0.25, 0.57, 1.08 ± 0.02
3 0.20 ± 0.01 0.14, 0.18, 0.50 ± 0.02
4 0.30 ± 0.01 0.14, 0.18, 0.53 ± 0.02

Green 5 0.05 ± 0.01 0.28, 0.56, 1.07 ± 0.02
6 0.09 ± 0.01 0.25, 0.57, 1.04 ± 0.02
7 0.22 ± 0.01 0.14, 0.19, 0.52 ± 0.02
8 0.28 ± 0.01 0.13, 0.19, 0.52 ± 0.02

In the limiting case of a cold medium without in-scattering, the RTE
given in Eq. (2.3) simplifies to

dI
ds

= −κI − σsI = −βI (4.3)

This equation can easily be solved and leads to Bouguer’s law given by

I (s) = I0e−βs (4.4)

where I0 is the intensity for s = 0. Bouguer’s law describes the exponential
decrease of the incident radiation intensity along the path s in a partic-
ipating medium with an extinction coefficient β [68, 57]. For a detector
with a small acceptance angle, the measured detector signal V can be ap-
proximated with the radiative intensity I and Eq. (4.4) can be rewritten as

Vs = V0e−βs (4.5)

where V0 is the detector signal measured without sample in direction of the
incident radiation and Vs is the measured signal in the same direction after
passing a sample with thickness s. The extinction coefficient can then be



50 4.3. Extinction coefficient

determined by

β = −1

s
ln
Vs
V0

(4.6)

Eq. (4.6) is valid for a negligible augmentation of the intensity along the path
s by incoming scattering [94, 68]. By using the optical thickness τ = βs,
Eq. (4.5) is simplified to

Vs
V0

= e−τ (4.7)

where the expression Vs/V0 is equal to the sample transmittance T [57].
To avoid an influence of the glass slides and the epoxy resin on the ex-

perimental determined extinction coefficient, the detector signal V0 is scaled
with the transmittance of the two glass slides with epoxy in between given
by T0 = 0.912. Figure 4.6 shows the normalized and scaled detector signal
of the black (a) and green (b) SiC particles as a function of the sample
thickness at a viewing angle of θs = 0◦ for different solid fractions. Each
sample series includes an exponential fit. The fit shows for both particles
and for every solid fraction a very good agreement with the measured data
points. This agreement demonstrates the applicability of Bouguer’s law due
to reduced in-scattering effects. The slope of the exponential fit is exactly
the extinction coefficient of the respective sample series. Table 4.2 lists the
experimental derived extinction coefficient based on Bouguer’s law for the
black and green SiC particles together with the 95% confidence uncertainty.

Figure 4.7 shows the experimentally determined extinction coefficients of
the black and green SiC particle suspensions compared to the independent
scattering theory given by Eq. (2.8) and the dependent scattering correla-
tion from Singh and Kaviany given by Eq. (2.16). The experimental results
include the 95% confidence uncertainty. Both particle suspensions show for
low solid fractions (αs < 0.1) a very good agreement with the independent
scattering theory and for higher solid fractions (αs > 0.2) a very good agree-
ment with the correlation from Singh and Kaviany. This is consistent with
the previous characterized limit for independent scattering. The slightly
higher extinction coefficient of the black SiC particle suspensions results
from their smaller mean particle diameter.
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Figure 4.6: Normalized and scaled detector signal at a viewing angle of θs = 0◦

for different solid fractions as a function of the sample thickness together with
an exponential fit through each sample series. (a) shows the results of the black
SiC particles and (b) the results of the green SiC particles together with the 95%
confidence uncertainty.
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Table 4.2: Experimental derived extinction coefficient β based on Bouguer’s law
for the black and green SiC particles together with the 95% confidence uncertainty.

SiC αs β (mm−1)
Black 0.05 ± 0.01 2.29 ± 0.18

0.09 ± 0.01 4.21 ± 0.52
0.20 ± 0.01 13.41 ± 1.13
0.30 ± 0.01 20.41 ± 2.33

Green 0.05 ± 0.01 2.31 ± 0.33
0.09 ± 0.01 3.96 ± 0.09
0.22 ± 0.01 12.89 ± 0.73
0.28 ± 0.01 18.14 ± 1.92
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Figure 4.7: Experimentally determined extinction coefficients of the black and
green SiC samples compared to the independent scattering theory and the de-
pendent scattering correlation from Singh and Kaviany [52] with indicated 95%
confidence uncertainty of the experimental results.
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4.4 Experimental-numerical approach

Having validated the overall approach, investigated spectral dependencies,
examined the influences of the glass slides and the epoxy resin, and deter-
mined an initial guess of the extinction coefficient, attention is now turned
to find the complete set of volume-averaged radiation properties of the SiC
particle suspensions. This is achieved by using the explained numerical
fitting procedure based on the experimental-determined discrete intensity
distribution around the irradiated samples.

4.4.1 Measurements

Figure 4.8 and 4.9 show the experimental determined normalized detector
signal of the black SiC samples as a function of the viewing angle for differ-
ent solid fractions and sample thicknesses. Independent of the solid fraction
and sample thickness, the normalized detector signal shows a strong peak
in the forward direction for θs = 0◦, a decrease as far as θs = 80◦, and
an increase in the backward direction for θs ≥ 100◦. Since the sample
blocks radiation reaching the detector at a viewing angle of θs = 90◦, these
data points are neglected. The forward peak decreases for increasing the
sample thickness and/or increasing the solid fraction, which corresponds to
increasing the optical thickness. The decrease of the forward peak is due to
a reduction of transmitted rays reaching the detector when increasing the
optical thickness. Furthermore, increasing the optical thickness leads to an
increase of the radiation scattering events, resulting in a more diffuse scat-
tering behavior. This is especially noticeable for the sample with the biggest
optical thickness in Figure 4.9 (b) where the normalized detector signal in
forward direction shows a weaker dependence on the viewing angle com-
pared to samples with a lower optical thickness. The normalized detector
signal in backward direction is similar for all solid fractions. This similarity
arises probably from the fact that most of the backscattering events are
single scattering events taking place on the first layer of particles facing the
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monochromator exit slit. As a consequence, the solid fraction and mainly
the sample thickness have only a minor influence on the backscattering be-
havior. This expectation is supported by the reduced backward signal for
the sample with the lowest optical thickness shown in Figure 4.8 (a) where
a lot of unscattered rays reach the detector.

Figure 4.10 and 4.11 show the experimental determined normalized de-
tector signal of the green SiC samples as a function of the viewing angle
for different solid fractions and sample thicknesses. The normalized detec-
tor signals of the green SiC samples show a very similar dependence on
the viewing angle than the black SiC samples. However, between different
sample thicknesses of the same solid fraction, the green SiC samples show,
especially for lower solid fractions, a stronger difference of the backward
detector signal and a reduced difference in forward direction compared to
the black SiC samples. An explanation for this behavior would be a reduced
absorption coefficient of the green SiC particle suspensions. This is backed
up by the stronger detector signal of the green SiC samples in both forward
and backward direction as seen in Figure 4.12 showing a direct comparison
of the normalized detector signal of the black and green SiC samples for a
solid fraction of αs = 0.09 and similar sample thicknesses.

4.4.2 Simulations

Before the actual fitting procedure, the different scattering phase functions
presented in Section 2.3.1 were tested in the Monte Carlo model and their
performance was compared to each other. Figure 4.13 (a) depicts the inves-
tigated scattering phase functions and (b) shows the normalized detector
signal of a generic experimental sample (green SiC, αs = 0.28, s = 0.19mm)
together with the Monte Carlo model for the different scattering phase func-
tions. For all numerical cases, the values of β and ω were equal. The
parameters of the HG and DHG phase functions were fitted to best approx-
imate the experimental result. The isotropic and diffuse scattering phase
functions underestimate the scattering in forward directions and overesti-
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Figure 4.8: Normalized detector signal of the black SiC samples with αs = 0.05

(a) and αs = 0.09 (b) as a function of the viewing angle with indicated 95%
confidence uncertainty.
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mate the backscattering. The HG phase function behaves vice versa and
overpredicts the forward scattering while the backward scattering is under-
estimated. This behavior is corrected with the additional backward peak of
the DHG phase function that shows excellent agreement and was therefore
used for the numerical fitting procedure to determine the approximated and
volume-averaged radiation properties of the SiC particle suspensions.

Figure 4.14 shows the normalized detector signal for different solid frac-
tions and similar sample thicknesses of the black SiC samples (a) and the
green SiC samples (b) as a function of the viewing angle in comparison
with the fitted result of the Monte Carlo model. The agreement of the nu-
merical and experimental results is especially for the optical thin samples
very good while the relative difference increases slightly with an increasing
optical thickness.

Scattering phase function

Figure 4.15 shows a comparison of the numerically derived DHG scattering
phase functions of the black and green SiC particle suspensions for differ-
ent solid fractions. Particularly for the black SiC particle suspensions, the
approximated scattering phase function has a very weak dependence on the
solid fraction. However, a reduction of the solid fraction shows for both
SiC types an increase of the DHG forward scattering peak. This trend is
especially obvious for the green SiC particle suspensions. It is expected
that besides the weak dependence on the solid fraction, the particle size
distribution and the particle shape mainly influence the scattering phase
function.

Figure 4.16 shows the fitted scattering phase function of the black and
green SiC particle suspensions for αs = 0.05 in comparison with the theo-
retical calculation using Mie theory. The Mie scattering phase function is
calculated for nSiC = 2.70− i0.1 [95, 96] and integrated over the measured
green SiC particle size distribution. Although the Mie scattering phase
function differs considerably from the numerical derived DHG phase func-
tions, both show a strong forward scattering peak with reduced probability
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Figure 4.14: Normalized detector signal for different solid fractions and similar
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of backscattering. The strong forward peak of the Mie scattering reflects
mainly the refracted radiation. In contrast, the goniometry system used in
this study has a larger acceptance angle, so the normalized detector signal
at θs = 0◦ includes both unattenuated and refracted radiation. Further
reasons for the difference between the approximated and the Mie scattering
phase function may be the shape of the SiC particles, dependent scattering
effects, and SiC particle impurities.
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Figure 4.16: Numerically derived DHG scattering phase functions of the black
and green SiC particle suspensions (αs = 0.05) compared to the scattering phase
function based on Mie theory for nSiC = 2.7 − i0.1 and using the measured green
SiC particle size distribution.

Figure 4.17 shows the fitted DHG scattering phase function parameters
for the black (a) and green SiC (b) particle suspensions together with linear
fits as a function of the solid fraction. The trend of the individual parameters
of both SiC types are similar: the forward asymmetry factor gf decreases,
the backward asymmetry factor gb stays nearly constant, and the forward
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scattering fraction δ increases slightly with increasing solid fraction. The
linear fits of the black SiC particle suspensions are given by

gf,black (αs) = 0.77− 0.18αs with RMSE = 0.010 (4.8)

gb,black (αs) = 0.20− 0.05αs with RMSE = 0.009 (4.9)

δblack (αs) = 0.70 + 0.20αs with RMSE = 0.008 (4.10)

and for the green SiC particle suspensions given by

gf,green (αs) = 0.85− 0.60αs with RMSE = 0.031 (4.11)

gb,green (αs) = 0.11 with RMSE = 0.0 (4.12)

δgreen (αs) = 0.67 + 0.10αs with RMSE = 0.019 (4.13)

where for each fit the RMSE is indicated. By including Eq. (4.8)–(4.13)
into Eq. (2.12), the approximated DHG scattering phase function can be
expressed as a function of αs and θs leading to an expression given for the
black SiC particle suspensions by

ΦDHG,black (θs, αs) =

(0.20αs − 0.30)
(

(0.05αs − 0.20)
2 − 1

)

(
(0.05αs − 0.20)

2 − cos θs (0.10αs − 0.40) + 1
) 3

2

−
(0.20αs + 0.70)

(
(0.18αs − 0.77)

2 − 1
)

(
cos θs (0.36αs − 1.54) + (0.18αs − 0.77)

2
+ 1
) 3

2

(4.14)

and for the green SiC particle suspensions by

ΦDHG,green (θs, αs) = − 9.88αs − 0.33

(0.22 cos θs + 1.01)
3
2

−
(10αs + 0.67)

(
(0.6αs − 0.85)

2 − 1
)

(
cos θs (1.20αs − 1.70) + (0.6αs − 0.85)

2
+ 1
) 3

2

(4.15)
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By using Eq. (2.13), the directional scattering trend can be described with
a single asymmetry factor A1. This leads for Eq. (4.14) to the expression

A1,black (αs) = 0.48 + 0.08αs − 0.05α2
s (4.16)

and for Eq. (4.15) to the expression

A1,green (αs) = 0.53− 0.31αs − 0.06α2
s (4.17)

Figure 4.18 shows a comparison of this single asymmetry factors of the black
and green SiC particle suspensions as a function of the solid fraction. The
y-axis is scaled to show the possible range of −1 ≤ A1 ≤ 1. The asymmetry
factors of both particles show a forward scattering tendency (A1 > 0) and
especially for the black SiC particle suspensions a weak dependence on the
solid fraction. This trends agree with the DHG scattering phase functions
shown in Figure 4.15.

Scattering albedo

Figure 4.19 shows the scattering albedo as a function of the solid fraction
for the black and green SiC particle suspensions. Both particle types show
a slight increase of the scattering albedo with increasing solid fraction. The
average absolute difference between the two SiC particle types is 0.26. With
a similar extinction coefficient, this results in a significantly higher absorp-
tion coefficient for the black SiC particle suspensions and agrees with the
much darker optical appearance and the observations from Section 4.4.1.
The linear fit of the scattering albedo of the black SiC particle suspension
is given by

ωblack (αs) = 0.38αs + 0.49 (4.18)

with a RMSE of 0.008 and the scattering albedo of the green SiC particle
suspension is approximated with

ωgreen (αs) = 0.11αs + 0.79 (4.19)

resulting in a RMSE of 0.023.
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Figure 4.17: Parameters of the DHG scattering phase function derived from the
Monte Carlo model for the black (a) and green SiC (b) particle suspensions as a
function of the solid fraction together with linear fits.
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Figure 4.19: Scattering albedo of the black and green SiC particle suspension as a
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Extinction coefficient

Figure 4.20 shows a comparison of the numerically and experimentally de-
rived extinction coefficients of the black and the green SiC particle suspen-
sions together with the dependent scattering correlation from Singh and
Kaviany [52] for a mean particle diameter dp = 63.75 µm. The numerically
fitted extinction coefficient shows an excellent agreement with the experi-
mental determined value. The dependent scattering correlation from Singh
and Kaviany given in Eq. (2.16) extended with Eq. (2.8) and Qext = 2

results in

β (αs, dp) =
3

dp

(
αs + 1.84α2

s − 3.15α3
s + 7.20α4

s

)
(4.20)

With the respective mean diameter, Eq. (4.20) predicts the extinction co-
efficient of both SiC particle suspensions with good accuracy. The RMSE
for the numerical predicted extinction coefficient of the black and green SiC
particle suspensions is RMSE = 0.771 and RMSE = 0.530, respectively.

A summary of the numerically derived volume-averaged radiation prop-
erties is listed in Table 4.3.

Table 4.3: Numerically derived extinction coefficient β, scattering albedo ω, and
parameters of the DHG scattering phase function gf , gb, δ based on the Monte
Carlo model for the black and green SiC particle suspensions.

SiC αs β (mm−1) ω gf gb δ

Black 0.05 2.49 0.52 0.76 0.21 0.72
0.09 4.40 0.52 0.75 0.19 0.71
0.20 13.81 0.57 0.75 0.18 0.74
0.30 20.64 0.61 0.71 0.19 0.76

Green 0.05 2.51 0.82 0.85 0.11 0.67
0.09 4.15 0.78 0.77 0.11 0.67
0.22 13.17 0.82 0.71 0.11 0.71
0.28 17.90 0.83 0.70 0.11 0.68
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Figure 4.20: Numerically and experimentally derived extinction coefficients of the
black and green SiC particle suspensions with indicated 95% confidence uncer-
tainty of the experimental results compared to the correlation from Singh and
Kaviany [52] for a mean diameter of dp = 63.75 µm.
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4.5 Conclusion

A combined experimental-numerical approach was developed to find the vol-
ume-averaged radiative properties: extinction coefficient, scattering albedo,
and approximated scattering phase function of black and green SiC particle
suspensions with different solid fractions. The angular radiation distribu-
tion was measured with a spectroscopic goniometry system and used to fit
a collision-based Monte Carlo model. The black and green SiC particle
suspensions show similar approximated scattering phase functions with a
weak dependence on the solid fraction. Compared to Mie theory, the ap-
proximated phase functions have a reduced forward scattering peak and an
increased probability of backscattering. The extinction coefficient of both
SiC particle suspensions is in good agreement with the dependent scattering
correlation of Singh and Kaviany, indicating that the extinction coefficient
is largely independent of the particle shape. The black SiC particle sus-
pension has a scattering albedo about 40% smaller than that of the green
SiC particle suspension. With a comparable extinction coefficient, the black
particle suspension has a considerably higher absorption coefficient than the
green particle suspension. The failure of Mie theory to accurately predict
the scattering phase function of the SiC particle suspensions indicates the
importance of considering the particle shapes, dependent scattering effects,
and possible material impurities.

The presented correlations provide a complete set of volume-averaged ra-
diation properties suitable to model radiation heat transfer in gas-particle
systems with changing solid fractions. Existing methods like the spheri-
cal harmonics, discrete ordinate, or statistical Monte Carlo methods, can
directly incorporate the determined radiation properties to solve the radia-
tion transfer equation.
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Chapter 5

Model and numerical methods1

The simulations reported in this thesis were obtained with a modified version
of the transient compressible two-phase Euler-Euler solver twoPhaseEuler-
Foam of OpenFOAM 2.3.x [49]. The modifications include the implementa-
tion of a radiation heat-transfer model that makes use of the determined ra-
diation properties from Chapter 4 and a model to calculate the effective heat
conductivities depending on the local solid volume fraction. In the follow-
ing, the conservation equations together with the required closure relations
of the hydrodynamics and heat transfer are presented. Furthermore, the
solution procedure of the model and the applied time- and space-averaging
methods are shown.

1Material from this chapter has been published in:
J. Marti, A. Haselbacher, and A. Steinfeld, “A numerical investigation of gas-particle
suspensions as heat transfer media for high-temperature concentrated solar power,” In-
ternational Journal of Heat and Mass Transfer, accepted, 2015
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5.1 Conservation equations

5.1.1 Mass conservation

The basic density-weighted solid-phase mass-conservation equation is given
by

∂αsρs
∂t

+∇ · (αsρsUs) = 0 (5.1)

where αs is the solid-phase volume fraction, ρs is the solid-phase density,
and Us is the interstitial solid-phase velocity vector. Eq. (5.1) was shown
to be very unstable for large density ratios that are common in gas-particle
systems [98]. A more stable approach is to handle density-related terms
separate from phase-fraction transportation terms by decomposing Eq. (5.1)
into

ρs
∂αs
∂t

+ αs
∂ρs
∂t

+ ρs∇ · (αsUs) + αsUs · ∇ρs = 0 (5.2)

rearranging and dividing by ρs leads to

∂αs
∂t

+∇ · (αsUs) = −αs
ρs

(
∂ρs
∂t

+ Us · ∇ρs
)

= −αs
ρs

Dρs
Dt

(5.3)

and finally to guarantee boundedness of the solid-phase fraction, the solid-
phase velocity is decomposed into mean U and relative Ur parts according
to

Us = U + αsUr (5.4)

where the mean velocity is given by

U = αsUs + αgUg (5.5)

and the relative velocity by

Ur = Us −Ug (5.6)

where Ug is the interstitial gas-phase velocity. Replacing the solid-phase
velocity in Eq. (5.3) with Eq. (5.4) leads to

∂αs
∂t

+∇ · (αsU) +∇ · (αs(1− αs)Ur) = −αs
ρs

Dρs
Dt

(5.7)
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and decomposing further results in

∂αs
∂t

+ U · ∇αs +∇ · (αs(1− αs)Ur) = −αs∇ ·U−
αs
ρs

Dρs
Dt

(5.8)

For the gas-phase continuity equation, the same approach leads to a very
similar equation given by

∂αg
∂t

+ U · ∇αg −∇ · (αg(1− αg)Ur) = −αg∇ ·U−
αg
ρg

Dρg
Dt

(5.9)

Combining Eq. (5.8) and Eq. (5.9) leads to an expression for the divergence
of the mean velocity according to

∇ ·U = −αs
ρs

Dρs
Dt
− αg
ρg

Dρg
Dt

(5.10)

that can be substitute into Eq. (5.8), resulting in

∂αs
∂t

+ U · ∇αs +∇ · (αs(1− αs)Ur)

= αs(1− αs)
(
− 1

ρs

Dρs
Dt
− 1

ρg

Dρg
Dt

)
(5.11)

and by adding αs∇ · U on both sides the final form of the compressible
mass-conservation equation is obtained by

∂αs
∂t

+∇ · (αsU) +∇ · (αs(1− αs)Ur)

= αs∇ ·U + αs(1− αs)
(
− 1

ρs

Dρs
Dt
− 1

ρg

Dρg
Dt

)
(5.12)

This equation is explicitly solved in time by using MULES (multidimen-
sional limiter for explicit solution) as explained in [99]. After solving Eq. (5.12)
for the solid-phase fraction αs, the gas-phase volume fraction follows from

αg = 1− αs (5.13)
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5.1.2 Momentum conservation

Solid phase

The momentum conservation equation of the solid phase is given by

∂αsρsUs

∂t
+∇ · (αsρsUsUs)−

(
∂αsρs
∂t

+∇ · (αsρsUs)

)
Us −∇ · τ s

= αsρsg− αs∇p−∇ps +KD (Ug −Us) (5.14)

where g is the gravitational-acceleration vector, p is the pressure, KD is the
interfacial drag coefficient, and τ s is the solid viscous stress tensor defined
by

τ s = ρs

(
νs,eff

(
(∇Us)

T
+∇Us −

2

3
∇ ·UsI

)
+ νs,bulk∇ ·UsI

)
(5.15)

where νs,eff is the effective particle viscosity, νs,bulk is the solid bulk viscosity,
and I is the identity tensor. The effective and bulk viscosities depend on
the solid fraction as well as the kinetic-theory closure relations explained
in Section 5.2.1. The solid-phase momentum equation includes a particle-
pressure gradient term given by

∇ps =
∂Ps
∂αs
∇αs (5.16)

where Ps is the particle-pressure coefficient accounting for the momentum
transport due to the motion and interaction of particles [100].

Gas phase

The momentum conservation equation of the gas phase is given by

∂αgρgUg

∂t
+∇ · (αgρgUgUg)−

(
∂αgρg
∂t

+∇ · (αgρgUg)

)
Ug

−∇ · τ g = αgρgg− αg∇p+KD (Us −Ug) (5.17)
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where the gas viscous stress tensor is defined by

τ g = αgρgνg

(
(∇Ug)

T
+∇Ug −

2

3
∇ ·UgI

)
(5.18)

where νg is the gas viscosity.
The actual discretization of the solid- and gas-phase momentum equa-

tions include a predictor and corrector step. In the momentum predictor
step the time derivative, convective, diffusion, and drag terms are handled
implicitly while the viscous stress term is handled semi-explicitly. During
the momentum corrector step the pressure gradient and gravitation terms
are added explicitly to the momentum equation. In this way, the terms in-
volving the velocity are solved implicitly and the remaining parts explicitly.
Such a discretization method has been proven to be very stable [98].

5.1.3 Energy conservation

The energy conservation equations are based on the conservation of the total
energy E defined by

E = e+
p

ρ
+

1

2
U2 (5.19)

where e is the specific internal energy, the second term on the right hand
side accounts for pressure work, and the third term is the kinetic energy.

Solid phase

The energy conservation equation for the solid phase is given by

∂αsρses
∂t

+∇ · (αsρsUses)−
(
∂αsρs
∂t

+∇ · (αsρsUs)

)
es

+
∂αsρs

1
2 |Us|2
∂t

+∇ · (αsρsUs
1

2
|Us|2)−

(
∂αsρs
∂t

+∇ · (αsρsUs)

)
1

2
|Us|2

+
∂αs
∂t

p+∇ · (αsUsp)−∇ ·
(
αsks,eff
cp,s

∇es
)

= hsg (Tg − Ts) + Srad

(5.20)



80 5.1. Conservation equations

where es is the specific internal energy of the solid phase, ks,eff is the effective
solid heat conductivity, cp,s is the specific heat capacity of the solid phase,
hsg is the interfacial heat-transfer coefficient, Tg and Ts are the gas- and
solid-phase temperatures, and Srad is the radiation source term.

Gas phase

For the gas phase, the energy conservation equation is given by

∂αgρgeg
∂t

+∇ · (αgρgUgeg)−
(
∂αgρg
∂t

+∇ · (αgρgUg)

)
eg

+
∂αgρg

1
2 |Ug|2
∂t

+∇·(αgρgUg
1

2
|Ug|2)−

(
∂αgρg
∂t

+∇ · (αgρgUg)

)
1

2
|Ug|2

+
∂αg
∂t

p+∇ · (αgUgp)−∇ ·
(
αgkg,eff
cp,g

∇eg
)

= hsg (Ts − Tg) (5.21)

where eg is the specific internal energy of the gas phase, kg,eff is the effec-
tive gas heat conductivity, and cp,g is the specific heat capacity of the gas
phase. The transparent gas phase is assumed to be non-participating and
the radiation source term is therefore neglected.

The last terms on the left hand side of Eq. (5.20) and (5.21) are the
diffusion terms and describe the conduction of heat within the solid or gas
phase based on Fourier’s law of heat conduction. These terms are derived
from the relation

cp∇T = ∇h (5.22)

that is valid for ideal gases, solids, and liquids [101]. Eq. (5.22) allows the
reformulation of the heat conduction term according to

∇ · (k∇T ) = ∇ ·
(
k

cp
∇h
)

(5.23)

With this reformulation, the diffusion terms have no direct dependence on
the temperature and Eq. (5.20) and Eq. (5.21) can be solved for the specific
internal energy. For a practical application, it is usually more convenient to
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know the solid- and gas-phase temperatures. This is achieved by using the
conversion formula

e = h− p

ρ
=

∫ T

Tref

cp (T ) dT − p

ρ
(5.24)

where Tref = 298.15K [49]. With a constant heat capacity, the temperature
is calculated from

T = Tref +
1

cp

(
e+

p

ρ

)
(5.25)

5.2 Closure relations for hydrodynamics

5.2.1 Solid-phase stress

The solution of the solid-phase momentum conservation equation requires
the solid-phase stress tensor. For dense systems, where the particle motion is
controlled by particle collisions, the solid-phase stress can be explained with
gas kinetic theory, which describes gas by a large number of small particles
representing gas molecules [102]. Similar to the thermodynamic tempera-
ture for gases, the granular temperature Θ describes the ensemble average
of particle-velocity fluctuations Θ = 1/3

〈
U′2s
〉
, where U′s is the fluctuating

particle velocity. The solid-phase stress is based on these particle-velocity
fluctuations. The granular temperature is determined from the transport
equation for the granular energy 3Θ/2 given by

3

2

[
∂αsρsΘ

∂t
+∇ · (αsρsUsΘ)

]
=

(
−PsΘI + τ s

)
: ∇Us +∇ · (kΘ∇Θ)− γΘΘ− J1Θ + J2 (5.26)

where the first term on the right-hand side accounts for the increase of the
granular energy due to shear forces in the solid phase, the second term
describes the diffusion along the gradient, the third term accounts for dissi-
pation due to inelastic particle collisions, and J1 and J2 describe the dissi-
pation due to viscous damping and the increase of the granular energy due
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to slip between the solid and gas phase, respectively [103, 104]. The particle
pressure coefficient Ps and the granular temperature dissipation coefficient
γΘ are calculated according to Lun et al. [105]

Ps = ρsαs (1 + 2 (1 + er)αsg0) (5.27)

γΘ = 12
(
1− e2

r

) α2
sρsg0

dp

√
Θ

π
(5.28)

where er is the restitution coefficient of the particles, g0 is the radial dis-
tribution function, and dp is the particle diameter. The solid-phase stress
tensor τ s is given in Eq. (5.15) and the conductivity of the granular tem-
perature kΘ is determined from formulations of Gidaspow [106] given by

kΘ = ρsdp
√
πΘ

(
2α2

sg0
1 + er
π

+
9

8
g0

1 + er
2

α2
s

+
15

16
αs +

25

64

1

(1 + er) g0

)
(5.29)

The two source terms J1 and J2 are functions of the interfacial drag coeffi-
cient KD and derived by Louge et al. [107] based on formulations of Koch
[108] given by

J1 = 3KD (5.30)

J2 =
dpK

2
D |Us −Ug|2

4αsρs
√
πΘ

(5.31)

where the solid fraction is limited to αs ≥ 10−6 to avoid a singularity at
αs = 0.

Solid-phase viscosity

The solid-phase stress tensor given in Eq. (5.15) requires a solid-bulk and
effective particle viscosity where both are based on the granular temperature
that requires the solution of Eq. (5.26). On the basis of Lun et al. [105], the
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solid-bulk viscosity νs,bulk accounts for the particle-suspension compression
and expansion resistance given by

νs,bulk =
4

3
α2
sdpg0 (1 + er)

√
Θ

π
(5.32)

The effective particle viscosity νs,eff combines a kinetic and a collisional
contribution determined from formulations of Gidaspow [106] according to

νs,eff = νs,kin + νs,col (5.33)

where the kinetic contribution is given by

νs,kin = dp
√

Θπ

(
1

15
g0 (1 + er)α

2
s +

1

6
αs +

10

96

1

(1 + er) g0

)
(5.34)

and the collisional contribution by

νs,col =
4

5
α2
sdpg0 (1 + er)

√
Θ

π
(5.35)

As soon as the solid fraction exceeds a predefined limit αs > αs,fric, the
effective particle viscosity is extended by the frictional-stress contribution
defined by Johnson and Jackson [109] calculated from

νs,fric =
Pfric
ρs

sinφfric (5.36)

where φfric is an empirical constant and Pfric is the normal frictional stress
given by

Pfric = Fr
(αs − αs,fric)η1
(αs,max − αs)η2

(5.37)

where Fr, η1, and η2 are empirical constants and αs,max is the predefined
solid fraction at the maximum packing limit.

Radial distribution function

The radial distribution function influences the solid-phase stress when parti-
cles are in close contact and can be explained as a non-dimensional distance



84 5.2. Closure relations for hydrodynamics

between the particles. The function modifies the collision probability for
dense solid suspensions [102]. The used formulation of Sinclair and Jackson
[110] is calculated from

g0 =

(
1−

(
min (αs, αs,fric)

αs,max

) 1
3

)−1

(5.38)

and reaches the correct limit in the case of a packed bed [111].

5.2.2 Interphase drag

The interphase drag coefficient KD in Eq. (5.14) and (5.17) is calculated
from correlations by Syamlal and O’Brien [112] or Gidaspow [106] depending
on the respective application as mentioned below.

Drag formulation by Syamlal and O’Brien

The drag correlation by Syamlal and O’Brien [112] is given by

KD = αsαg
3

4
CD

ρgνg
v2
r,sd

2
p

(5.39)

where CD is the dimensionless drag coefficient calculated from

CD =
(

0.63
√

Rep + 4.8
√
vr,s

)2

(5.40)

where vr,s is the dimensionless terminal solid velocity according to Garside
and Al-Dibouni [113]

vr,s =
1

2

(
a− 0.06Rep +

√
(0.06Rep)

2
+ 0.12Rep (2b− a) + a2

)
(5.41)

with the coefficients
a = (1− αs)4.14 (5.42)

b =

{
0.8 (1− αs)1.28

, αs ≥ 0.15

(1− αs)2.65
, αs < 0.15

(5.43)
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and the particle Reynolds number Rep is defined by

Rep =
|Us −Ug| dp

νg
(5.44)

Drag formulation by Gidaspow

The interphase drag coefficient of Gidaspow [106] is for low solid fractions
based on the formulation by Wen and Yu [114] and for higher solid fractions
based on the formulation by Ergun [115] leading to

KD =





αsαg
3

4
CD

ρgνg
d2
p

(1− αs)−2.65
, αs ≤ 0.2

αs
ρgνg
d2
p

(
150

1− αg
αg

+
7

4
Rep

)
, αs > 0.2

(5.45)

where the dimensionless drag coefficient CD is calculated according to Rowe
and Henwood [116] based on formulations by Schiller and Naumann [117]
resulting in

CD =





0.44 Rep, Rep ≥ 1000

24
(

1 + 0.15 (Rep)
0.687

)
, Rep < 1000

(5.46)

Both drag formulations limit the solid fraction and particle Reynolds
number to increase the numerical stability. The solid fraction is limited to
αs ≥ 10−6 and the particle Reynolds number is limited to Rep ≥ 10−3.

5.3 Closure relations for heat transfer

5.3.1 Radiation model

The radiation heat-transfer model is based on the P1-approximation of the
spherical-harmonics method [118]. This approximation is suitable for sys-
tems with an optical thickness of τ > 1 [57]. The dense gas-particle suspen-
sion in the present case has a mean optical thickness of τ = O(100). The
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radiation source term required by Eq. (5.20) is calculated from

Srad = κ
(
G− 4σT 4

s

)
(5.47)

where κ is the absorption coefficient, G is the incident radiation, and σ is
the Stefan-Boltzmann constant. The incident radiation is defined as the
integral of the radiation intensity I over all solid angles according to

G(r) =

∫

4π

I (r, s) dΩ (5.48)

where r is the position vector and s the direction vector of the radiation
intensity. The incident radiation is determined from

∇ ·
(

1

3 (κ+ σs)−A1σs
∇G

)
− κG = −4κσT 4

s (5.49)

where σs is the scattering coefficient and A1 is the asymmetry factor given
in Eq. (2.13). Once the incident radiation is known, the radiative heat flux
is computed from [57]

qrad = − 1

3 (κ+ σs)−A1σs
∇G (5.50)

For the incident radiation at walls, Marshak’s wall boundary condition is
applied [119, 120]. Radiation heat transfer is only considered in the solid
phase since the transparent gas phase is assumed to be non-participating.

5.3.2 Effective conductivity

The effective bed conductivity is calculated from formulations of Zehner and
Schluender [121] according to

kbed = ks,bed + kg,bed (5.51)

where the solid- and gas-phase contributions are calculated from

ks,bed =
1√
αs

(ψa+ (1− ψ)χ) kg,bulk (5.52)

kg,bed = (1−√αs) kg,bulk (5.53)
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where kg,bulk is the bulk gas-phase conductivity, ψ is a particle-shape factor
(ψ = 7.26× 10−3 for spherical particles), and χ is given by

χ =
2

1− b
a

(
a− 1
(
1− b

a

)2
b

a
ln
(a
b

)
− b− 1

1− b
A

− 1

2
(b− 1)

)
(5.54)

with

a =
ks,bulk
kg,bulk

(5.55)

b = 1.25

(
αs

1− αs

) 10
9

(5.56)

The effective solid and gas conductivities, required by Eq. (5.20) and (5.21),
are obtained from

ks,eff =
ks,bed
αs

(5.57)

kg,eff =
kg,bed
1− αs

(5.58)

5.3.3 Interphase heat transfer

Assuming spherical particles, the interphase heat-transfer coefficient in Eq.
(5.20) and (5.21) is given by

hsg =
6αs
dp

hp (5.59)

where the fluid-particle heat-transfer coefficient hp is estimated using the
Ranz and Marshall [122] correlation expressed as

Nup =
hpdp
kg,bulk

= 2 + 0.6 Re0.5
p Pr0.333 (5.60)

where the Prandtl number is defined by

Pr =
ρgνgcp,g
kg,bulk

(5.61)
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5.4 Solution procedure

The solution procedure is based on the finite-volume method and uses the
PIMPLE [123] algorithm that merges the SIMPLE [101] and PISO [124]
algorithm. The SIMPLE algorithm allows under-relaxation and increases
the numerical stability and improves convergence while the PISO algorithm
handles the pressure-velocity coupling. For stability and efficiency reasons,
the terms involving the velocity are solved implicitly. The chronological
operations for each time-step are outlined as follows:

1. Update the particle-pressure gradient according to Eq. (5.16).

2. Begin the phase-fraction iteration:

(a) Calculate the phase volume fluxes due to the particle-pressure
gradient and include them to the mean and relative phase volume
fluxes.

(b) Solve the mass conservation equation given by Eq. (5.12) with
the MULES algorithm [99] and update the solid-phase volume
flux.

(c) Calculate the mass flux for the solid phase.
(d) Calculate the gas-phase fraction and the volumetric and mass

fluxes of the gas phase.

3. Predict the solid- and gas-phase velocities from the momentum equa-
tion given by Eq. (5.14) and (5.17) without including pressure gradi-
ent, gravitation, and particle-pressure terms.

4. Energy conservation:

(a) Calculate the effective solid- and gas-phase thermal conductivi-
ties according to Eq. (5.57) and (5.58).

(b) Calculate the radiation source term defined in Eq. (5.47) by solv-
ing the P1-approximation given by Eq. (5.49).

(c) Solve the solid- and gas-phase energy conservation equations ac-
cording to Eq. (5.20) and (5.21).
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5. Begin the pressure corrector step (PISO):

(a) Correct the predicted phase velocities with the contributions of
the corrected pressure gradient, gravitational force, and particle-
pressure terms.

(b) Update the gas-phase density due to the pressure change.

6. Repeat from step 1. until the predefined number (usually 3) of PIMPLE
iterations are met.

7. Solve the granular-energy equation given by Eq. (5.26) and calculate
the solid-phase stress terms.

OpenFOAM provides several methods to discretize each term in the used
conservation equations separately. With exception of the boundary values,
all variables are stored at cell centers. Values at cell faces are found by
interpolation [49]. Table 5.1 lists the interpolation methods used in the
simulations of this thesis.

Table 5.1: Input keywords for the OpenFOAM solver for various terms where φ
is a generic scalar, V a generic vector, and Γ a generic diffusion coefficient.

Term Input keyword Description
∂
∂t Euler time derivative: first order, bounded,

implicit
∇φ Gauss linear default gradient: second order, linear

interpolation (central differencing)
∇ ·V Gauss limited-

Linear 1
default divergence: second order, lim-
ited linear differencing

∇ · (αsUs) Gauss vanLeer divergence: second order, van Leer lim-
iter

∇ · τ s Gauss linear divergence: second order, Gaussian in-
tegration
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∇ · (Γ∇φ) Gauss linear
uncorrected

default Laplacian: central differencing
(interpolation), first order, bounded,
non-conservative

5.5 Time and space average

The chaotic nature of gas-particle systems, like bubbling fluidized beds,
complicates the tasks of interpreting the simulation results and extracting
physical mechanisms. To assist these tasks, time and space averaging is
used in this thesis. The time average depends on the time-averaging interval
defined by the starting tstart and end time tend as well as on the averaging
frequency fave. The total number of considered time steps is therefore given
by

Nt = (tend − tstart) fave (5.62)

The applied averaging interval and averaging frequency have a crucial influ-
ence on the averaged simulation results and require a convergence study to
determine their influence. By storing the simulation results during a spec-
ified time interval with a predefined averaging frequency, this convergence
study is simplified. Therefore, a computed gas- or solid-phase quantity ξni is
stored at each averaging time step n in each cell center i. The time-averaged
quantity in cell i is given by

ξi =
1

Nt

Nt∑

n=1

ξni (5.63)

The space-averaged quantity at averaging time step n of a plane crossing
Ni cell centers is defined as

ξ̂n =
1

Atot

Ni∑

i=1

ξni Ai (5.64)
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where Atot is the total area of the plane and Ai is the cross-sectional area
of cell i intersected by the plane. The spatial average of the time-averaged
quantity is given by

ξ̂ =
1

Atot

Ni∑

i=1

1

Nt

Nt∑

n=1

ξni Ai =
1

Atot

Ni∑

i=1

ξiAi (5.65)

A combined quantity, like the spatial average of the time-averaged solid-
mass flow rate, is hence calculated from

̂̇ms =
1

Atot

Ni∑

i=1

1

Nt

Nt∑

n=1

ρsα
n
s,iU

n
s,i · niAi (5.66)

where Un
s,i is the interstitial solid velocity and ni the unit normal vector of

the considered cross section.
When the time-averaging interval (tend − tstart) and averaging frequency

fave required for a converged time-averaged result are known, a moving time
average can be used to avoid the storage of data sets. The moving time
average of a solid- or gas-phase quantity in cell i at the time step n + 1 is
given by

ξ
n+1

i =
tn+1 − tstart −∆tint

tn+1 − tstart
ξ
n

i +
∆tint

tn+1 − tstart
ξn+1
i (5.67)

where ∆tint is the time interval between two successive data sets [49]. To
reach a converged time-averaged result with the moving time average, the
conditions tn+1 ≥ tend and ∆tint ≤ 1/fave must be satisfied. The spacial
average over a plane crossing Ni cells of a time-averaged quantity using Eq.
(5.67) is given by

ξ̂
n

=
1

Atot

Ni∑

i=1

ξ
n

i Ai (5.68)





Chapter 6

Model verification and validation1

The verification and validation of the model is divided into two parts. In a
first step, the hydrodynamics are verified by comparing the velocity profile
of a single-phase tube flow to the analytical solution of the Poiseuille flow
and a validation is performed by comparing the pressure drop, bed expan-
sion, and solid fraction in a bubbling fluidized bed with experimental data
from literature. Furthermore, comparisons with numerical results from lit-
erature are used as benchmark. The second step includes verification and
validation studies of the heat transfer using analytical and experimental
results. The transient heat transfer is verified by using the analytical re-
sult of the transient convective heating of a one-dimensional packed bed.
The radiation model is verified by comparing the incoming radiation in
a two-dimensional enclosure to approximated analytical and Monte Carlo
ray-tracing solutions. Finally, experimental results of steady-state temper-
ature profiles in a packed bed are used to validate the model with respect
to conduction combined with radiation heat transfer.

1Material from this chapter has been published in:
J. Marti, A. Haselbacher, and A. Steinfeld, “A numerical investigation of gas-particle
suspensions as heat transfer media for high-temperature concentrated solar power,” In-
ternational Journal of Heat and Mass Transfer, accepted, 2015
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6.1 Hydrodynamics

6.1.1 Single-phase flow verification

The Hagen-Poiseuille equation gives for a laminar incompressible single-
phase flow the analytical solution of the fully developed velocity profile in a
three-dimensional cylindrical pipe flow [125]. Applied to a two-dimensional
flow, the analytical solution of the velocity profile is given by

u(x) =
1

2µ

∆p

L

(
d2 − x2

)
(6.1)

where µ is the dynamic viscosity of the fluid, ∆p is the pressure drop over
the tube length L, d is the tube diameter, and x is the radial coordinate.
The normalization of Eq. (6.1) with the cross-section-averaged flow velocity
û gives

u(x)

û
=

3

2

d2 − x2

d2
(6.2)

The model uses a parabolic velocity profile at the inlet (y = 0), a pressure
opening at the outlet (y = L), and no-slip boundary conditions at the
walls (x = −d/2, x = d/2). The model parameters are listed in Table
6.1. Figure 6.1 shows the comparison of the normalized velocity profile
of the analytical solution with the numerical result. The numerical result
shows the fully developed velocity profile at y/L = 0.8 where y is the axial
coordinate in flow direction. The analytical and numerical results are in
excellent agreement.

6.1.2 Bubbling fluidized bed validation

The investigated dense gas-particle suspension used as HTM behaves from a
hydrodynamic point of view very similar than a bubbling fluidized bed. The
hydrodynamics were therefore validated by comparison with experimental
and numerical results of bubbling fluidized beds. The experimental data
were obtained in a pseudo-two-dimensional fluidized bed with a height of
1m, a width of 0.28m, and a depth of 0.025m operated with glass beads of
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Table 6.1: Model parameters of the Hagen-Poiseuille verification case.

Property Symbol Value
tube diameter d 0.036m
tube length L 1.0m
fluid density ρ 1000 kg/m3

fluid kin. viscosity µ 0.001m2/s
fluid inlet velocity Uin 0.1m/s
cell size ∆x 1.0mm
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Figure 6.1: Comparison of the analytical solution and the numerical result of the
normalized velocity profile of a fully developed two-dimensional incompressible
laminar pipe flow. The numerical result is shown for y/L = 0.8.
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250–300 µm diameter [126]. The numerical reference results were computed
with the commercial software ANSYS FLUENT [127] and the open-source
software MFIX [112] in two dimensions by neglecting the small depth [126,
128]. Table 6.2 lists the dimensions and operating conditions of our two-
dimensional simulation with OpenFOAM. As in [126, 128], the Johnson
and Jackson wall boundary condition [109] was used for the solid phase.
The inlet of the fluidized bed was impermeable for the solid phase while a
uniform Dirichlet boundary condition was utilized for the gas-phase velocity
in the range of 0.1–0.46m/s. After a freeboard section, the gas phase exited
through a fixed pressure outlet. The drag force was calculated with the
Syamlal-O’Brien model [112]. The granular temperature in the reference
simulation was based on a simplified algebraic equation while our simulation
was based on the full balance equation of the kinetic theory given in Eq.
(5.26). Figure 6.2 shows a schematic of the initial packed bed with indicated
dimensions and boundary conditions as listed in Table 6.2.

Table 6.2: Model parameters of the hydrodynamics validation case.

Property Symbol Value
tube width W 0.28m
tube height H 1.25m
initial bed height H0 0.48m
atmospheric pressure patm 0.85× 105 Pa
particle density ρs 2500 kg/m3

particle diameter dp 275 µm
initial solid fraction αs,0 0.5
max. solid fraction αs,max 0.6
gas density ρg 1.225 kg/m3

gas kin. viscosity νg 1.485× 10−5 m2/s
gas inlet velocity Ug,in 0.1–0.46m/s
averaging interval tend − tstart 55 s
averaging frequency fave 20Hz
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Figure 6.2: Schematic of the fluidized bed with indicated dimensions and boundary
conditions. The origin is located at the inlet on the centerline.

Grid refinement

The influence of the computational grid was evaluated by performing a
grid-refinement study with five grid levels. Figure 6.3 shows a comparison
of the different grid spacings ∆x as a function of the radial direction. The
cell size was uniformly refined from 20.0mm to 1.25mm. Table 6.3 list the
considered grids with the cell size and total number of cells. The tube height
of the coarsest grid had to be increased to H = 1.4m due to the higher bed
expansion during the start-up phase.

To evaluate the influence of the computational grid on the hydrodynam-
ics, the solid-velocity and solid-fraction profiles as well as the cross-section-
averaged solid fraction in the axial direction were compared for the different
grid levels. For this grid-refinement study, a constant gas inlet velocity of
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Ug,in = 0.46m/s was used. The considered quantities were time averaged
with a time-averaging interval between tstart = 5 s and tend = 60 s and an
averaging frequency of fave = 20Hz as explained in Section 5.5.
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Figure 6.3: Comparison of the considered grid spacings as a function of the radial
direction for the grid-refinement study of the hydrodynamics validation case.

Figure 6.4 shows the time-averaged solid-velocity profiles at an axial
location of y = 0.4m (a) and y = 0.2m (b) for the different grid refinement
levels. The results with Grid 1 and 2 distinguish, especially for y = 0.2m,
considerably from the results with Grids 3–5. The agreement between the
results with Grids 3–5 is good.

Figure 6.5 shows the time-averaged solid-fraction profiles at an axial
location of y = 0.4m (a) and y = 0.2m (b) for the different grid refinement
levels. The results with Grid 4 and 5 are very similar while the results with
Grids 1–3 differ considerably from the results with Grid 5.

Figure 6.6 shows the time- and cross-section-averaged solid fraction in
the axial direction for the different grid refinement levels. The axial loca-
tion of the steep solid fraction decrease at about y = 0.65m indicates the



Chapter 6. Model verification and validation 99

Table 6.3: Cell sizes and total number of grid cells used in the grid-refinement
study of the hydrodynamics validation case.

Grid Cell size (mm) Number of cells
1 20.0 980
2 10.0 3500
3 5.0 14000
4 2.5 56000
5 1.25 224000

transition from the bubbling fluidized bed (dense region) into the freeboard
region. The results with Grid 1 and 2 show a bigger bed expansion com-
pared to the result with Grid 5. The difference between the solid fraction
distribution in the axial direction with Grid 4 and 5 is marginal.

The considered solid velocity and solid fraction profiles as well as the
solid fraction in the axial direction did not change appreciably when de-
creasing the cell size from 2.5mm (Grid 4) to 1.25mm (Grid 5). It was
thus assumed that a cell size of 2.5mm is adequate and leads to nearly
grid-independent results. It should be noted that the grid spacings used by
Herzog et al. [128] and Taghipour et al. [126] were two and four times bigger
that the grid spacing used in our simulation, respectively.

Time average

The time averaging of the transient results was assessed by varying the
averaging interval between tstart = 5 s and tend = 10–120 s and the averaging
frequency from 1Hz to 100Hz. The first five seconds were neglected to allow
enough time for the transition from the initial packed to the bubbling state.
Based on the previous grid-refinement study, a grid spacing of 2.5mm was
used. Since the grid spacing is the same for each case, no symbols are used
to visualize the cell locations.

Figures 6.7, 6.8, and 6.9 show the time-averaged solid-velocity and solid-
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Figure 6.4: Time-averaged solid-velocity profiles at y = 0.4m (a) and y = 0.2m
(b) for different grid refinement levels with a gas inlet velocity of Ug,in = 0.46m/s.
(To avoid overlapping, the symbols of Grid 4 and 5 are shown ever 2nd and 4th
cell location, respectively.)
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Figure 6.5: Time-averaged solid-fraction profiles at y = 0.4m (a) and y = 0.2m
(b) for different grid refinement levels with a gas inlet velocity of Ug,in = 0.46m/s.
(To avoid overlapping, the symbols of Grid 4 and 5 are shown ever 2nd and 4th
cell location, respectively.)
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Figure 6.6: Time- and cross-section-averaged solid fraction in the axial direction
for different grid refinement levels with a gas inlet velocity of Ug,in = 0.46m/s.
(To avoid overlapping, symbols are not shown.)
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fraction profiles at y = 0.4m (a) and y = 0.2m (b) as well as the time-
and cross-section-averaged solid fraction in the axial direction for different
averaging frequencies and a constant averaging interval between tstart = 5 s
and tend = 60 s. Increasing the averaging frequency from 20Hz to 100Hz has
no considerable influence on the solid velocity or solid fraction. A averaging
frequency of 20Hz was therefore assumed to be sufficient.

Figures 6.10, 6.11, and 6.12 show the time-averaged solid-velocity and
solid-fraction profiles at y = 0.4m (a) and y = 0.2m (b) as well as the time-
and cross-section-averaged solid fraction in the axial direction for different
averaging intervals and a constant averaging frequency of 20Hz. Increasing
the averaging interval from 5–60 s to 5–120 s has no considerable influence
on the solid velocity or solid fraction. It was thus assumed that an aver-
aging interval between tstart = 5 s and tend = 60 s is adequate and leads to
averaging-interval-independent results.

Based on the presented results, a converged time-averaged solid-fraction
and solid-velocity field was achieved by using an averaging frequency of
20Hz with an averaging interval between tstart = 5 s and tend = 60 s. The
bubbles had a mean bed residence time of approximately 0.9 s. Therefore,
the averaging interval corresponds to about 61 bubble mean bed-residence
times and about 18 data sets were averaged per bubble mean bed-residence
time. Taghipour et al. [126] did not describe their averaging procedure
while Herzog et al. [128] used a time-averaging interval of only 3–12 s with
an unknown averaging frequency.

Validation with experimental and numerical results

After a grid-refinement and time-averaging study, the results of the model
were compared to experimental and numerical results from literature. Fig-
ure 6.13 shows the time- and space-averaged pressure drop through the bed
as a function of the inflow velocity. Our result and the reference results of
Herzog et al. [128] show the expected increase in the pressure drop with
increasing inflow velocity up to fluidization and a nearly constant pressure
drop once the bed is fluidized. This constant pressure drop is slightly below
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Figure 6.7: Time-averaged solid-velocity profiles at y = 0.4m (a) and y = 0.2m
(b) for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a grid spacing of 2.5mm and a gas inlet velocity
of Ug,in = 0.46m/s.
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Figure 6.8: Time-averaged solid-fraction profiles at y = 0.4m (a) and y = 0.2m
(b) for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a grid spacing of 2.5mm and a gas inlet velocity
of Ug,in = 0.46m/s.
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Figure 6.9: Time- and cross-section-averaged solid fraction in the axial direc-
tion for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a grid spacing of 2.5mm and a gas inlet velocity
of Ug,in = 0.46m/s.
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Figure 6.10: Time-averaged solid-velocity profiles at y = 0.4m (a) and y = 0.2m
(b) for different averaging intervals and a constant averaging frequency of 20Hz
with a grid spacing of 2.5mm and a gas inlet velocity of Ug,in = 0.46m/s.
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Figure 6.11: Time-averaged solid-fraction profiles at y = 0.4m (a) and y = 0.2m
(b) for different averaging intervals and a constant averaging frequency of 20Hz
with a grid spacing of 2.5mm and a gas inlet velocity of Ug,in = 0.46m/s.
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Figure 6.12: Time- and cross-section-averaged solid fraction in the axial direction
for different averaging intervals and a constant averaging frequency of 20Hz with
a grid spacing of 2.5mm and a gas inlet velocity of Ug,in = 0.46m/s.
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the theoretically predicted pressure drop due to the bed weight per cross-
sectional area. The maximum pressure drop of our results and the results of
Herzog et al. [128] is reached at minimum fluidization velocity. This agrees
with theoretical and experimental results [28]. The experimental results of
Taghipour et al [126] show a deviation from the expected fluidization curve
with an underprediction of the pressure drop at minimum fluidization ve-
locity and an overprediction at high flow velocities. A possible reason for
this behavior is incomplete fluidization due to channeling.

The time- and space-averaged bed expansion as a function of the inflow
velocity is presented in Figure 6.14. Our results are comparable to those
of Herzog et al. [128], while the results of Taghipour et al. [126] show a
smaller bed expansion. The experimental measurements show a higher bed
expansion for low inflow velocities and a slightly reduced expansion for
increased flow velocities.

Figures 6.15 and 6.16 present comparisons of the time-averaged solid-
fraction and solid-velocity profiles of our model with the reference results
at y = 0.2m. Compared to the results obtained by Herzog et al. [128] with
MFIX, our model predicts a similar solid fraction in the core region and
a lower solid fraction near the walls. A possible reason for this deviation
could be the coarser grid spacing and/or different parameters of the Johnson
and Jackson wall boundary condition used by Herzog et al. [128]. The solid
velocity shows a similar trend with very good agreement in the core region
and deviations near the wall compared to the results obtained with MFIX.
Our solid-fraction and solid-velocity profiles are closer to axial symmetry
as a result of the increased averaging interval and the higher averaging
frequency.
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Figure 6.13: Comparison of the time- and space-averaged pressure drop of our
model with experimental and numerical reference results by Taghipour et al. [126]
and Herzog et al. [128] as a function of the gas inlet velocity Ug,in. Also indicated is
the theoretical pressure drop due to the bed weight and the minimum fluidization
velocity.
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Figure 6.14: Comparison of the time- and space-averaged normalized bed height
Ĥ/H0 of our model with experimental and numerical results by Taghipour et al.
[126] and Herzog et al. [128] as a function of the inlet velocity Ug,in.
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Figure 6.15: Comparison of the time-averaged solid-fraction profile of our model
with experimental and numerical reference results by Taghipour et al. [126] and
Herzog et al. [128] for a gas inlet velocity of Ug,in = 0.46m/s at y = 0.2m. (Due
to overlapping symbols, only every second data point is shown in our results.)
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Figure 6.16: Comparison of the time-averaged solid-velocity profile of our model
with numerical reference results by Taghipour et al. [126] and Herzog et al. [128]
for an inlet velocity of Ug,in = 0.46m/s at y = 0.2m. (Due to overlapping symbols,
only every second data point is shown in our results.)
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6.2 Heat transfer

After the verification and validation of the hydrodynamics, this section
presents verification and validation studies of the heat transfer.

6.2.1 Transient convective heat-transfer verification

The capability of the model to represent transient heat transfer was verified
by using an initially cold packed bed that is heated up by a hot fluid flow.
For large Péclet numbers (Pe > 100), conduction is negligible and neglecting
wall effects allows simplification to a one-dimensional convection problem
with an interfacial heat-transfer term [129]. The solid- and fluid-phase en-
ergy conservation equations to this problem are given by

αsρscp,s
∂Ts
∂t

= hfs (Tf − Ts) (6.3)

(1− αs) ρfcp,f
∂Tf
∂t

+ (1− αs) ρfcp,fUf
∂Tf
∂x

= hfs (Ts − Tf ) (6.4)

where the subscript f describes the fluid phase and hfs is the fluid-solid
heat-transfer coefficient [130]. Together with suitable initial and boundary
conditions, this system of equations can be solved analytically as shown
by Schumann [131]. Table 6.4 list the applied model parameters. Figure
6.17 shows the normalized fluid-temperature profile in flow direction of the
analytical solution compared to the results of our model for several time
steps. The results predicted by our model are in excellent agreement with
the analytical solution of Schumann.

Table 6.4: Model parameters of the convective heat transfer verification case.

Property Symbol Value
grid cell size ∆x 0.5mm
tube height h 2.0m
packed bed height h0 1.5m
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solid fraction αs 0.5
solid density ρs 8500 kg/m3

solid heat capacity cp,s 385 J/kg m3

solid thermal conductivity ks,bulk 0W/kg K
particle diameter dp 3.95mm
Prandtl number Pr 0.8374
Reynolds number Re 3950
Péclet number Pe = RePr 3308
fluid density ρf 1000 kg/m3

fluid kin. viscosity νf 1× 10−7 m2/s
fluid heat capacity cp,f 4187 J/kgK
fluid thermal conductivity kf,bulk 0.5W/m K
fluid inlet velocity Uf,in 0.15m/s
initial temperature T0 300K
fluid inlet temperature Tf,in 400K

6.2.2 Radiation heat-transfer verification

The implementation of the P1-approximation was verified by comparing the
incoming irradiation in a two-dimensional square enclosure predicted by our
model with the analytical solution of the P1-approximation and the exact
solution with Monte Carlo ray tracing [57]. The square enclosure has a
purely scattering medium in between, a hot bottom wall at Tw,hot = 300K
emitting radiation, and cold side and top walls at Tw,cold = 0K absorbing
radiation. The square side length is L = 1.0m and the medium in between
has a scattering coefficient of σs = 1.0m−1. The incoming irradiation onto
a wall was calculated from

Ew = qrad,w · nw (6.5)
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Figure 6.17: Normalized fluid-temperature profile along the flow direction in a
one-dimensional packed bed for different time steps. The analytical solution of
Schumann [131] is compared to the results predicted by our model. (Symbols are
shown for every 4th grid cell.)
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where qrad,w is the radiative heat flux on the wall and nw is the wall-surface
normal vector pointing out of the domain (qrad,w · nw > 0 for net incoming
heat flux and qrad,w · nw < 0 for net outgoing heat flux). For the incident
radiation Marshak’s wall boundary condition [119, 120] was applied. Table
6.5 lists the relevant model parameters.

Figure 6.18 compares the results for the incoming irradiation on the
square-enclosure walls. The results of our numerical model agrees well with
the analytical solution of the P1-approximation but differs from the exact
solution computed with the Monte Carlo method. This difference is well
known for optically-thin (τ � 1) cases [57]. In the present case with a dense
suspension of small particles, the mean optical thickness is τ = O(100) and
therefore suitable for the P1-approximation.

Table 6.5: Model parameters of the radiation-model verification case.

Property Symbol Value
grid cell size ∆x 10mm
side length L 1.0m
scattering coefficient σs 1.0m−1

absorption coefficient κ 0.0m−1

wall emissivity ε 1.0
bottom wall temperature Tw,hot 300K
top and side wall temperatures Tw,cold 0K

6.2.3 Steady-state conduction and radiation validation

Combined conduction and radiation heat transfer was validated with steady-
state temperature measurements by Kamiuto et al. [132]. They considered
an annular packed bed formed by concentric tubes and cordierite spheres
with a mean diameter of 6.94mm. The inner tube was heated electrically
and the outer tube was cooled to maintain a constant temperature gradi-
ent. Due to the tube length and uniform heating, axial boundary effects



Chapter 6. Model verification and validation 119

0
0
.2

0.
4

0.
16

0.
180.
2

0.
22

0.
24

x
(m

)

Ew/σT
4
w,hot

to
p

w
al

l

0
0.
2

0.
4

0
.6

0.
8

1

0
.2

0
.4

0
.6

0
.8

y
(m

)

si
de

w
al

l

M
on

te
C

ar
lo

,M
od

es
t

(2
01

3)
P

1-
ap

pr
ox

.,
M

od
es

t
(2

01
3)

P
1-

ap
pr

ox
.,

th
is

w
or

k

0
0.
2

0.
4

−
0.
2

−
0.
10

0.
1

0.
2

x
(m

)

bo
tt

om
w

al
l

F
ig
ur
e
6.
18
:
C
om

pa
ri
so
n
of

th
e
no

rm
al
iz
ed

in
co
m
in
g
ir
ra
di
at
io
n
on

th
e
w
al
ls
of

a
sq
ua

re
en

cl
os
ur
e
w
it
h
a
ho

t
bo

tt
om

w
al
la

nd
co
ld

to
p
an

d
si
de

w
al
ls
co
nt
ai
ni
ng

a
pu

re
ly
-s
ca
tt
er
in
g
m
ed

iu
m

w
it
h
ou

r
P
1
-a
pp

ro
xi
m
at
io
n
an

d
th
e
an

al
yt
ic
al

P
1
-a
pp

ro
xi
m
at
io
n
an

d
th
e
M
on

te
C
ar
lo

re
su
lt
s
by

M
od

es
t
[5
7]
.



120 6.2. Heat transfer

were negligible. Coupled with a constant temperature in the circumferen-
tial direction, the problem can be treated as one-dimensional. The model
parameters are listed in Table 6.6.

Figure 6.19 compares the normalized steady-state solid-temperature pro-
files predicted by our model with the experimental results as a function of
the inner tube wall temperature. Numerical results were obtained with and
without the P1-approximation. The model is seen to be in good overall
agreement with the experimental data. As the inner tube wall temperature
increases, good agreement can only be obtained by modeling the effects of
radiation.

Table 6.6: Model parameters of the steady-state conduction and radiation heat-
transfer validation.

Property Symbol Value/Correlation
grid cell size ∆x 0.5mm
characteristic length L 0.086m
solid fraction αs 0.562
solid density ρs 2600 kg/m3

solid heat capacity cp,s 1070 J/kgK
solid thermal conductivity ks,bulk 1.707W/mK
particle diameter dp 6.94mm
gas density ρg 0.746 kg/m3

gas heat capacity cp,g 1026 J/kgK
gas thermal conductivity kg,bulk 0.0386W/mK
cold wall temperature Tw,cold 296.2–297.6K
hot wall temperature Tw,hot 372.8–777.2K
extinction coefficient β = κ+ σs correlation from [82]
scattering albedo ω = σs/β 0.3 [132]
cold and hot wall emissivity ε 1.0 and 0.5 [132, 133]
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bed of cordierite spheres for different temperature gradients. Experimental results
from Kamiuto et al. [132] compared to one-dimensional numerical results with and
without the P1 radiation model.
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6.3 Conclusion

A detailed model to predict the hydrodynamics and heat transfer in dense
gas-particle systems was built on the open-source code OpenFOAM. The
model is based on a two-phase Euler-Euler approach and uses an existing
transient compressible solver that was extended to include radiation heat
transfer together with a model to calculate the effective heat conductivities
based on the local solid volume fraction.

An extensive verification and validation procedure was performed in
which the hydrodynamics and heat transfer were examined separately. A
single-phase flow verification was performed by using the analytical solution
of the fully developed velocity profile in a two-dimensional pipe flow. The
analytical and numerical results were in excellent agreement. An extensive
grid-refinement and time-average study was done for a bubbling fluidized
bed and the converged results were compared to experimental and numerical
results from literature.

The transient convective heat transfer was verified by using the analyt-
ical solution of forced convection in a one-dimensional packed bed. The
radiation heat-transfer model was verified by comparing the incoming irra-
diation in a square enclosure predicted by our model with the analytical so-
lution of the P1-approximation. For both heat-transfer verification studies,
the analytical and numerical results were in excellent agreement. Steady-
state conduction combined with radiation was validated with experimental
results from literature using an annular packed bed formed by concentric
tubes and cordierite spheres. The model showed good agreement with the
experimental results over a large range of temperatures.
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Results1

Having verified and validated the model, attention is now focused on the
previously mentioned dense gas-particle-suspension solar receiver [6]. To
reduce the computational cost, the simulation uses a two-dimensional planar
representation of the CSP plant. This simplification can be justified for the
slowly bubbling fluidization regime with small particles (Geldart Group A–
B) since the hydrodynamic difference between two and three dimensions is
small [134].

7.1 Simulation of CSP plant

Figure 7.1 shows a schematic of the model that includes a particle-suspension
dispenser in the lower part, a heated riser tube in the middle, and a stor-
age/outlet section in the upper part. A complete description of the setup
and the experimental campaign is given in [6]. The riser-tube diameter is
dtube = 36mm and the heated section height is Hheated = 0.5m with its
center located at the origin as indicated in the figure. SiC particles with a

1Material from this chapter has been published in:
J. Marti, A. Haselbacher, and A. Steinfeld, “A numerical investigation of gas-particle
suspensions as heat transfer media for high-temperature concentrated solar power,” In-
ternational Journal of Heat and Mass Transfer, accepted, 2015

123
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Sauter mean diameter of 64 µm were used in the experiments.
Based on averaged experimental results, the gas- and solid-phase wall-

temperature boundary conditions in the heated tube section (−0.25m ≤
y ≤ 0.25m) were modeled by assuming a steady parabolic temperature
profile T (y) = 589 + 86 y − 408 y2 as indicated in the figure. The wall tem-
perature in the upper riser section decreased linearly with 100K/m. At all
other locations the wall temperature was fixed at 400K. The initial solid
and the inflow gas temperature were likewise 400K. The P1 radiation model
used Marshak’s boundary condition [119] with an assumed wall emissivity
of ε = 0.8 [135]. The absorption and scattering coefficients of the parti-
cle suspension required by Eq. (5.49) were determined in Part I using an
experimental-numerical approach. In the lower section, two initially filled
particle feeding tubes continuously fed particles to the suspension dispenser.
The bottom wall was impermeable for the solid phase and a continuous gas
inlet velocity of Ug,in = 5.5mm/s was specified. This inlet velocity is equal
to the minimum fluidization velocity of the particles. A lateral aeration
inlet in the lower section of the riser tube was needed to control the flu-
idization behavior of the suspension. The aeration velocity depended on
the experimental operating conditions (Ug,aer = 0.16–1.26mm/s). In the
experimental setup, some of the air leaked through the particle feeder. This
leakage volume-flow rate was estimated by subtracting the air volume flow
rate at the riser inlet from the air volume-flow rate at the inlet of the suspen-
sion dispenser. The riser-inlet velocity Ug,riser,in is based on the superficial
slip velocity between the gas and solid phase, which was determined by a
helium-tracking technique [136]. This slip velocity was shown to be similar
to the minimum fluidization velocity independent of the operating condi-
tions. With a measured mean solid velocity, the air velocity at the riser
inlet can be derived. Since the experimentally determined air-leakage flow
rate was not constant, several different leakage flow rates were considered
by changing the gas outlet velocity (Ug,leak = 1.0–3.5mm/s) in the upper
part of the particle feeding tube. These velocities were in the range of the
experimentally determined values.
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To ease the comparison of experimental and numerical results for dif-
ferent aeration inlet velocities Ug,aer, a theoretical aeration riser velocity
Ug,aer,riser is calculated by dividing the aeration volume-flow rate in stan-
dard cubic meters per second by the riser cross section. This results in
a theoretical velocity that is independent of the variable riser inlet veloc-
ity Ug,riser,in and compressibility effects due to pressure and temperature
influences.

A no-slip boundary condition was applied to the gas phase while the
solid-phase velocity on walls was determined from the Johnson and Jack-
son partial-slip boundary condition [109]. In the upper part, an opening
with imposed atmospheric pressure of patm = 0.85× 105 Pa allowed air and
particles to leave the system.

The gas phase was treated as an ideal gas with a constant specific heat
capacity. The temperature-dependent gas viscosity was calculated based on
the Sutherland’s formula [137] and the temperature-dependent thermal con-
ductivity was determined from the modified Eucken relation [138, 139]. The
solid-phase heat capacity and the thermal bulk conductivity were calculated
with temperature-dependent polynomial correlations [20]. The restitution
coefficient of the solid phase and the walls was assumed to be er = 0.95. The
gravitational constant was set to g = 9.81m/s2 in the negative y-direction.
A compilation of the model parameters is listed in Table 7.1.

Table 7.1: Model parameters of the CSP plant.

Property Symbol Value/Correlation
atmospheric pressure patm 0.85× 105 Pa
initial solid fraction αs,0 0.4
max. solid fraction αs,max 0.5
solid density ρs 3210 kg/m3

solid heat capacity cp,s correlation from Munro [20]
solid thermal conductivity ks,bulk correlation from Munro [20]
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Sauter mean particle di-
ameter

dp 64 µm

restitution coefficient er 0.95
gas density ρg ideal gas
gas viscosity µg Sutherland’s formula [137]
gas heat capacity cp,g 1005 J/kgK
gas thermal conductivity kg,bulk modified Eucken relation [139]
extinction coefficient β correlation from Singh et al. [82]
scattering albedo ω correlation from Marti et al. [86]
wall emissivity ε 0.8 [135]

7.1.1 Grid-refinement and averaging study

In a way similar to the validation case of the hydrodynamics, a grid-refinement
and averaging study was performed for the simulation of the CSP plant. To
reduce the computational time, these studies were performed by considering
a bubbling fluidized bed in the heated riser section only and neglecting the
rest of the CSP plant. The solid and gas phase were initially at 750K and
the wall temperature was modeled by assuming a steady parabolic temper-
ature profile given by T (y) = 800− 800 y2.

Grid-refinement study

The continuum representation of the solid phase is only valid for a grid
spacing much larger than the particle diameter. On the other hand, the
near-wall region of the heated riser must be highly resolved for accurate
prediction of the temperature gradient. The smallest cell size is therefore a
compromise between the particle diameter and the required near-wall reso-
lution. The influence of the computational grid was evaluated by performing
a grid-refinement study with five grid levels. Table 7.2 lists the considered
grids with the maximum and minimum cell size, maximum stretching ratio,
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Figure 7.1: Schematic of the numerical model with indicated boundary conditions
and system dimensions. The origin is located in the middle of the heated tube
section.
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and number of cells. The smallest cell at the wall was 0.033mm and the
maximum stretching ratio was less than 1.1 to avoid large numerical errors.
The two coarsest grids use a uniform grid spacing over the complete cross
section while Grids 3–5 use a uniform grid spacing in the center region and
a continuously refined grid in the radial direction towards the wall. Figure
7.2 shows a close-up of Grid 3 with indicated near-wall and center region.
The refinement towards the wall starts at a distance of 8.0mm from the
wall.

Figure 7.3 compares the different grid spacings as a function of the radial
direction. The minimum cell size of Grid 5 is about half the size of the
used particle diameter and therefore clearly below the limit for using the
continuum representation of the solid phase. Nevertheless, Grid 5 is used for
comparison and to demonstrate the problematic of resolving the near-wall
region without using a grid spacing below the particle diameter.

A comparison of the different solid fraction fields for the investigated
computational grids is depicted in Figure 7.4. The figure shows on top the
solid fraction field at t = 1 s where the initial bubbles start to rise and below
the bubbling fluidized bed at t = 25 s. The coarsest grid is not capable of
resolving the bubbles properly while the best bubble resolution is achieved
with Grid 4, which has the smallest grid spacing in the core region.

To investigate the influence of the computational grid on the hydrody-
namics, the solid velocity and solid fraction profiles as well as the cross-
section-averaged solid fraction in the axial direction were compared for
the different grids levels. The influence on the heat transfer was evalu-
ated by comparing solid-temperature profiles and solid-temperature gradi-
ent profiles. For the grid-refinement study, a constant gas inlet velocity of
Ug,in = 0.04m/s was used. This velocity corresponds approximately to the
superficial air velocity in the riser of the CSP plant. The considered values
were time averaged with a time-averaging interval between tstart = 5 s and
tend = 60 s and an averaging frequency of fave = 20Hz as explained in Sec-
tion 5.5. The shown values are either cell-centered values if the data points
are located within the computational domain or face-centered values if the
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Table 7.2: Grid characteristics of the grid-refinement study of the heated riser
section with maximum max(∆xi) and minimum cell size min(∆xi) in millimeters,
maximum stretching ratio max (∆xi/∆xi+1), number of cells in the near-wall
region for one side and one row of cells Ni,wall, and the total number of cells
Ni,tot.

Grid max(∆xi) min(∆xi) max
(

∆xi

∆xi+1

)
Ni,wall Ni,tot

1 2.0 2.0 1.0 4 4500

2 1.0 1.0 1.0 8 18 000

3 1.0 0.1984 1.099 16 26 000

4 0.5 0.1 1.05 32 52 000

5 1.0 0.0328 1.077 32 42 000

y

x

near-wall region near-wall regioncenter region

Figure 7.2: Close-up of Grid 3 with indicated near-wall region (refined grid) and
center region (uniform grid). The near-wall region starts 8.0mm from the wall.
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Figure 7.3: Comparison of the considered grid spacings as a function of the radial
direction for the grid-refinement study of the heated riser section.
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Figure 7.4: Solid fraction of the bubbling fluidized bed for Grids 1–5. On top at
t = 1 s and below at t = 25 s.
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data points are located on boundaries.
Figure 7.5 shows the time-averaged solid-velocity profiles at the axial

locations y = 0.0m (a) and y = −0.1m (b) for the different grid-refinement
levels. In the center region, the results are similar for the considered grid
levels. Towards the walls the differences increases while especially the result
with Grid 1 differs considerably from the results with Grids 2–5.

The time-averaged solid-fraction profiles for the different grid levels at
the axial locations y = 0.0m (a) and y = −0.1m (b) are presented in
Figure 7.6. For both axial locations, Grid 1 underpredicts the solid fraction
by about 15% compared to the solid-fraction profile with Grids 2–5, which
are similar. The predicted solid-fraction profiles with Grids 2–5 have in the
center region some fluctuations. This results probably from a time-averaging
interval that was not long enough to reach fully converged time-averaged
results.

Figure 7.7 shows the time- and cross-section-averaged solid fraction in
the axial direction for the different grid levels. The axial location of the steep
solid fraction decrease corresponds to the transition from the bubbling flu-
idized bed (dense region) into the freeboard region and indicates therefore
the time-averaged bed height. The result with Grid 1 clearly overestimates
the bed expansion predicted with Grids 2–5. The bed heights with Grids
2, 3, and 5 are very similar whereas the result with Grid 4 shows the small-
est bed height. A reduction of the grid spacing in the center region leads
therefore to a decrease of the bed expansion. This is a known behavior for
Euler-Euler simulations with Geldart Group A particles [140, 141]. It is as-
sumed that this reduction of the bed expansion results from a more detailed
resolution of the bubbles as the grid spacing decreases. A reduction of the
grid spacing from 1.0mm to 0.5mm leads to reduction of the time-averaged
bed height of about 4%.

To study the influence of the computational grid on the heat transfer, the
solid-temperature and solid-temperature-gradient profiles were compared
for the different grid levels. The solid-phase temperature did not reach a
quasi-steady state for the considered starting time (tstart = 5 s) of the time-
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averaging interval. Therefore, the solid phase was heating up during the
time averaging.

The time-averaged solid-temperature profiles at the axial locations y =

0.0m (a) and y = −0.1m (b) for the different grid-refinement levels are
shown in Figure 7.8. A close-up of the first 1.5mm from the left wall is
indicated in Figure 7.9. The grid spacing of Grids 1 and 2 are too big to
capture the steep temperature increase towards the heated wall. The tem-
perature predictions with Grids 3–5 show a very good agreement with a
maximum temperature difference of 0.4% located on the centerline. The
close-up of the near-wall region shows the importance of the near-wall res-
olution to accurately predict the steep temperature gradient towards the
wall.

Figure 7.10 presents the time-averaged solid-temperature gradients at
the axial locations y = 0.0m (a) and y = −0.1m (b) for the different grid
levels in the first 1.5mm from the left wall. The radial temperature gradient
was estimated by using second-order Lagrange interpolation polynomials
[142]. As for the temperature profiles, Grids 1 and 2 are clearly too coarse
to resolve the temperature gradient in the near-wall region. The predicted
temperature gradients with Grids 3–5 show good agreement up to a distance
of about 0.5mm from the wall. At the wall, the temperature gradients can
differ considerably between the different grid levels and there is no obvious
trend. It is expected that this discrepancy is partly due to an averaging-
interval not long enough to reach a fully-converged time-averaged result. In
addition, the application of the continuum approach to represent the solid
phase with highly resolved grids in the near-wall region has probably also
an influence on the shown discrepancies of the temperature gradients.

Although there are some differences, it is assumed that Grid 3, with a
cell size of 1.0mm in the center region and a minimum cell size of 0.2mm,
is adequate and leads to nearly grid-independent results. Furthermore, the
smallest grid spacing of Grid 3 is three times larger than the particle di-
ameter of dp = 64 µm. This should be appropriate to apply, even in the
near-wall region, the continuum representation of the solid phase.
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Figure 7.5: Time-averaged solid-velocity profiles at y = −0.1m (a) and y = 0.0m
(b) for different grid-refinement levels with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.6: Time-averaged solid-fraction profiles at y = 0.0m (a) and y = −0.1m
(b) for different grid-refinement levels with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.7: Time- and cross-section-averaged solid fraction in the axial direction
for different grid-refinement levels with a gas inlet velocity of Ug,in = 0.04m/s.
(To avoid overlapping, symbols are not shown.)

Time-averaging study of heated riser section

The time averaging of the transient results was assessed by varying the
averaging interval between tstart = 5 s and tend = 10–120 s and the averaging
frequency from 1Hz to 100Hz. For each time average, the first five seconds
of the simulation run were neglected to allow enough time for the transition
from the initial packed bed to the bubbling state. Based on the previous
grid-refinement study, Grid 3 was used with a constant gas inlet velocity of
Ug,in = 0.04m/s. Since the grid spacing is the same for each shown curve,
no symbols are used to visualize the cell locations.

Figures 7.11, 7.12, 7.14, and 7.13 show the time-averaged solid-velocity,
solid-fraction, and solid-temperature profiles at the axial locations y = 0.0m
(a) and y = −0.1m (b) as well as the time- and cross-section-averaged
solid fraction in the axial direction. The results are presented for different
averaging frequencies and a constant averaging interval between tstart = 5 s
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Figure 7.8: Time-averaged solid-temperature profiles at y = 0.0m (a) and y =

−0.1m (b) for different grid-refinement levels with a gas inlet velocity of Ug,in =

0.04m/s.
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Figure 7.9: Time-averaged solid temperature in the near-wall region at y = 0.0m
(a) and y = −0.1m (b) for different grid-refinement levels with a gas inlet velocity
of Ug,in = 0.04m/s.
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Figure 7.10: Time-averaged solid-temperature gradient in the near-wall region at
y = 0.0m (a) and y = −0.1m (b) for different grid-refinement levels with a gas
inlet velocity of Ug,in = 0.04m/s.
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and tend = 60 s. Increasing the averaging frequency from 20Hz to 100Hz
has no considerable influence on the solid velocity, solid fraction, or solid
temperature. A averaging frequency of 20Hz was therefore assumed to be
sufficient.

The time-averaged solid-velocity and solid-fraction profiles at the axial
locations y = 0.0m (a) and y = −0.1m (b) and the time- and cross-section-
averaged solid fraction in the axial direction are presented in Figures 7.15,
7.16, and 7.17, respectively. The results are shown for different averaging
intervals and a constant averaging frequency of 20Hz. Increasing the end
time of the time average from tend = 60 s to tend = 120 s has no considerable
influence on the solid velocity or solid fraction. It was thus assumed that
an averaging interval between tstart = 5 s and tend = 60 s is adequate and
leads to averaging-interval-independent results. The influence of the time-
averaging interval on the solid temperature is not shown since increasing
the averaging interval will increase the solid temperature and a comparison
is of limited used.

A converged time-averaged solid-fraction and solid-velocity field was
therefore achieved by using an averaging frequency of 20Hz together with
an averaging interval between tstart = 5 s and tend = 60 s. The bubbles had
a mean bed-residence time of approximately 1.3 s. As a result, the required
averaging procedure corresponds to about 42 bubble mean bed-residence
times and about 26 data sets were averaged per bubble mean bed-residence
time.

Time-averaging study of CSP plant

A visualization of the instantaneous solid-fraction field of the complete
CSP-plant model together with close-ups of the solid-fraction and solid-
temperature field in the heated riser section are depicted in Figure 7.18.
Compared to the previously investigated riser section, the complete CSP
plant required a longer averaging interval due to the increased length scale
in the axial direction. Furthermore, the complete CSP plant needed a longer
starting time to reach a quasi-steady state. This results mainly from the
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Figure 7.11: Time-averaged solid-velocity profiles at y = 0.0m (a) and y = −0.1m
(b) for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.12: Time-averaged solid-fraction profiles at y = 0.0m (a) and y = −0.1m
(b) for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.13: Time- and cross-section-averaged solid fraction in the axial direc-
tion for different averaging frequencies and a constant averaging interval between
tstart = 5 s and tend = 60 s with a gas inlet velocity of Ug,in = 0.04m/s.

heating time of the initial cold particles and the required time to reach a
quasi-steady mass flow rate.

Figure 7.19 (a) shows the cross-section-averaged solid temperature at
the axial locations y = −0.25m, y = 0.25m, and y = 0.0m of the riser of
the complete CSP plant. The considered axial locations correspond to the
inlet, outlet, and midpoint of the heated riser section. The shown solid tem-
peratures are time averaged by using the moving average given in Eq. (5.67)
while storing and resetting the time-averaged result every second. This pro-
cedure reduces strong fluctuations to improve the visualization. During the
first 50–100 s, the solid phase heats up from the initial 400K to a quasi-
steady temperature that depends on the axial location. A close-up of the
cross-section-averaged solid temperatures are presented in Figure 7.19 (b).
The results in Figure 7.19 (b) are extended with moving averages starting at
t = 200 s. These additional moving averages (solid line) are not reset every
second and they approach a statistical steady state after about 150–200 s.
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Figure 7.14: Time-averaged solid-temperature profiles at y = 0.0m (a) and y =

−0.1m (b) for different averaging frequencies and a constant averaging interval
between tstart = 5 s and tend = 60 s with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.15: Time-averaged solid-velocity profiles at y = 0.0m (a) and y = −0.1m
(b) for different averaging intervals and a constant averaging frequency of 20Hz
with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.16: Time-averaged solid-fraction profiles at y = 0.0m (a) and y = −0.1m
(b) for different averaging intervals and a constant averaging frequency of 20Hz
with a gas inlet velocity of Ug,in = 0.04m/s.
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Figure 7.17: Time- and cross-section-averaged solid fraction in the axial direction
for different averaging intervals and a constant averaging frequency of 20Hz with
a gas inlet velocity of Ug,in = 0.04m/s.

Figure 7.20 (a) shows the space-averaged solid-phase mass flow leaving
the computational domain through the outlet (see Figure 7.1) per riser cross
section. The initial horizontal line indicates the time it takes for the solid
phase to reach from the initial state the outlet of the CSP plant. In the
present situation this corresponds to about 40 s. Due to the rising bubbles,
the solid phase leaves the system in irregular waves. This results in the
strong fluctuations shown in the figure and complicates the determination
of the time- and cross-section-averaged solid mass flow rate.

To simplify this task, the temporal change of the solid-phase mass lo-
cated in the computational domain is considered as elaborated in the fol-
lowing. In a quasi-steady state, the time-averaged mass flow rate leaving
the computational domain through the outlet is equal to the mass flow rate
passing through the riser. The time- and space-averaged solid mass flow
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Figure 7.18: Visualization of the instantaneous solid-fraction field of the com-
plete CSP-plant model together with close-ups of the solid-fraction and solid-
temperature field in the heated riser section.
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rate leaving the system between the tstart and tend is calculated from

̂̇ms =
m̂s

tend − tstart
=

ρs
tend − tstart

(
V tstarts − V tend

s

)
=

ρs
tend − tstart

(∫

Vcomp,dom

αtstarts dV −
∫

Vcomp,dom

αtend
s dV

)
(7.1)

where Vcomp,dom is the volume of the computational domain and V tstarts and
V tend
s are the solid-phase volumes in the computational domain at the time
tstart and tend, respectively. The influence of local extrema at tstart or tend
can be reduced by using a small time interval and taking the average of the
individual contributions. This is visualized in Figure 7.20 (b) representing
the time integration of the solid-phase mass flow rate leaving the system per
riser cross section. The shown result is achieved by using Eq. (7.1) with a
time interval of 1 s and summing up the individual contributions. The slope
of the indicated linear fit for t ≥ 200 s is equal to the time-averaged solid-
phase mass flow rate after reaching a quasi-steady state. With this method
to determine the time-averaged solid-phase mass flow rate, the numerical
errors resulting from the fluctuations of the solid mass flow rate are reduced.

Due to the size of the CSP plant, the low velocities, and the unsteady
nature of the system, a start-up phase of about 150–200 s was required to
reach from the initial condition a quasi-steady state of the solid mass flow
rate and the solid temperature. For the time averaging itself, an additional
averaging interval of about 150–200 s with a averaging frequency of 20 Hz
was needed to reach converged statistics. This corresponds to about 20–100
bubble residence times over the complete riser and around 30–150 data sets
per bubble residence time.

7.1.2 Comparison with experimental results

The wall-to-bed heat-transfer coefficient is of central importance to the per-
formance of the CSP plant. For both the experimental and numerical results
this coefficient was determined by first calculating the time- and space-
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averaged power transmitted to the solid phase from

Q̂s = ̂̇ms

(
T̂ s,out − T̂ s,in

)
cp,s

(
T̂ s,mean

)
(7.2)

where ̂̇ms, T̂ s,in, and T̂ s,out are the time- and space-averaged solid mass
flow rate and inlet and outlet solid-phase temperatures in the heated riser
section, respectively, and cp,s is a function of T̂ s,mean =

(
T̂ s,out + T̂ s,in

)
/2.

For the experimental results, ̂̇ms was determined by weighing the mass of
particles leaving the riser tube divided by the elapsed time of each mea-
surement. The temperatures T̂ s,in and T̂ s,out were determined by directly
measuring the suspension temperature at the in- and outlet of the heated
riser section with two K-type thermocouples at each location and averaging
the mean temperature of both thermocouples over time. The time- and
heated-riser-section averaged wall-to-bed heat-transfer coefficient ĥwb was
then calculated from

ĥwb =
Q̂s

AwT̂LMTD

(7.3)

where Aw is the internal wall area and T̂LMTD is the time- and space-
averaged logarithmic mean temperature difference given by

T̂LMTD =

(
Tw,in − T̂ s,in

)
−
(
Tw,out − T̂ s,out

)

ln
((

Tw,in − T̂ s,in
)/(

Tw,out − T̂ s,out
)) (7.4)

where Tw,in and Tw,out are the time-averaged internal wall temperatures
at the in- and outlet of the heated riser section, which are constant for the
numerical model.

Figure 7.21 compares the experimental and numerical results for the
wall-to-bed heat-transfer coefficient as a function of the aeration riser ve-
locity. The numerical results have been obtained for several values of the
air-leakage velocity to cover the approximate range of values observed in
the experiments. For both the experimental and numerical results an in-
creased aeration riser velocity leads to a decreasing wall-to-bed heat-transfer
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coefficient. This is due to increased heat removal by the air flow and the re-
sulting reduction of the solid temperature reduces the thermal energy stored
and transported in the solid phase. The numerical results agree quite well
with the experimental results for intermediate and high aeration riser ve-
locities with a relative mean difference of 19.9%. For low aeration riser
velocities, the difference between experimental and numerical results can be
significant. The substantial difference of the numerical results for different
air-leakage velocities reveals the importance of this value on the wall-to-bed
heat-transfer coefficient.

Figure 7.22 shows the time- and space-averaged solid mass flux in the
riser as a function of the air-leakage velocity. The multiple data points for a
given air-leakage velocity correspond to different aeration inflow velocities.
For the considered range, the solid mass flux decreases linearly with an
increasing air-leakage velocity. This trend is explained by the reduced riser-
inlet velocity caused by an increasing air-leakage velocity in the particle
feeding tubes.

The influence of the riser-inlet air velocity on the wall-to-bed heat-
transfer coefficient is depicted in Figure 7.23. Both experimental and nu-
merical results show that an increase of the riser-inlet velocity leads to
an increase of the wall-to-bed heat-transfer coefficient. The numerical re-
sults significantly overpredict the measured heat-transfer coefficient for low
aeration riser velocities. For medium to high aeration riser velocities, the
agreement is quite good.

Figure 7.24 presents the time- and space-averaged pressure drop and
solid fraction in the riser tube as a function of the aeration riser velocity. The
multiple data points for a given aeration riser velocity correspond to different
riser-inlet velocities. The experimental solid fraction was calculated based
on the measured pressure drop [6]. Good agreement between experimental
and numerical results is obtained for both pressure drop and solid fraction
with relative mean differences of 4.6% and 3.3%, respectively. Increasing
the aeration flow rate decreases the solid fraction in the riser and results,
as expected, in a reduced pressure drop.
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Experiments with the CSP plant showed that an increase of the aeration
flow rate had no influence on the solid mass flow rate [143]. The numerical
model reproduced this behavior. In addition, it was observed that in the
simulations an increase of the aeration flow rate increased the bubble forma-
tion and frequency. The previous results demonstrate that the model can
predict the hydrodynamic and heat-transfer processes in a highly complex
gas-particle system with good accuracy. The discrepancies are attributed
to three main sources: measurement errors and uncertainties, uncertain-
ties in boundary conditions due to incomplete experimental data, and the
assumption of a two-dimensional geometry.
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Figure 7.21: Comparison of the experimental and numerical values of the wall-
to-bed heat-transfer coefficient as a function of the aeration riser velocity. The
numerical results are for different air-leakage velocities.
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Figure 7.22: Numerical result of the solid mass flux in the riser tube as a function
of the air-leakage velocity in the particle feeding tubes. The multiple data points
for a given air-leakage velocity correspond to different aeration inflow velocities.



156 7.1. Simulation of CSP plant

200

400

600

800
numerical

ĥ
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7.2 Parameter study

Having demonstrated good agreement between the simulation and exper-
imental data, the model can now be used to investigate the influence of
parameters that were not studied experimentally due to experimental limi-
tations of the CSP plant. Two parameter studies were performed where the
influence of the wall temperature of the heated riser section (T̂w = 581, 981,
and 1281K) and the riser diameter (dtube = 36, 46, 54, and 72mm) were
analyzed. As before, a start-up phase of about 150–200 s was required to
reach a quasi-steady state and an averaging interval of about 150–200 s with
a averaging frequency of 20Hz was needed to reach converged statistics.

7.2.1 Influence of riser-wall temperature

The temperature T̂w = 581K corresponds to the averaged riser-wall temper-
ature of the experimental campaign [6], T̂w = 981K corresponds approxi-
mately to the upper limit where conventional refractory-steel riser tubes are
still applicable, and T̂w = 1281K corresponds approximately to the maxi-
mum intended riser-wall temperature for the present CSP application. To
investigate the influence of the riser wall temperature, a constant set of gas-
phase boundary conditions (Ug,in = 5.5mm/s, Ug,aer,riser = 44.0mm/s, and
Ug,leak = 2.5mm/s) with a particle diameter of dp = 64 µm was used. The
different wall temperatures were achieved by scaling the parabolic temper-
ature profile in the heated riser section as shown in Figure 7.1.

Figure 7.25 shows the time- and space-averaged (a) wall-to-bed heat-
transfer coefficient, (b) solid temperature at the in- and outlet of the heated
riser section, (c) solid mass flow per riser cross section, and (d) solid frac-
tion in the heated riser section as a function of the space-averaged riser-wall
temperature. The wall-to-bed heat-transfer coefficient decreases with an
increasing riser-wall temperature. To find the reason for this behavior, the
calculation method of the wall-to-bed heat-transfer coefficient has to be an-
alyzed in detail. The wall-to-bed heat-transfer coefficient was determined
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by Eq. (7.3) and depends on the power transmitted to the solid phase Q̂s,
the LMTD, and the internal wall area. The power transmitted to the solid
phase was calculated from Eq. (7.2) and depends on the solid mass flow,
the solid-phase temperature difference between the in- and outlet of the
heated section, and the temperature dependent heat capacity. As depicted
in Figure 7.25 (c), the solid mass flow is nearly independent on the riser-
wall temperature. The heat capacity depends on the mean solid tempera-
ture T̂ s,mean that increases from 518–971K when increasing the riser-wall
temperature from 581–1281K, resulting in an increase of the heat capacity
from 942–1162 J/kgK. As indicated in Figure 7.25 (b), the temperature
difference between the inlet (y = −0.25m) and the outlet (y = 0.25m) of
the heated riser section increases from 78–295K when increasing the riser-
wall temperature from 581–1281K. Therefore, the power transmitted to the
solid phase increases considerably with an increasing riser-wall temperature.
With an increasing Q̂s and a constant internal wall area, the decrease of
the wall-to-bed heat-transfer coefficient for an increasing riser-wall temper-
ature must be, as given by Eq. (7.3), due to an increasing T̂LMTD. This is
indicated in Figure 7.26, where T̂LMTD is shown as a function of the riser-
wall temperature. Increasing the riser-wall temperature leads to an almost
linear increase of T̂LMTD. As depicted in Figure 7.25 (d), due to the tem-
perature dependent gas expansion, the solid fraction in the riser decreases
about 20% when increasing the riser-wall temperature by 700K. Increasing
the riser-wall temperature by 700K leads to an increase of the mean sus-
pension temperature by about 450K. This indicates that the particles have
especially for the highest riser-wall temperature not enough time to heat up
and an increase of the particle residence time or an increase of the particle
heating rate is required to make full use of the higher riser-wall temperature.
A more detailed discussion about this topic is given in Section 7.3.1.
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Figure 7.25: Time- and space-averaged (a) wall-to-bed heat-transfer coefficient,
(b) solid temperature at the in- and outlet of the heated riser section, (c) solid
mass flow per riser cross section, and (d) solid fraction in the heated riser section
as a function of the riser-wall temperature.
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Figure 7.26: Logarithmic mean temperature difference as a function of the average
riser-wall temperature.

7.2.2 Influence of riser diameter

To investigate the influence of the riser diameter, the gas-phase velocity at
the suspension-dispenser inlet was kept constant at Ug,in = 5.5mm/s. The
air leakage Ug,leak and aeration velocity Ug,aer were adapted to maintain, in-
dependent of the riser diameter, a constant riser-inlet velocity of Ug,riser,in =

12.5mm/s and an aeration riser velocity of Ug,aer,riser = 44.0mm/s. For
every riser diameter, the heated riser section had the same temperature
profile with an average riser-wall temperature of T̂w = 981K.

Figure 7.27 shows the time- and space-averaged (a) wall-to-bed heat-
transfer coefficient, (b) solid temperature at the in- and outlet of the heated
riser section, (c) solid mass flow per riser cross section, and (d) solid fraction
in the heated riser section as a function of the riser diameter. An increase of
the riser diameter leads to a small increase of the wall-to-bed heat-transfer
coefficient. This is mainly due to an increasing solid mass flow rate when
increasing the riser diameter as indicated in Figure 7.27 (c). It should be
noted that Figure 7.27 (c) depicts the mass flow rate per riser cross section
and the total mass flow rate increases even more strongly due to an increas-
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ing riser cross section with increasing riser diameter. As seen in Figure 7.27
(b), the solid temperature at the outlet of the heated riser section decreases
with increasing riser diameter. This results mainly from the increase of the
total solid mass flow rate while keeping the heat-exchange surface the same.
Although the overall power transmitted to the solid phase increases, the
stronger increase of total solid heat capacity rate Cs = cp,s

̂̇ms decreases the
suspension temperature. An increase of the riser diameter from 36–72mm
results in an increase of the power transmitted to the solid phase by about
27%while the solid heat capacity rate increases by about 62%. This reduces
the solid temperature difference over the heated riser section by about 65K
or 30%. This demonstrates the compromise between increasing the mass
flow of the HTM through the riser and the resulting decrease of the HTM
temperature. Furthermore, this relation gives the possibility to control the
suspension temperature by varying the solid mass flow rate. Indicated in
Figure 7.27 (d), the solid fraction in the heated riser section increases with
increasing riser diameter. This increase is attributed to the reduced suspen-
sion temperature leading to a reduction of the gas expansion. Additionally,
the riser diameter influences the rising bubbles that has also an effect on
the solid fraction. For Geldart Group A particles, the dynamic equilibrium
between bubble coalescence and splitting leads to an increase of the bubble
size towards a maximum size as they move in the axial direction [144]. In
the present case, the maximum bubble size is similar to the smallest con-
sidered riser diameter of driser = 36mm [145]. When the radial extension
of a bubble approaches the riser diameter, it will lead to slug flow where
the complete riser cross section is covered by the gas phase [27]. With a
riser diameter of driser > 36mm, a bubble with a diameter of about 36mm
rises freely and particles can pass the bubble on both sides. This behavior
is shown in Figure 7.28 where the instantaneous solid fraction field is com-
pared for the different riser diameters in a riser section of 1.0m height. For
the smallest riser diameter, some bubbles cover almost the entire cross sec-
tion that leads to slug flow. Increasing the riser diameter avoids, especially
for driser = 72mm, these slugs. Reducing slug flow by increasing the riser
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diameter decreases the bed expansion and increases therefore the average
solid fraction in the riser. In addition, the reduced slug-flow tendency leads
to a more uniform bubble size distribution and reduces pressure oscillations,
which is a favorable effect for steady operation of such a CSP plant.

7.3 Time-averaged heat-transfer mechanisms

After investigating the more general influence of the wall temperature and
the riser diameter on the operating conditions and heat transfer of the CSP
plant, the model is now used to investigate in detail the heat-transfer mech-
anisms in dense gas-particle suspensions for which there are no experimental
data. The results below were obtained for gas-phase boundary conditions
given by Ug,aer,riser = 44.0mm/s and Ug,leak = 2.5mm/s. The influence of
the average wall temperature in the heated riser section (T̂w = 581, 981,
and 1281K) as well as the particle diameter (dp = 64, 200, and 400 µm) on
the heat-transfer mechanisms was analyzed. As for the previous parameter
study, the different wall temperatures were achieved by scaling the parabolic
temperature profile in the heated riser section. The suspension-dispenser
inlet velocity was adapted to the particle diameters listed above to keep the
suspension in the lower section just above the minimum fluidization velocity,
resulting in Ug,in = 5.5, 42.0, and 159.3mm/s.

7.3.1 Temperature distribution in the solid phase

Figure 7.29 shows the normalized time-averaged solid temperature and the
temperature-gradient as a function of the normalized radial coordinate for
different wall temperatures and dp = 64 µm at y = 0.0m and y = 0.245m.
Since the radial profiles are virtually symmetric only the values from the
wall to the tube centerline are shown. Each marker location corresponds to
a cell-centered value in the computational grid. For both axial locations, the
solid temperature peaks at the hot tube wall and approaches constant values
near the centerline. Along the axial direction, the temperature profiles differ
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Figure 7.27: Time- and space-averaged (a) wall-to-bed heat-transfer coefficient,
(b) solid temperature at the in- and outlet of the heated riser section, (c) solid
mass flow per riser cross section, and (d) solid fraction in the heated riser section
as a function of the riser diameter.
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mainly by a reduction of the temperature difference between the heated riser
wall and the bulk flow in the tube center. The normalized temperature
gradients peak likewise at the wall and decrease within the near-wall region
to a negligible value. The different wall temperatures have thereby a minor
influence on the normalized temperature gradient.

Figure 7.30 depicts T s (x = 0, y) normalized with the local wall temper-
ature Tw (y) for dp = 64 µm and different wall temperatures along the axial
direction of the heated riser section. Increasing the wall temperature leads
to an increased temperature difference between T s (x = 0, y) and Tw (y).
This difference is largest at the beginning of the heated riser section where
the cold particles enter. As the particles move upwards through the heated
zone, the difference between T s (x = 0, y) and Tw (y) decreases as expected.
For the highest wall temperature, the temperature difference between the
solid phase in the centerline and the riser wall at the upper end of the
heater riser section is about 186K. This indicates that there is a poten-
tial to increase the solid-phase temperature further by either increasing the
residence time of the particles in the heated riser section or by increasing
the heating rate of the particles. The residence time can be increased by
increasing the length of the heated riser section or by reducing the riser-inlet
air velocity Ug,riser,in to decrease the solid mass flow rate while keeping the
same solid fraction. In the former case, the solar power input would need
to be increased to retain the same heat flux on the larger riser section. The
heating rate can be increased by reducing the particle size, which could,
however, lead to different fluidization conditions especially when moving
towards cohesive (Geldart Group C) particles.

7.3.2 Heat-transfer contributions in the solid phase

The detailed modeling approach enables a direct calculation of individual
heat-transfer contributions in the solid phase. To distinguish between in-
dividual contributions, the terms of Eq. (5.20) responsible for a specific
heat-transfer mechanism are time-averaged. This leads to time-averaged
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volumetric heat-transfer contributions as follows:
• Heat conduction:

Q
′′′
cond = Q

′′′
1 = ∇ ·

(
αsks,eff
cp,s

∇es
)

(7.5)

• Convection of internal energy:

Q
′′′
conv,int = Q

′′′
2 = es∇ · (αsρsUs)−∇ · (αsρsUses)−

(
∂αsρses
∂t

− ∂αsρs
∂t

es

)
≈ αsρs

(
Des
Dt

)
(7.6)

• Radiation heat transfer:

Q
′′′
rad = Q

′′′
3 = κ (G− 4σT 4

s ) (7.7)

• Interfacial heat transfer:

Q
′′′
intf = Q

′′′
4 = hsg (Tg − Ts) (7.8)
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• Convection of kinetic energy:

Q
′′′
conv,kin = Q

′′′
5 = ∇ · (αsρsUs)

1

2
|Us|2 −∇ · (αsρsUs

1

2
|Us|2)

−
(
∂αsρs

1
2 |Us|2
∂t

− 1

2
|Us|2

∂αsρs
∂t

)
≈ αsρs

(
D 1

2 |Us|2
Dt

)
(7.9)

• Pressure terms:

Q
′′′
pres = Q

′′′
6 = p

∂αs
∂t
−∇ · (αsUsp) (7.10)

By definition, in a quasi-steady state, the sum of all volumetric heat-
transfer contributions in a specific computational grid cell must be equal to
zero

6∑

k=1

Q
′′′
k,i,j = 0 (7.11)

where i and j are the grid cell indices in x- and y-directions. For example,
the case Q

′′′
1,i,j > 0 corresponds to a positive heat transfer to cell i, j by con-

duction from neighboring cells or boundaries while Q
′′′
2,i,j < 0 corresponds to

heat removal in cell i, j by convection of internal energy to neighboring cells
or boundaries. To identify the relative impact of a specific heat-transfer
mechanism within a defined range of grid cells, it is useful to normalize the
individual heat-transfer contributions with the absolute value of the maxi-
mum heat-transfer contribution within this defined range of grid cells. The
maximum heat-transfer contribution for a horizontal row j of grid cells is
defined by

Q
′′′
max,j = max

i

(
max

1≤k≤6

(∣∣∣Q′′′k,i,j
∣∣∣
))

(7.12)

On the other hand, if the relative impact of the heat-transfer mechanism
within a specific grid cell is of interest, it is useful to normalized the individ-
ual heat-transfer contributions within a specific grid cell with the absolute
value of the total incoming (or outgoing) volumetric heat transfer of this
particular grid cell given by

Q
′′′
sum,i,j =

1

2

6∑

k=1

∣∣∣Q′′′k,i,j
∣∣∣ (7.13)
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This local normalization enables the identification of relative heat-transfer
contributions in grid cells with a small volumetric heat transfer compared
to Q

′′′
max,j given by Eq. (7.12).

In the following, the time-averaged volumetric heat-transfer contribu-
tions are shown only for the axial location y = 0.245m since they are nearly
constant along the heated riser section. Due to near-perfect radial sym-
metry only the results of the left riser side are presented. Furthermore,
the radial profiles are limited to the near-wall region where the main heat
transfer takes place.

Figure 7.31 presents the time-averaged heat-transfer contributions nor-
malized with Q

′′′
max,j for Tw (y = 0.245m) = 985K and dp = 64 µm as a

function of the normalized radial coordinate. When moving from the riser
wall towards the centerline, the normalized heat-transfer contributions de-
crease within 2mm to a negligible value. In this region of high gradients, the
dominant heat-addition mechanism is conduction and the dominant heat-
removal mechanism is convection of internal energy. This behavior reflects
the basic mechanism of forced convection heat transfer from a hot surface
where the fluid in direct contact with the wall is heated by conduction and
the transport of energy into the bulk flow is mainly by convection. The heat
transfer contribution due to convection of kinetic energy given by Eq. (7.9)
is negligible since the considered particles are conveyed with small velocities
(Us,max ≈ 0.05m/s). Similarly insignificant are the pressure terms given by
Eq. (7.10) as a result of the small pressure difference of ∆pmax ≈ 0.25 bar in
the system. The reduction of the dominant heat-transfer contributions to-
wards the centerline is due to the almost constant temperature in the center
region. The decrease of the heat-transfer contributions follows roughly the
progression of the normalized time-averaged temperature gradient as shown
in Figure 7.29.

The most significant withQ
′′′
max,j normalized time-averaged heat-transfer

contributions are depicted in Figure 7.32 (a) for Tw (y = 0.245m) = 585,
985, and 1285K and dp = 64 µm as a function of the normalized ra-
dial coordinate. For increasing wall temperatures, the normalized heat-



Chapter 7. Results 171

transfer contributions decrease quicker toward the centerline but negligible
values are reached at approximately the same distance from the wall. The
faster decrease for increased wall temperatures is related to steeper tem-
perature gradients close to the wall. Although the high wall temperature
of Tw (y = 0.245m) = 1285K leads to the expectation that radiative heat
transfer is important, it is in fact negligible compared to conduction and
convection of internal energy. This finding can be explained by two factors.
First, there is only a small temperature difference between the hot wall and
the adjacent solid phase. This limited temperature difference is due to the
very high heating rate of the particles leading to an almost instantaneous
adjustment to the surrounding temperature. For all the considered cases,
the Biot number of the particles is Bi � 1. Second, the large extinction
coefficient of the solid phase reduces the radiation exchange between hot
regions near the wall and colder regions towards the centerline.

Figure 7.32 (b) shows the same time-averaged heat-transfer contribu-
tions as Figure 7.32 (a) but uses Q

′′′
sum,i,j for the normalization. It should

be noted that Q
′′′
sum,i,j changes for each cell location. In the considered

near-wall region, the relative heat-transfer contributions within individual
cells stay nearly constant and heat is only removed by convection of internal
energy for all considered wall temperatures. Increasing the wall tempera-
ture from 585K to 1285K reduces the relative heat addition by conduction
close to the heated wall by about 5–6% while radiation and interfacial heat
transfer increase slightly and compensate the reduced heat addition by con-
duction.

Figure 7.33 (a) depicts the most significant with Q
′′′
max,j normalized time-

averaged heat-transfer contributions for Tw (y = 0.245m) = 985K and dp =

64, 200, and 400 µm as a function of the normalized radial coordinate. As
before, the dominant heat-transfer mechanisms are conduction and convec-
tion of internal energy. An increase of the particle diameter shifts the max-
imum heat transfer by one grid cell towards the centerline while negligible
values are reached at approximately the same distance from the wall. The
same time-averaged heat-transfer contributions normalized with Q

′′′
sum,i,j are
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shown in Figure 7.33 (b). When moving from the heated wall towards the
centerline, the relative heat addition by radiation increases while the relative
conduction contribution likewise decreases. This effect is mainly present for
dp = 400 µm. It is expected that this results from an increased radiation
exchange between hot and colder particles farther apart due to the reduced
extinction coefficient of the suspension with bigger particles. The relative
contribution of the interfacial heat transfer stays over the considered near-
wall region for each particle diameter at a constant positive value of about
0.02–0.03. This indicates that about 2–3% of the total heat gain are due to
interfacial heat transfer and hence the time-averaged solid-phase tempera-
ture is slightly lower than the temperature of the surrounding gas phase.
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Figure 7.31: Normalized time-averaged heat-transfer contributions at y = 0.245m
for dp = 64 µm and Tw (y = 0.245m) = 985K as a function of the normalized
radial direction.
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7.3.3 Local wall-to-suspension heat flux

Following the investigation of the heat-transfer within the solid phase, at-
tention is now focused on to the wall-to-suspension heat flux. Based on
the temperature gradient at the wall and the radiation wall heat flux, the
time-averaged local heat flux from the wall to the suspension is given by

qsus (y) = qs (y) + qg (y) + qrad (y) =

αsks,eff

∣∣∣∣
∂T s
∂n

∣∣∣∣
w

+ (1− αs) kg,eff
∣∣∣∣
∂T g
∂n

∣∣∣∣
w

+
∣∣qrad,w · nw

∣∣ (7.14)

where the first two terms on the right-hand side correspond to the conduc-
tive heat flux by the solid and gas phase and the third term is the radiative
heat flux. The two conduction terms are based on Fourier’s law of heat
conduction. It should be noted that ks,eff does not include radiation ef-
fects. The temperature gradient at the wall was computed from one-sided
second-order Lagrange interpolation polynomials [142].

Figure 7.34 depicts the normalized time-averaged wall-heat-flux contri-
butions in the heated riser section for T̂w = 581K, 981K, and 1281K and
dp = 64 µm as a function of the normalized axial coordinate. The heat-
flux contributions are normalized with the local value of qsus (y) given in
Eq. (7.14). The dominant contribution is seen to be solid conduction at
about 90–97% of the total suspension heat flux. Gas conduction and radi-
ation heat flux account for about 2–5% and 1–5%, respectively. Increasing
the wall temperature leads to increases of qrad/qsus and qg/qsus while qs/qsus
decreases. The relative increase of qrad/qsus is partly due to the tempera-
ture dependence to the forth power while the conductive terms depend on
the temperature gradients that showed an almost linear dependence on the
temperature. It is expected that the increase of qg/qsus is due to thermal
gas expansion at higher temperatures and the resulting decrease of the solid
fraction that also favors the radiation exchange. In addition, Figure 7.34
shows a relative change of the wall-heat-flux contribution in the axial di-
rection: qs/qsus decreases while qrad/qsus and qg/qsus increase. This results
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probably from the increase of the suspension temperature in the axial di-
rection (as indicated in Figure 7.30) and the consequential decrease of the
solid fraction due to thermal gas expansion. This tendency is particularly
pronounced for higher temperatures.

Figure 7.35 shows the normalized time-averaged wall-heat-flux contribu-
tions in the heated riser section for dp = 64 µm, 200 µm, and 400 µm and a
mean wall temperature of T̂w = 981K as a function of the normalized axial
coordinate. As before, the dominant contribution is solid conduction with
a relative importance of about 86–94% while gas conduction and radiation
account for about 4–5% and 2–9%, respectively. An increase of the particle
diameter increases qrad/qsus since radiation can penetrate deeper into the
suspension due to a reduced extinction coefficient. Furthermore, the higher
heat capacity of bigger particles increases the temperature difference be-
tween the wall and the nearby particles, which enhances the radiation heat
flux also. For a particle diameter of dp = 400 µm and a mean wall tem-
perature of T̂w = 981K, the relative radiation-heat-flux contribution can
exceed 10%. This maximum is reached on the top of the heated riser sec-
tion where the highest suspension temperature is reached and the increased
gas expansion leads to a minimum solid fraction.

7.4 Instantaneous heat-transfer mechanisms

In the previous section, the time-averaged heat-transfer mechanisms were
analyzed. These time-averaged mechanisms depend on the instantaneous
flow and temperature fields. To point this out, this section investigates the
influence of the solid-fraction, solid-temperature, and solid-velocity field on
the local and instantaneous heat flux from the riser wall to the solid phase.
This local and instantaneous heat flux is calculated from

qs (y) = αsks,eff

∣∣∣∣
∂Ts
∂n

∣∣∣∣
w

(7.15)

where as in Eq. (7.14), the solid-temperature gradient at the wall was com-
puted from one-sided second-order Lagrange interpolation polynomials.
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Figure 7.34: Normalized time-averaged local wall heat flux in the heated riser sec-
tion for different wall temperatures and dp = 64 µm as a function of the normalized
axial coordinate. (Symbols are shown for every 57 cells.)
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Figure 7.35: Normalized time-averaged wall heat flux in the heated riser section
for different particle diameters and T̂w = 981K as a function of the normalized
axial coordinate. (Symbols are shown for every 57 cells.)



Chapter 7. Results 179

Figure 7.36 shows the local wall-to-solid heat flux along the heated riser
section for both the left and right wall at different times and for a mean
riser-wall temperature of T̂w = 581K. The local heat flux is normalized with
the maximum value of qs for t1 ≤ t ≤ t4 where t1–t4 are the investigated
times. The heat flux values are normalized for each wall independently. The
results shown are for a time interval after reaching a quasi-steady state. To
demonstrate the influence of the solid fraction, each time step includes a
snapshot of the solid fraction field. The fast bubble dynamics require a
short time interval of 0.025 s to visualize transient effects. The wall-to-solid
heat flux shows a wave-like shape with peak values usually at locations where
a bubble is in the immediate vicinity of the left or right wall. Especially the
bigger bubbles have the tendency to move from one wall to the other as they
rise through the heated riser section. When the bubbles approach one side,
they force the solid phase to move along the wall in either up- or downward
direction. During this process, colder solid regions from the center replace
the solid phase adjacent to the heated wall. This effect increases the local
heat flux.

Further characteristics of the instantaneous wall-to-solid heat flux are
locations where the wall heat flux almost vanishes. These local minima are
directly related to the solid temperature field as indicated in Figure 7.37,
showing the same wall-to-solid heat-flux curves as in Figure 7.36 together
with the instantaneous solid-temperature fields for the investigated times.
As seen from the solid temperature fields, every local minimum of the wall-
to-solid heat-flux is exactly located at a local hot spot, visualized with the
darker color. These hot spots indicate a reduced temperature difference be-
tween the heated wall and the adjacent solid phase resulting in a decrease
of the local solid-phase temperature gradient. As given in Eq. (7.15), the
wall-to-solid heat flux vanishes if the temperature gradient tends towards
zero. The relative small heat conductivity of the gas-particle suspension re-
duces the heat transfer by conduction from these hot regions to the adjacent
colder regions.

The locations of these hot spots are strongly dependent on the velocity
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field. This is shown in Figure 7.38, comparing the instantaneous solid-
velocity field with indicated velocity vectors to the wall-to-solid heat flux
on the left and right riser wall over the same time interval as before. In gen-
eral, when a bubble moves upwards, the front of the rising bubble pushes
the solid phase into the positive axial direction while along the bubble sides,
the solid phase is pushed into the negative axial direction. This effect can
be seen at an axial location of around y = 0.0m on the right wall: the
solid phase is pushed downwards as the rising bubble moves from the left
to the right wall. This downwards flow drags the local hot spot in negative
y-direction and shifts thereby the local heat-flux minimum accordingly. The
formation of these hot spots results from stagnation zones where a reduced
convective exchange gives the solid phase enough time to heat up by wall-
to-solid conduction. These stagnation zones appear because bubbles tend to
follow the path of the previous bubble and hence they do not pass through
certain solid regions. The preferred bubble path changes in irregular in-
tervals due to hydrodynamic variations like bubble coalescence or breakup.
When a rising bubble induces a renewal of a hot solid region at the wall,
the convective heat transfer reduces the local solid temperature by moving
the hot region adjacent to the wall into the bulk flow and replacing it with
a colder region from the center, which improves the local wall heat flux.

As shown above, the heat transfer is influenced by a complex inter-
play between the solid-fraction, solid-temperature, and solid-velocity field
whereas the rising bubbles have a strong impact on the overall heat ex-
change. Moreover, the observed instantaneous mechanisms explain the re-
sults of the time-averaged heat transfer analyzed in Section 7.3.2 where
it was shown that the time-averaged heat-transfer contributions are domi-
nated by heat addition due to conduction at the wall and by heat removal
due to convection.
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Figure 7.36: Local and normalized wall-to-solid heat flux along the axial direction
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7.5 Conclusion

A comparison of the two-phase model with on-sun experimental results of
a CSP plant using a dense gas-particle suspension as HTM showed good
agreement. The comparison included the wall-to-bed heat-transfer coeffi-
cient, the pressure drop, and the solid fraction in the riser for different op-
erating conditions. In a subsequent step, the verified and validated model
was used for three independent investigations for which there are either no
experimental data available or the investigations reach beyond experimen-
tal possibilities. First, a parameter study was performed to investigate the
influence of the riser-wall temperature and the riser diameter on the wall-to-
bed heat-transfer coefficient, the solid temperature, the solid mass flow rate,
and the solid fraction in the heated riser section. Second, a detailed analysis
of the involved time-averaged heat-transfer mechanisms was performed by
separating the total heat transfer into the individual heat-transfer contribu-
tions. This separation was performed for the heat transfer within the solid
phase and for the wall-to-suspension heat flux. Finally, the instantaneous
solid-fraction, solid-temperature, and solid-velocity fields were analyzed to
investigate their influence on the instantaneous wall-to-solid heat flux.

The parameter study showed that for a constant solid mass flow rate
an increase of the riser wall temperature leads to a decrease of the heat-
transfer coefficient. This results from a strong decrease of the logarithmic
mean temperature difference between the in- and outlet of the heated riser
section. Furthermore, the increased suspension temperature causes a gas-
phase expansion and a resulting decrease of the solid fraction in the heated
riser section. While keeping the gas velocity at the riser inlet and the riser-
wall temperature constant, an increase of the riser diameter from 36mm to
72mm reduces the solid temperature difference over the heated riser section
by about 30%. This results from an increase of the total heat capacity rate
by about 62%, while the total power transmitted to the suspension increases
only by about 27%. In addition, increasing the riser diameter above the
maximum bubble size prevents slug flow, leads to a more uniform bubble
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size distribution, and reduces pressure oscillations, which is favorable for
the power plant operation. Although the wall-to-bed heat-transfer coeffi-
cient gives important information, it is not necessarily an indicator for good
performance of a CSP plant or a desirable value to optimize. Moreover,
due to its dependence on several parameters, the heat-transfer coefficient
should always be considered in relation to other properties like the solid
temperature or the solid mass flow rate.

The total heat transfer was separated into the fundamental contribu-
tions to gain insights into the importance of the involved time-averaged
heat-transfer mechanisms. The results were compared for a range of wall
temperatures and different particle diameters. Within the solid phase, heat
transfer is dominated by conduction and convection of internal energy, while
radiation heat transfer has, even for an average wall temperature of 1281K,
a minor influence. This is due to the combination of a small temperature
difference between the wall and the adjacent solid phase and the high extinc-
tion coefficient of the dense suspension. Consequently, radiation exchange
between hot regions near the wall and colder regions towards the center-
line is extinguished by the intermediate suspension. Furthermore, radiation
exchange between adjacent solid regions is insignificant due to the reduced
temperature difference. The major heat exchange takes place within a dis-
tance of a few particle diameters from the hot wall where the particles are
mainly heated by conduction and most of the heat is transferred to the bulk
flow by solid convection.

The wall-to-suspension heat flux was found to be dominated by solid-
phase conduction that accounts for about 97% for an average wall temper-
ature of 581K. For an increased average wall temperature of 981K together
with a particle diameter of 400 µm, the radiation heat-flux contribution can
locally exceed 10%. The radiation wall heat flux is not only favored by the
strong temperature dependence of radiation itself, it also increases due to
the gas expansion at higher temperatures and the resulting reduction of the
solid-phase volume fraction that decreases the extinction coefficient of the
suspension. This results in an increase of the relative radiation heat flux
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contribution along the heated riser.
In a final analysis, the influence of the instantaneous solid-fraction, solid-

temperature, and solid-velocity field on the wall-to-solid heat flux was inves-
tigated. A comparison of sequential snapshots with the local wall-to-solid
heat flux revealed the complex interplay between the examined flow and
temperature fields and the wall heat flux. The rising bubbles induce a con-
vective transport of the solid phase and replace hot solid regions adjacent
to the heated riser wall with colder regions from the center. Local hotspots
have another important influence on the wall-to-solid heat transfer: due to
temporal stagnation zones at the wall, the solid phase has enough time to
heat up by conduction and approaches the local wall temperature. With
a reduced temperature gradient between these hot spots and the wall, the
local wall heat flux vanishes. Furthermore, the observed instantaneous flow
and heat transfer characteristics explain and confirm the previously deter-
mined time-averaged heat-transfer mechanisms.
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Summary and outlook

8.1 Summary

A major improvement of the solar-to-electricity efficiency of CSP power
plants requires an increase of the working-fluid temperature to enable a
more efficient thermodynamic cycle. With an increase of the working-fluid
temperature above 873K, commonly used subcritical Rankine cycles can be
replaced with supercritical or even ultra-supercritical Rankine cycles. This
increases the thermal-to-electricity efficiency by about 10%. Moreover, the
costs of thermal-energy storage systems have to be reduced to allow cost-
effective and round-the-clock electricity generation using CSP. At these high
temperatures, conventional HTM like molten nitrate salts will decompose
and direct steam generation is unsuitable for thermal-energy storage. These
problems can be avoided by using heat-resistant particles with a high heat
capacity like SiC particles. As a consequence, the operating temperatures
of CSP plants can be increased towards 1300K and the SiC particles can
directly be used as thermal-energy storage media. In order to transfer the
incident solar energy to such particles, a new CSP concept uses a slowly up-
ward moving, dense gas-particle suspension as HTM for solar power towers.
The dense gas-particle suspension heats up by moving through directly irra-
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diated riser tubes located in the solar receiver of such a power plant. After
passing the solar receiver, the HTM can be either stored or directly routed
through a heat exchanger to transfer the thermal energy to a working fluid
that is subsequently used in a thermodynamic cycle to generate electricity.

To evaluate this new CSP concept in more detail, an in-depth under-
standing of the involved hydrodynamic and heat-transfer mechanisms is re-
quired. Therefore, a detailed model to predict the hydrodynamics and heat
transfer in dense gas-particle systems was built in this thesis. To include
radiation heat transfer, an experimental-numerical approach was developed
to determine radiation properties of dense particle suspensions that can di-
rectly be applied to solve the RTE with commonly used numerical methods.

8.1.1 Determination of radiation properties

The developed experimental-numerical approach enables the determination
of the volume-averaged extinction coefficient, scattering albedo, and approx-
imated scattering phase function of particle suspensions as a function of the
solid fraction. This allows the accurate prediction of radiation heat transfer
in gas-particle systems. A spectroscopic goniometry system was used to
measure the intensity distribution around irradiated samples of SiC particle
suspensions. For this reason, the particles were suspended in a transpar-
ent epoxy resin and the mixture was put between two glass slides. With
this method, the solid fraction and thickness of the particle suspension can
be set precisely. A numerical fitting procedure was applied for each solid
fraction to determine the approximated radiation properties of the particle
suspension. This was achieved by using a Monte Carlo model representing
the experimental setup and approximating the particle suspension with an
idealized continuous participating medium. The radiation properties of the
participating medium were adjusted in a fitting routine until the numerical
intensity distribution showed good agreement with the experimental inten-
sity distribution. Three different suspension thicknesses were considered for
each solid fraction. The resulting set of approximated radiation properties
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corresponded to the values that led to the best agreement for all considered
suspension thicknesses together.

Two different types of SiC particles were investigated: black particles
with a purity of 97% and green particles with a purity of 99%. The
scattering phase function was best approximated with the double Henyey-
Greenstein phase function featuring a strong forward and small backward
scattering peak. In the investigated range of solid volume fractions, the
approximated scattering phase functions were similar for both SiC particle
types and they showed a weak dependence on the solid fraction. The de-
termined extinction coefficient was for both particles in excellent agreement
with the dependent scattering correlation from Singh and Kaviany indicat-
ing a very strong dependence on the solid fraction. The scattering albedo
increased slightly with increasing solid fraction while the black SiC particle
suspensions showed a scattering albedo about 40% smaller than the green
SiC particle suspensions. With a similar extinction coefficient, the black
SiC particle suspensions have therefore a considerably higher absorption
coefficient. A comparison of the approximated scattering phase function
with the theoretical scattering phase function calculated from Mie theory
showed a substantial disagreement. This emphasizes the importance to take
dependent scattering effects, actual particle shapes, and possible impurities
into account to accurately determine volume-averaged radiation properties
of dense particle suspensions.

8.1.2 Model of dense gas-particle suspensions

The developed model to predict the hydrodynamics and heat transfer in
dense gas-particle systems uses a transient compressible two-phase Euler-
Euler approach and was built on the open-source code OpenFOAM. The
model is capable of capturing the dynamics of bubble formation, coales-
cence, and breakup together with conduction, convection, and radiation
heat transfer. With the determined volume-averaged radiation properties
of the SiC particle suspensions, the implemented radiation model calculates
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the effective radiation properties at each time step depending on the solid
volume fraction in each computational cell.

The continuum representation of the solid phase requires a grid spacing
larger than the particle diameter and the smallest grid size was therefore
limited by the particle size. This is in contrast to the grid in the near-
wall region of the heated riser that required a high resolution to accurately
predict the temperature gradient. As a result, the smallest grid spacing was
a compromise between the continuum representation of the solid phase and
the appropriate near-wall grid resolution.

In separate studies, the hydrodynamics and heat transfer were verified
and validated before comparing the model to on-sun experimental results
of a CSP plant using a dense gas-particle suspension as HTM. The com-
parison showed good agreement and the verified and validated model was
subsequently used for a parameter study and in-depth investigations of the
heat-transfer mechanisms.

In the parameter study, the influences of the riser wall temperature
and the riser diameter on the wall-to-bed heat-transfer coefficient, solid
temperature, solid mass flow rate, and solid fraction were investigated. It
was shown that for a constant solid mass flow rate through the riser tube an
increase of the riser wall temperature reduces the heat-transfer coefficient.
This is mainly due to the strong increase of the LMTD between the in- and
outlet of the heated riser section. With a constant gas velocity at the riser
inlet, an increase of the riser diameter from 36mm to 72mm increased the
total heat capacity rate by about 62% while the total power transmitted
to the suspension increased only by about 27%. As a consequence, the
solid temperature difference over the heated riser section decreased by about
30%. This indicates the compromise between increasing the mass flow of the
HTM through the riser and the resulting reduction of the HTM temperature.

The detailed investigation of the heat-transfer mechanisms was split into
three parts: the time-averaged heat transfer within the solid phase, the
time-averaged wall-to-suspension heat flux, and the instantaneous wall-to-
solid heat flux. In the former, the combined heat transfer was separated by
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splitting the energy conservation equation into individual heat-transfer con-
tributions. Within the solid phase, the main heat transfer is by conduction
and convection, while radiation has for a particle diameter of 64 µm a minor
influence. This is even the case for an average wall temperature of 1281K.
The minor influence of radiation results from a small temperature difference
between the wall and the adjacent solid phase together with the high ex-
tinction coefficient of the dense suspension. The major heat exchange takes
place within a few millimeters from the hot wall where heat is added by
conduction and transferred to the bulk flow by solid convection.

The time-averaged wall-to-suspension heat flux is controlled by wall-to-
solid conduction that accounts, for a particle diameter of 64 µm and an
average wall temperatures of 581K, for about 97%. Increasing the particle
diameter to 400 µm together with an average wall temperature of 981K
leads in the upper area of the heated riser section to a radiation heat-flux
contribution of around 10%. The radiation wall heat flux is favored by the
strong temperature dependence of radiation heat transfer and the increasing
gas expansion for higher suspension temperatures. As a consequence of the
gas expansion, the solid fraction is reduced and therefore the extinction
coefficient of the gas-particle suspension decreases.

The analysis of the instantaneous wall-to-solid heat flux confirmed the
above conclusions that the heat transfer is dominated by wall-to-solid con-
duction in combination with heat removal through solid convection to the
bulk flow. This was observed by comparing sequential snapshots of the
solid-fraction, solid-temperature, and solid-velocity field. Furthermore, the
exchange of hot solid regions adjacent to the heated wall is strongly influ-
enced by the path of the rising bubbles, which tend to follow the previous
bubble. This leads to local stagnation zones at the wall where the solid
phase approaches the wall temperature and the local wall heat flux de-
creases significantly.

Altogether, the presented model differs from previous models by allowing
detailed insights into the hydrodynamics and heat-transfer mechanisms over
a very broad range of operating conditions. The detailed modeling approach
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allowed thereby a level of detail that is beyond experimental techniques. The
in-depth prediction and distinction of individual contributions of the heat
transfer within the solid-phase and the wall-to-suspension heat flux give
an important understanding to evaluate and optimize the performance of
dense gas-particle suspensions as high-temperature HTM for this new CSP
concept.

8.2 Outlook

On the basis of the applied experimental-numerical approach to determine
radiation properties and the modeling of the hydrodynamics and heat trans-
fer in dense gas-particle suspensions, there is some potential for further
research.

8.2.1 Determination of radiation properties

The arrangement of the optical instruments required by the used spectro-
scopic goniometry system limited the measurement of the angular intensity
distribution to a range of 0–156◦. The backscattering from 156–180◦ could
therefore not be captured and its influence on the approximated scattering
phase function was accordingly not considered. Since a continuous function,
covering the complete angular range from 0–180◦, was used to fit the dis-
crete measurements, the absence of certain measuring points will increase
the statistical uncertainty. One way of measuring the backscattered inten-
sity above 156◦ could be realized by using a beam splitter placed directly
in the path of the incoming radiation. In this way, part of the incoming
radiation will be lost but the backscattered radiation from the sample can
be reflected towards a detector. Difficulties may arise from the alignment
and possible offsets due to the beam splitter as well as from the reduced
radiation intensity reaching the detector.

The radiation properties of the SiC particle suspensions were determined
in the visible spectrum where they showed a negligible dependence on the
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wavelength. Based on reported values from literature, the scattering coef-
ficient of SiC particles stays also constant within the infrared region. Al-
though this justifies the assumption of a spectrally independent approxi-
mated scattering phase function, it was not demonstrated. The investi-
gation in the infrared region would require a fundamental adjustment of
the experimental method since the used epoxy resin and the glass slides of
the samples and the optical lenses of the experimental setup have reduced
transmissivities for wavelengths above 2000–3000nm. The experimental
setup could be adjusted by replacing the lenses with appropriate mirrors to
direct the incident radiation to the sample. Achieving a uniform suspen-
sion of particles in combination with a precisely controllable solid fraction
and a small optical thickness without using epoxy resin or glass slides is
more complex. One possibility could be a freely falling curtain of particles
whereas the controlling of a uniform curtain with a constant solid fraction
may lead to major experimental challenges.

8.2.2 Model of dense gas-particle suspensions

The gained insights and knowledge of the heat transfer in dense gas-particle
suspensions will be used within the CSP2 project to develop a simplified
model for optimization and scale-up studies. Compared to the detailed
model developed in this thesis, the simplified model will cover basic mass
and heat balances to reduce the computational time considerably.

To increase the confidence in the developed model further, additional
experimental studies are desirable. Especially the exact measurement of
the air flow rate at the riser inlet is a key value to accurately compare
the experimentally determined and numerically predicted wall-to-bed heat-
transfer coefficient. This air flow rate could be determined by measuring
the mass flow of air bypassing the riser through the particle feeding tube
in combination with pressure and temperature measurements at the riser
inlet. With a known air mass flow at the suspension dispenser inlet and the
air density at the riser entrance, a simple mass balance would lead to the
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superficial air velocity at the riser inlet. In addition, the used experimental
results were determined from an on-sun experimental campaign where the
operating conditions depended on the solar irradiation and environmental
temperature changes. To simplify the task of validating the model, the
construction of a lab-scale experimental setup with an electrically heated
riser could be beneficial to extract more controllable experimental results
together with accurately defined boundary conditions.

Since the smallest grid spacing was limited by the particle size, higher-
order spatial discretization methods should be considered to improve the ac-
curacy of the predicted near-wall temperature gradient. Another possibility
to improve the resolution and accuracy of the predicted near-wall hydrody-
namics and heat transfer could be a combination of a discrete representation
of the particles in the near-wall region and a continuum representation of
the solid phase in the center region. However, the numerical implementation
of combining an Euler-Lagrange with an Euler-Euler approach is expected
to be very challenging.

To reduce the computational time of the detailed model, it should be
considered to implement an adaptive grid refinement strategy. With such
a method, the grid could be dynamically adapted during the calculation
depending on the required accuracy of the solution in certain regions of the
computational domain.

In the framework of the CSP2 project, the experimental testing of a
scaled-up CSP plant with several parallel riser tubes is planned to follow
the experimental campaign of the single-tube riser used for comparison in
this thesis. The experimental results of the multi-tube CSP plant would be
useful to extend the model validation with a different setup. In addition,
the influence of non-uniform heating between parallel riser tubes would be
an interesting field for additional numerical investigations.

Furthermore, the influence of circumferential temperature differences on
the riser wall is of interest. For directly irradiated riser tubes, it is expected
that the front- and backside temperature of the riser will differ. Due to the
temperature dependent gas expansion, an influence on the hydrodynamics
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is expected. The increased gas expansion on the irradiated side leads most
likely to an increased bubble frequency and an intensified particle replace-
ment. This could enhance the wall-to-suspension heat flux on the irradiated
riser wall.

An important task is the comparison of the heat transfer between two-
and three-dimensional systems. Due to the extremely high computational
costs, it was not possible to model a complete CSP plant with a reasonable
grid resolution in three dimensions. Consideration should be given to model
a small section of the riser in two and in three dimensions and compare the
resulting hydrodynamic and heat-transfer mechanisms. One problem of
modeling only a section of the riser is the lack of axial periodicity. The
temperature increases along the riser and the size of gas bubbles increase as
they move in the axial direction due to coalescence and gas expansion. This
prevents the application of periodic boundary conditions to represent the
complete riser with a small riser section. A solution would be to consider a
bubbling fluidized bed without a net solid mass flow rate. The comparison
between the bubbling fluidized bed and the dense gas-particle suspensions
used as HTM can be justified with the very slow upward movement of the
HTM that behaves from a hydrodynamic point of view basically like a steady
bubbling fluidized bed.

Finally, the applied model uses an idealized representation of monosized
particles to reduce the computational time considerably. An investigation
with two different particle sizes having the same mean diameter as the
monosized case showed a slight increase of the bed expansion. This study
could be extended to more than two different particle sizes, whereas the
increase of the computational costs would lead to a very time-consuming
investigation. The influence of polysized particles on the heat transfer is
not fully known and could be beneficial for further modeling approaches.
As a result of the determined radiation properties where the influence of
different particle sizes balanced each other out, it is expected that with the
same mean particle diameter the heat transfer between mono- and polysized
particles will be similar.
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