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Abstract

Last decade saw the addition of a number of new representation dictionaries to the arsenal
of computational harmonic analysis. A major source of inspiration that underlies their
creation is the desire to address the weaknesses of the classical wavelet transform that
arise due to its limited capacity for the analysis of edge like features of two-dimensional
signals. The first dictionary fully adapted for addressing these tasks were the curvelets [1],
followed closely by shearlets [2] and contourlets [3], to name but a few. Salient feature of
these dictionaries is their adherence to a paradigm that aims to incorporate the directional
selectivity and the anisotropic treatment of the axes, achieved through the parabolic
scaling law, into the architecture of the dictionary.

Directional anisotropic dictionaries have subsequently garnered attention for their
ability to answer questions regarding curvilinear singularities of functions of both theo-
retical and practical importance such as Fourier integral operators [4, 5], denoising [6]
and inpainting [7]. Inferring about their properties each such dictionary required proofs
tailored to the specifics of its construction, yet all are somehow repetitive. Nevertheless,
there has been a sizeable body of evidence to suggest that these dictionaries answer the
same fundamental questions and it should be possible to see them as parts of a much
broader framework. Such a framework could help reduce the redundancy of proof tech-
niques by establishing the universal features, and allow the usage of a dictionary that best
fits any given situation, since some dictionaries are better for theoretical considerations
whereas other dictionaries might be better suited for digital implementations.

In this thesis we will construct a comprehensive framework for directional parabolic
dictionaries in the continuous setting, which we coin the continuous parabolic molecules.
Our work builds on earlier studies such as the curvelet molecules [5] and the shearlet
molecules [8], but the predominant influence is that of the discrete parabolic molecules [9].
In contrast with earlier studies, we will look at the questions and challenges that appear
in the continuous setting. We will first show that our framework is general enough to
include both the curvelet- and shearlet-type constructions, and that the pairs of molecules
are almost-orthogonal with respect to a pseudo-distance function which is adapted to
the ambient geometry. Using almost-orthogonality we will show that some fundamental
notions of microlocal analysis such as the resolution of the wavefront set and microlocal
Sobolev regularity can be detected by all suitable continuous parabolic molecules. Lastly,
we will show that parabolic molecules can be used to identify edge and corner points of
piecewise smooth closed curves in R2.
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Prefazione

Il decennio scorso ha visto l’aggiunta all’arsenale dell’analisi armonica computazionale
di nuovi dizionari di rappresentazione. La loro creazione trae ispirazione dalla volontà
di colmare le carenze della classica trasformata wavelet dovute alla limitata capacità
della suddetta nell’analisi di caratteristiche, quali spigoli, in segnali in due dimensioni.
Il primo dizionario pienamente pensato a questo scopo furono le curvelets, seguite poco
dopo dalle shearlets e dalle contourlets, per citarne alcune. Caratteristica saliente dei
predetti dizionari è l’adozione di un paradigma rivolto a incorporare nell’architettura del
dizionario la selettività direzionale e il trattamento anisotropo degli assi, quest’ultimo
tramite la legge di scaling parabolico.

I dizionari parabolici anisotropi hanno successivamente attratto interesse per la loro
abilità nel risolvere questioni, sia teoriche che pratiche, riguardanti singolarità curvilinee
che si presentano, per esempio, nello studio degli operatori integrali di Fourier, nel
denoising e nell’ inpainting. Le argomentazioni matematiche necessarie allo studio delle
proprietà di tali dizionari richiesero un adattamento alle specificità di ognuno di essi,
risultando al contempo ripetitive. Ciò nondimeno, una considerevole evidenza matematica
suggerisce che questi dizionari forniscono risposte alle medesime questioni fondamentali,
per cui sembrerebbe possible inquadrarli quali parti di una struttura matematica più
ampia e generalizzata. Tale struttura faciliterebbe l’identificazione di tratti universali,
eliminando cos̀ı tecniche di dimostrazione ridondanti; permetterebbe inoltre l’utilizzo
di un dizionario singolo idoneo ad ogni situazione, tenuto conto che alcuni dizionari
si prestano meglio a considerazioni di tipo teorico mentre altri risultano più adatti
all’implementazione digitale.

In questa tesi costruiremo un quadro completo per dizionari parabolici direzionali nel
continuo, che denominiamo molecole paraboliche continue. Il nostro lavoro di basa su
studi precedenti quali le molecole curvelet [5] e le molecole shearlet, sebbene l’influsso
maggiore venga dalle molecole paraboliche discrete [9]. Contrariamente a studi precedenti,
rivolgeremo la nostra attenzione alle domande ed ai problemi che appaiono al continuo.
Mostreremo anzitutto che la struttura matematica da noi definita è sufficientemente
generale da includere sia le costruzioni di tipo curvelet, sia quelle di tipo shearlet, e che
le coppie di molecole sono quasi-ortogonali rispetto ad una funzione di pseudo-distanza
adattata alla geometria in questione. Utilizzando la quasi-ortogonalità, mostreremo che
nozioni fondamentali dell’analisi microlocale, quali la risoluzione del wave front set e
regolarità microlocale negli spazi di Sobolev, possono essere rintracciate da ogni tipo di

v



molecola parabolica continua propriamente scelta. In ultimo, mostreremo che le molecole
paraboliche possono essere impiegate per identificare spigoli e angoli di curve chiuse
regolari a tratti in R2.
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Introduction

The main topic of study in this thesis are families of analysing functions that obey the
parabolic scaling law width “ length2. Our goal is to develop an abstract framework that
unifies pre-existing constructs and puts them into a broader context, and then use the
developed machinery to try and answer problems in microlocal analysis. We will call
this framework the continuous parabolic molecules.

Let us begin by briefly describing the motivations of our work from a historical
perspective. A more detailed account of the historical and mathematical context will
be discussed in Chapter 1. In recent decades it became increasingly evident that the
classical methods of harmonic analysis have a very limited capacity for addressing a
variety of far-reaching features of higher-dimensional objects. Furthermore, the upsurge
of computing power inadvertently automatised the collection of data which percolated
through every aspect of modern society and science. This created a need for efficient
methods of storing and analysing such a deluge of data due to limitations in memory,
processing power, and other physical constraints. Therefore, what we desire are methods
that provide efficient and robust means of representing everyday data.

A fundamental feature of real world signals or images are their discontinuities. The
inadequacy of Fourier transform for signals with discontinuities is apparent already in
dimension one; the Gibbs’ phenomenon suggests that any partial sum of Fourier series will
necessarily exhibit large oscillations near a point singularity. These issues are commonly
attributed to the fact that the Fourier transform lacks the sensitivity to changes in the
time domain. Time-frequency analysis attempts to address those issues by windowing
the data: the domain is split into pieces and the Fourier transform is then computed on
each piece. Short-time Fourier transform and Gabor frames are just some of the methods
that adhere to this ideology of windowed time-frequency atoms.

Whereas the methods of time-frequency analysis use a combination of translations and
modulations of a mother functions, wavelets use translations and dilations. Even though
wavelets were conceptually already present in the work of Calderón [10], it was not until
the 1980s that their efficacy for applied tasks began to be exploited. Due to their specific
architecture, wavelets are well suited for a number of tasks in signal processing and are
by now famed for their ability to detect pointwise singularities [11]. Like other families
of transform, wavelets can be used to efficiently encode and compress data. This element
of their functionality has found its way toward everyday life as can be seen through their
role in the JPEG 2000 standard. Unfortunately, the applicability of the standard wavelet
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transform in higher dimensions leaves a lot to be desired. This is because standard two-
dimensional wavelets are still essentially products of a one-dimensional theory. Therefore,
wavelets fail to grab hold of the subtleties that exist in the analysis of higher-dimensional
discontinuities. Whereas in one dimension all discontinuities are just points, the picture is
significantly more involved already in two dimensions; discontinuities can be either points
or curves. These failures are often attributed to the fact that wavelets lack directional
sensitivity, hence the inability to resolve directional features, and to the fact that they
are inherently isotropic, hence the inadequacy for efficient representation of data.

In the 1980s various groups of researchers in computer vision decided to go in a certain
direction driven by developments in the study of human biology [12,13]. Human visual
system exhibits behaviour which is of both multi-scale and multi-orientation fashion,
and the human eye is a directionally biased tool: horizontal field of view of an average
human is about 180 degrees, whereas the vertical field of view is about 135 degrees [14].
These observation fostered the development of new classes of transforms with a more
nuanced directional sensitivity.

In the early 2000s Candés and Donoho created curvelets which were a first fully
formal and accessible mathematical framework intended to resolve directional features.
Continuous curvelets are a dictionary of analysing elements which unlike the wavelets
are guided by not just the scale and location, but also by the orientation [15]. What
really sets curvelets apart is their inherent anisotropy; the dilations obey the parabolic
law width=length2. Therefore, the dilations are twice as strong in one direction than in
the other. Consequently, the result is a family of needle-like functions whose support
gets increasingly thin at higher scales. A couple of years later Kutyniok et al [2] created
shearlets to address some of the issues that are fundamentally unavoidable with curvelets,
which we will discuss in Chapters 1 and 2. Since then a plethora of other families,
such as Bandlets [16], Contourlets [3], and others, each obeying some version of the
parabolic scaling law, have been constructed by a great number of researchers. Each new
construction required a new set of proofs tailored to the occasion to reach all of the desired
properties. This creates a possibly unnecessary backlog of essentially indistinguishable
proofs needed to reach essentially equivalent results.

Discrete parabolic molecules were introduced in [9] to create a unified treatment of
discrete frames that adhere to the parabolic scaling law. We will discuss discrete parabolic
molecules in more detail in Chapter 2. The continuous parabolic molecules are in many
ways an extension of discrete parabolic molecules to the continuous setting, which tries
to answer the question more relevant for microlocal analysis. What we are trying to
achieve is to create a framework that allows for a unified treatment of a broad class of
existing parabolic dictionaries, has the functionality of converting the results pertinent
to one dictionary to all other dictionaries, gives satisfactory answers to mathematically
interesting questions and yet is simple enough to work with.

Let us briefly outline the structure of this thesis. We shall begin with Chapter 1
where we will attempt to elucidate the broader mathematical perspective that brought
these issues about. Furthermore, we will define standard notions of harmonic analysis
and distribution theory that will permeate throughout the thesis such as the Fourier
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transform, frame theory, wavelet transform, second generation curvelets, and other
notions. In Chapter 2 we will introduce continuous parabolic molecules, define all
the requisite notions, show that it is a framework broad enough to include parabolic
dictionaries of our interest, and at the end prove its essential feature in Theorem 2.4.1;
almost orthogonality of continuous parabolic molecules. Almost orthogonality serves
not just as a tool to be used in proofs, but it is also a justification for the intuitive
point of view that parabolic analysing functions whose scale, orientation and location
parameters are close to each other, with respect to a specific pseudo-distance function,
are essentially the same. Chapter 3 will serve to put the tools developed in the later
parts of Chapter 2 into action. We will first define and discuss some select notions of
microlocal analysis, such as the wavefront set and microlocal Sobolev regularity, and
then analyse those notions with the machinery of our framework. In Chapter 4 we will
focus on a specific instance of wavefront sets, namely when the underlying distribution is
an indicator function of a bounded domain in R2. The wavefront set of such functions
is exactly the boundary of the domain and we will argue that it can be recognised by
detecting the point-direction pairs that exhibit fast decay. We will look at edge and
corner points, focusing our attention on the latter.

The thesis will be brought to an end with a short summary, conclusion and a discussion
regarding possible future directions. Technical aspects of some proofs will be deferred to
the Appendix A.

To conclude the Introduction let us spend a moment to discuss the vernacular that will
be present in this work. Terms such as normal and orthogonal, family of functions and
dictionary, direction and orientation, scaling and dilation, frequency domain and Fourier
domain, and other analogous examples, will be used interchangeably. To standardise the
notation we have included a list of glossary and symbols we shall be using, which can be
found in Appendix B.
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Chapter 1

Preliminaries

1.1 Fourier Transform

The theory of Fourier analysis began with the research of its namesake, Joseph Fourier,
which he presented in two groundbreaking papers; the 1807 paper Mémoire sur la
propagation de la chaleur dans les corps solides and the 1822 paper Théorie analytique
de la chaleur. In those papers Fourier studied trigonometric series for the purposes of
solving the heat diffusion in a metal plate. This is a physical process that models the
transfer of thermal energy, and is in its simplest terms governed by an elementary linear
differential equation, the heat equation. Before Fourier’s pioneering work, the problem
of finding the general solution of the heat equation was still largely unsolved. It was
known at the time that the heat equation admits certain particular solutions, provided
the heat source behaves like a sine or a cosine wave. Such solutions are in contemporary
mathematical vernacular often called the eigensolutions. Fourier’s approach was to model
an arbitrary heat source as a superposition of sine and cosine waves, and then write the
corresponding solution as a superposition of eigensolutions. It is this linear superposition
that we have to come to call the Fourier series. For functions f P L2pr0, 1sdq the Fourier
series is formally defined as

fpxq “
ÿ

nPZd
f̂pnqe2πıx¨n, (1.1)

where te2πıx¨nunPZd is the corresponding family of eigensolutions and the coefficients are
computed by f̂pnq “ xf, e2πıx¨nyL2pr0,1sdq. As often is the case with great ideas, Fourier’s
approach seems painfully obvious from the modern perspective, which only serves to
cement the ingenuity and the validity of his ideas.

Although Fourier was not the first to study trigonometric representations of functions,
he was the first to suggest the audacious claim that an arbitrary function can be
represented as a sum of sines and cosines. This fundamental insight (although not
completely true in the broadest sense) has had a deep and a profound impact and led to
the development of many fields of mathematics, physics and engineering. We have to
add that Fourier’s exposition lacked the rigour and formality of present day mathematics
since the theory of integration would only be formalised later by Riemann, and then
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refined and extended by Lebesgue at the turn of the 19th century.
Let us now examine the Fourier transform in Rd and discuss some of its elementary

properties. The Fourier transform f̂ of a given function f is defined by

f̂pξq “

ż

Rd
fpxqe´2πıx¨ξdx. (1.2)

Intuitively, the value f̂pξq can be thought of as a measure of the amount of the component
of f that oscillates at frequency ξ. The inverse Fourier transform is for a function g
defined by

ǧpxq “

ż

Rd
gpξqe2πıx¨ξdξ. (1.3)

There are several common conventions regarding the choice of constants that can be
used to define the Fourier transform which may affect some of its properties. The choice
we adhere to in (1.2) makes the Fourier transform an isometry.

What we still need to discuss are the functions spaces on which the Fourier transform
is defined. The natural domain of definition of the Fourier transform for functions
defined on the Euclidean space Rd is L1pRdq, since for functions in L1pRdq there are
no convergence issues with regards to the integral in (1.2), and the Fourier transform
is well defined. With the help of Plancherel’s theorem the Fourier transform can then
be defined on L2pRdq, which can be extended to LppRdq for 1 ď p ď 2 using the Riesz-
Thorin interpolation theorem, and further to tempered distributions through continuity
arguments [17,18]. The Fourier transform satisfies many useful properties, some of which
we shall now list. The proofs can be found in many standard texts on Fourier transform,
such as [18,19].

Proposition 1.1.1. Let the translation operator Tx0 and the modulation operator Mξ0
,

for x0, ξ0 P Rd, be defined for functions f : Rd Ñ R by

Tx0fpxq “ fpx´ x0q, and Mξ0
fpxq “ e2πx¨ξ0fpxq.

The following properties hold for functions f, g P L2pRdq.

(i) {rTx0f s “ M´x0 f̂ and {rMx0f s “ Tx0 f̂ .

(ii) Plancherel Formula: xf, gy “ xf̂ , ĝy, and specifically ‖f‖2 “ ‖f̂‖2.

(iii) Convolution Theorem: Let f, g P L1pRdq. Then zf ‹ gpξq “ f̂pξqĝpξq.

(iv) Let α P Nd0 be a multi-index. Then yBαfpξq “ p´2πıq|α|ξαf̂pξq.

(v) We have {pfpx1qgpx2qqpξq “ f̂pξ1qĝpξ2q.

(vi) If fpx1, x2q “ gpx2, x1q then f̂pξ1, ξ2q “ ĝpξ2, ξ1q, and also vice versa, if f̂pξ1, ξ2q “

ĝpξ2, ξ1q then fpx1, x2q “ gpx2, x1q.

(vii) Let A P Rdˆd be a regular matrix. For fpxq “ gpAxq we have

f̂pξq “ |det A|´1ĝ
`

A´Jξ
˘

.

(viii) Complex conjugation: If fpxq “ g´pxq :“ gp´xq then f̂pξq “ ĝpξq.

2



1.2 Frames

One of the fundamental questions in mathematics is how to (efficiently) represent vectors,
functions and other objects of interest. We can distinguish between two standard
approaches. The first is a more recent development where we want to construct data-
adapted dictionaries. In other words, we want to construct an algorithm, which has
access to samples from a class of functions F , that constructs a dictionary of elements,
mostly by minimising some functional, which allows for sparse and rapid computations
of coefficients that give a representation of the elements in the given class F . This is
called dictionary learning [20,21]

We will focus on the more standard approach were the dictionary is precomputed.
The classical notion that tries to answer this question in the study of vectors and vector
spaces is that of the basis. Given a vector space V, a set of vectors B “ tejujPJ Ă V
is said to be a basis of V if an arbitrary element f P V can be expressed as a linear
superposition of elements of B as

f “
ÿ

jPJ
cjej , (1.4)

where the coefficients tcjujPJ are uniquely determined.

Having a basis allows us to restrict our attention to only the elements of B in a
variety of contexts. In order to express this point of view more vividly, let T : V ÑW be
a linear operator between two vector spaces, V and W. The value of Tf , for f P V, can
be expressed as

Tf “
ÿ

jPJ
cjTej .

Therefore, in order to make inferences about the properties of T and its effects on
arbitrary elements of V , it is sufficient to study only the effects and properties of T on the
elements of the basis. We have already seen the standard example of a basis in (1.1), the
exponentials te2πın¨xunPZd , which form an orthonormal basis for L2pr0, 1sdq. Therefore,
exponential functions are the fundamental building blocks of Fourier series and of the
study of the whole of Fourier analysis.

Unfortunately, the conditions that qualify a set to be a basis can be very restrictive,
and it is often exceedingly difficult to find sets of vectors that can successfully couple the
constraints that come with being a basis together with other properties that we might
desire in a certain scenario. The definition of the basis dictates two things; the closed
linear span of B must be the entire vector space V, and the coefficients tcjujPJ in (1.4)
must be unique, which means that B cannot have any superfluous elements.

Therefore, we often find ourselves in one of the following positions: the set we have
is either a basis but does not posses properties we desire, or it does posses properties
we desire but is not a basis. For example, there are several essential properties of
a signal that Fourier transform fails to, and indeed cannot, capture that can traced
back to the properties of functions in te2πın¨xunPZd . This arises from the fact that the
Fourier transform only shows the frequency properties of the signal, while it loses the
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information in the time domain. Consequently, it does not provide the information
regarding, for example, the duration of the signal, or the time of its emission. There are
theoretical results that make these claims rigorous in more general contexts. A standard
example is the Balian-Low theorem [22], which shows that certain Riesz bases1 cannot
be simultaneously well localised in both time and frequency. These issue express a need
for the development of a mathematical framework that would provide more flexibility,
while retaining the crucial properties.

Time-frequency analysis is the study of the techniques and representations that allow
for a simultaneous control of both the time and the frequency components of a signal.
An elementary method of time-frequency analysis, and the first step in this direction, is
the short-time Fourier transform (herein STFT). The line of thought underlying STFT
is fairly simple; we want to improve the Fourier transform by restricting the frequencies
that contribute to Fourier coefficients of a given function f to a finite interval. Naturally,
this process should not burden the analysis of f with unwanted effects, such as, creating
singularities that did not exist prior to the restriction. Therefore, the cut-off should be
done smoothly, that is, the restriction to an interval ought to be done using a smooth
window function. On the other hand, we want to get a hold of information regarding
any significant local phenomena occurring in both f and f̂ . Therefore, we should be
allowed to shift the focus between different regions in both time and frequency domains.
In order to make this happen we should bring Proposition 1.1.1 back to mind, since it
tells us that modulations and translations are each other’s Fourier multipliers. Therefore,
a composition of modulation and translation operators would achieve the flexibility we
desire. The STFT of a function f with respect to a window function g is typically defined
by

Vgfpx, ξq :“ xf,MξTxgy “

ż

Rd
fptqgpt´ xqe´2πıt¨ξdt, for x, ξ P Rd. (1.5)

The transform (1.5) gives a representation of an arbitrary function f P L2pRdq with
respect to an uncountable family of functions tMξTxg : px, ξq P Rd ˆRdu. The domain of
definition of STFT can be extended: Vgf is a well-defined tempered distribution whenever
f, g P S 1pRdq. Special attention needs to be devoted to the choice of the window function
g. All things considered, g should be smooth to ensure a nice, effect-free cut-off, and it
should also have compact support so that the STFT yields localised information about
the signal f .

Dennis Gabor went a step further using a specific form of the short-time Fourier
transform [23]. In doing so he unwittingly introduced a new paradigm of signal analysis.
Given the fact that L2pRdq is a separable Hilbert space, Gabor hypothesised that a series
expansion with respect to only a countable subset of time-frequency shifts should be
sufficient to represent any function f P L2pRdq. That is, that we have representations of
the form

f “
ÿÿ

j,kPZd
cj,kTαjMβkg,

1A Riesz basis for a Hilbert space H is a family of the form tUejujPN, where tejujPN is an orthonormal
basis for H and U : HÑ H is a bounded bijective operator
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where α, β ą 0 are the sampling parameters of the integer lattice Zd, and the coefficients
tcj,kuj,kPZd are to be determined. For the window function g Gabor proposed the Gaussian
window, partly due to the fact that the exponential functions (that is, Gaussians) are
eigenvectors of the Fourier transform.

Families of functions, such as those Gabor introduced, are over-complete, that is,
they do not form a basis even though they span the ambient space. Such families of
functions are a prototypical example of frames. Frames generalise the notion of the
orthonormal basis for a Hilbert space as they allow non-unique decompositions of the
elements of the ambient space. At a first glance it might come across as troublesome that
the reconstruction formula frames provide is not unique, but it is exactly this redundancy
that plays a key role in many applications. Gabor used frames only implicitly, and it
took a further 6 years until the now classical definition of a discrete frame was formalised
by Duffin and Schaeffer.

Definition 1.2.1. A sequence E “ tejujPJ , where J is countable, in a (separable) Hilbert
space H is called a discrete frame if there exist constants 0 ă A ď B ă 8 such that

A‖f‖2H ď
ÿ

jPJ
|xf, ejy|2 ď B‖f‖2H, for all f P H

The constants A and B are called upper and lower frame bounds, respectively. If A “ B,
then tejujPJ is said to be a tight frame, and if A “ B “ 1 we call tejujPJ a Parseval
frame.

It is easy to see that every basis of a Hilbert space is also a Parseval frame for that
space. But the true power and beauty of frames for applications in signal processing
was only later uncovered by Daubechies and Grossman [24]. Frames are nowadays a
ubiquitous tool in signal processing and their applications can be found in many fields of
both pure and applied mathematics.

There are two fundamental operators associated with a given frame. The analysis
operator is an operator that maps each element of H to a sequence of frame coefficients
by

C : HÑ l2pJ q, f ÞÑ txf, ejyujPJ .

The adjoint of the analysis operator is called the synthesis operator, and to each sequence
in l2pJ q it assigns a linear superposition with respect to the frame tejujPJ through

C˚ : l2pJ q Ñ H, tcjujPJ ÞÑ
ÿ

jPJ
cjej .

The most important operator associated with a frame is the frame operator, defined by
S “ C˚C. The frame operator allows for a stable reconstruction of a signal from its frame
coefficients. The operator S (as well as its inverse) is self-adjoint, positive and invertible,
and for every f P H we have

f “
ÿ

jPJ
xf, ejyS

´1ej “
ÿ

jPJ
xf, S´1ejyej . (1.6)
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It can be shown that the sequence tS´1ejujPJ is also a frame, and is hence usually called
the canonical dual frame. There could be an abundance of other frames for which an
analogue of equation (1.6) holds. One active area of research in frame theory is the study
of the properties of an arbitrary dual frame (not necessarily the canonical dual), if we
have the knowledge regarding only the original frame.

The notion of the discrete frame can be generalised to families of functions indexed
by locally compact Hausdorff spaces2 endowed with a a positive Radon measure3 [25]. In
this thesis we will mostly restrict our attention to the corresponding continuous frames.

Definition 1.2.2. Let H be a separable Hilbert space and X a locally compact Hausdorff
space endowed with a positive Radon measure µ with suppµ “ X . A family of vectors
E “ texuxPX is called a continuous frame if there exist constants 0 ă A ď B ă 8 such
that

A‖f‖2H ď
ż

X
|xf, exy|2dµpxq ď B‖f‖2H, for all f P H.

If A “ B, then texuxPX is called a tight frame, and if A “ B “ 1 we say texuxPX is a
Parseval frame.

The frame operator is again denoted by S and continuous analogues of (1.6) can be
shown to hold. For example, if the frame texuxPX is tight, the following reconstruction
formula holds in the weak sense

f “
1

A

ż

X
xf,S´1eyyeydµpyq.

There again might be many frames tẽxuxPX such that

f “

ż

X
xf, ẽxyexdµpxq, (1.7)

holds for all f P H. Such frames are called dual frames, while tS´1exuxPX is still referred
to as the canonical dual frame. We will come back to reconstruction formulas later in
the thesis.

1.3 Wavelets (and their Limitations)

In the previous chapter we discussed how small changes in the frequency domain can
cause a tremendous change everywhere in the time domain which we cannot observe
with standard Fourier machinery due to the fact that Fourier basis functions are not
well localised in time, Time frequency analysis tries to address these and other flaws of
the classical Fourier analysis by cutting the signal into slices and performing Fourier

2A topological space X is said to be Hausdorff if distinct points have disjoint neighbourhoods, and it
is locally compact if every point of X has a compact neighbourhood

3A measure µ defined on the σ-algebra BpX q of Borel sets of a locally compact Hausdorff space X is
called the Radon measure if the measure µpBq, for any Borel set B, is the supremum of µpKq, over all
compact subsets K of B, and if it is finite on all compact sets.
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analysis on each slice. Another important question we have to think about is that of the
efficient representation of data. Functions with discontinuities and functions with sharp
spikes cannot be compactly represented using Fourier basis functions, as can be traced
back to the Gibbs phenomenon. Wavelet analysis can be seen as a surrogate candidate
for addressing the said issues.

As the saying goes, the clue is in the name. Wavelets are functions that exhibit
wave-like oscillations, have zero average, and are brief (hence the diminutive), that is,
they are well localised. Let us be more specific and begin in the continuous setting, where
we will work throughout this thesis.

Whereas the architecture of time-frequency analysis relies on the location b and
the frequency ξ as its parameters, wavelets depend on the location b and the scale a.
This means that instead of using the modulation operator Mξ, wavelet theory uses the
isotropic dilation operator, which is defined by

Dafpxq “ a´d{2f
`

a´1x
˘

, a P R`,

for functions f on Rd. The normalisation a´d{2 ensures that the operator Da is unitary.

The full wavelet dictionary can now be constructed by considering a family of dilated
and translated versions of a single generating function ψ P L2pRdq, traditionally termed
the mother wavelet, through

ψa bpxq “ DaTbψ “ a´d{2ψ

ˆ

x´ b

a

˙

: a P R`, b P Rd. (1.8)

It is important to respect this order of operations; we first apply the translation operator,
and then the dilation operator [26].

The wavelet transform of a function f P L2pRdq can now be defined by

Wf pa,bq “ xf, ψa by “ xf,DaTbψy.

One of the areas of research in wavelet theory is to find conditions that ensure that f
can be reconstructed from its wavelet coefficients by the reproduction formula

f “

ż

R`ˆRd
xf, ψa byψa b dλpa,bq,

where λ is the (left) Haar measure4 with dλpa,bq “ da db
ad

. The first such condition was
established by Calderón in 1964 [10], though from an entirely different point of view. We
say that ψ P L2pRdq is an admissible wavelet if

ż

aą0
|ψ̂paξq|2da

a
“ 1, for a.e. ξ P Rd. (1.9)

4Measure µ is a left Haar measure if it is a regular Borel measure on a locally compact group G which
is finite on compact subsets and is left-invariant, that is, if for every set S in the Borel σ-algebra of G,
µpgSq “ µpSq, for all g P G
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This condition was rediscovered by Morlet and Grossman in the context of signal
processing [26, 27]. Equation (1.9) is not particularly restrictive and there are a plethora
of wavelet constructions that have been found to satisfy it, such as the classical Haar
and Shannon wavelets, Daubechies wavelets, and the Lemarié-Meyer wavelets [11], to
name but a few.

The wavelet transform has a particularly neat group theoretical interpretation, which
is a feature it shares with short-time Fourier transform. An elementary computation
gives that the composition of operators Tb and Da satisfies the following group law

pDa2Tb2qpDa1Tb1q “ Da1a2Ta1b2`b1 , for b1,b2 P Rd, and a1, a2 P R`.

This property defines an operation on the group R` ˆ Rd through

pa2,b2q ¨ pa1,b1q :“ pa1a2, a1b2 ` b1q.

The ab2`b1 group on Rd is the so called group of affine transformations on Rd. Further
analysis unveils that the wavelet transform is the representation coefficient of this affine
group with respect to the unitary representation πpa,bq “ DaTb, acting on L2pRdq.

For the sake of completeness, let us briefly discuss the standard discretisation of
wavelets, restricting our attention to d “ 1. The question we have to answer is how
to sample the dilations and the locations. Typical wavelet bases or frames use dyadic
scaling and translations along the integer lattice

tψj,k “ 2´j{2ψ
`

2´j ¨ ´k
˘

“ Dj2Tkψ : j, k P Zu.

There are two issues we have to address here. Let us say that we want to use the
wavelet architecture to represent a function, that is, use an analogue of (1.6). The
canonical dual frame associated with the wavelet frame tψj,kuj,kPZ is given through the
frame operator as tS´1ψj,kuj,kPZ. Computing the canonical dual can be a challenge
because inverting the frame operator S can be highly non-trivial. Assuming the canonical
dual is also a wavelet frame, it could be obtained by first computing its mother wavelet,
and then applying the dilation and translation operators. If that is not the case, we
would have to apply S´1 to a double-infinite set of functions. The Achilles’ heel of the
problem is that the frame operator S and operators Dj2Tk do not necessarily commute.
Computational difficulties aside, there are explicit examples that attest to the fact we
cannot a priori say that the canonical dual of a wavelet frame will also have wavelet
structure. To find a work-around to these problems we can look into the very heart of
what brought frames about. If the family tψj,kuj,kPZ is over-complete, we can exploit its
redundancy and search for a different dual frame, one that has wavelet structure, but
this then usually amounts to a case-by-case analysis.

Unfortunately though, for all of its upsides, the standard wavelet transform we
just described comes with serious limitations when it comes to the analysis of higher
dimensional functions. To show how these limitations come about we will focus on the
two-dimensional case, which is the standard model used for the analysis of images. The
problem is that the wavelet transform fails to reveal geometric properties of an image
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(a) Anisotropic elements (b) Isotropic elements

Figure 1.1: Comparison of paving a curved edge using anisotropic and isotropic elements.
We can see that the anisotropic structure of the underlying dictionaries results in a more
efficient representation

since it lacks directional selectivity, as by Definition (1.8) wavelets take into account only
the location and the scale. In other words, standard multi-variate wavelets are products
of an essentially one-dimensional theory [11,28]. Therefore, it should come as no surprise
that there are unavoidable obstacles when dealing with features of multi-variate data.

One such feature, which is of directional nature, is the edge of an image. Therefore, in
order to resolve directional features in a desired class of objects we need transforms that
take into account different orientations. A straightforward attempt to rectify this dire
predicament, could probably be reduced to simply incorporating orientation parameters
in (1.8) by say, including the rotation operator Rθ into the definition of the wavelet
family. Furthermore, wavelets are well known to yield high-amplitude coefficients in the
vicinity of edges, but they cannot take advantage of any further regularity of an object
to improve the sparsity of the representation. Thus, these new and improved wavelets
ought to have elongated supports, which could be achieved by pre-stretching the mother
wavelet in one direction, according to, for example, ψ̃pxq “ ψpx1, x2{100q. Such an
approach would certainly give oriented, directional wavelets that admit a reconstruction
formula and satisfy a number of other desirable properties. The issue though is that this
would conceptually be nothing new, and as we will see later, still fails to address many
interesting questions, even some of which it was designed to answer. Hence, a different
approach is needed.
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1.4 Beyond the Wavelet Transform: Ridgelets, Curvelets,
Shearlets, etc.

One of the remarkable features of wavelet bases and frames lies in their ability to analyse
functions that are smooth apart from pointwise singularities [29]. Wavelet coefficients
of such objects are sparse, whereas the coefficients of other classical transforms are not.
This aspect of the functionality of the wavelet transform has had a wide and significant
impact to various corners of both pure and applied mathematics. The significance it bears
for compression of data that exhibits such singularities is due to the fact that the wavelet
energy of the singularity is concentrated in only a few big coefficients. Consequently,
a signal can be (partially) recovered, with good approximation quality, using only a
few wavelet coefficients. However, these properties are often used for situations well
outside of their original context, and their efficacy can often be overstated. The crux
of this misuse can be attributed to the fact that wavelets are fully efficient only for
pointwise singularities, whereas the singularities of objects in higher dimensions lie along
predominantly higher dimensional structures. For example, the edge of a typical image
(we can imagine an equilateral triangle) is a one dimensional singularity, and such
singularities are dominant factors in the description of the object.

1.4.1 Best N-term Approximation of Cartoon-Like Images

A typical image is a collection of competing influences, from pointwise and curvilinear
discontinuities, to various types of noise, blur and so on. In practice, it would be
unfeasible to expect for any single transform to be fully efficient for all possible types of
signals. We should instead use a collage of various transforms. When it comes to the
mathematical analysis, we often restrict our attention to classes of particular interest. In
imaging sciences we would want a class that models natural images, yet is simple enough
to allow for a tractable mathematical analysis. A model of images that emphasises the
edges is the class of so-called of cartoon-like images, and it was introduced by Donoho
in [30].

Definition 1.4.1. The class E2pR2q of cartoon-like images is the class of functions
f : R2 Ñ C of the form

f “ f0 ` f1χB,

where B Ă r0, 1s2 is a set whose boundary BB is a closed C2 curve of bounded curvature,
and fi P C

2pR2q are functions such that supp fi Ă r0, 1s
2 and ‖fi‖C2 ď 1 for i “ 0, 1.

The class of cartoon-like images is a simple prototype of everyday images; there are
two regions that are separated by a smooth edge, thus emphasising edge-like features of
images, which are by and large anisotropic.

Let us consider now a mathematical context which puts the limitations of the wavelet
transform to the fore. Before we begin we ought to make a couple of observations.

The objects we want to analyse will often lie in a strange functional space, are non-
intuitive, and can be too complex to assess directly. Drawing on our earlier discussion we
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Figure 1.2: A Cartoon-Like Image

instead prefer to examine the coefficients of those objects with respect to some dictionary.
Working with the coefficients associated to an object would then yield conclusions
regarding the properties of the original object.

If we were to continue with this line of thought, we should add that it would also
be desirable to deal with as few of the coefficients as possible. Coming to conclusions
from infinitely many coefficients poses not only an unplausible, but also a technically
impossible challenge. Therefore, it is in our best interest to have a dictionary that
sparsifies the objects in a given class as efficiently as possible. This means that there
would be only a few significant coefficients, and we could discard the rest. We can
formalise these considerations as in [30].

Definition 1.4.2. Consider a family of functions tψjujPJ Ď L2pR2q. We say that fN “
ř

jPJN cjψj, where JN Ď J , |JN | “ N , is the best N -term approximation of f with
respect to the family tψjujPJ if

‖f ´ fN‖L2 ď

∥∥∥∥∥∥f ´
ÿ

jPJ̃

cjψj

∥∥∥∥∥∥
L2

,

holds for all J̃ Ă J , |J̃ | “ N, and all sequences tcjujPJ̃ .

In order for Definition 1.4.2 to be of any practical significance, this pursuit of an
optimal N -term representation within a given dictionary ought to have constraints.
The rationale for having any type of constraints is simple. When there are no restric-
tions regarding the selection process, some truly pathological examples might emerge.
For example, dictionaries that consist of countable and dense subsets of L2pRdq have
universally sparse approximations [30]. This means that for an arbitrary element of
L2pRdq there would always be a member of such a dictionary that achieves an arbitrarily
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small approximation error. The downside is that an approximation result of this type
would be of no practical consequence since finding the element that achieves this error is
computationally unfeasible.

A standard constraint is to allow only the polynomial depth search algorithms. The
polynomial depth search constraint essentially imposes a condition that the first N terms
of any approximation of a given function f must come from one of the first πpNq terms in
the dictionary, where π is a polynomial independent of f . Without getting into technical
details, which can be found in [30], this restriction eliminates some pathological cases
and does not hinder the performance of standard methods in any tangible way.

The optimal asymptotic decay rate of the non-linear approximation error for objects
in E2pR2q was established in [30]. It is optimal in the sense that no other polynomial
depth search algorithm can provide a better asymptotic rate.

Theorem 1.4.3. Let f P E2pR2q. There exists a constant C ą 0 such that for any N P N
there is a triangulation of the box r0, 1s2 into N triangles so that the resulting piecewise
linear interpolant fN satisfies the error estimate

‖f ´ fN‖2L2 ď CN´2, N Ñ8. (1.10)

Theorem 1.4.3 can serve as a benchmark for sparse approximations of two-dimensional
data using a reconstruction dictionary. The construction used in the proof of Theorem
1.4.3 is in itself important: salient features of analysing elements is that they have
elongated supports and exhibit directional selectivity.

A natural question now is to examine how do the classical dictionaries perform in
this context. It can be shown that the partial reconstruction obtained by taking the N
largest Fourier coefficients satisfies

‖f ´ fFN ‖2L2 ď CFN
´1{2.

On the other hand, the best N term approximation with respect to a wavelet basis is
obtained by simply taking the N largest wavelet coefficients, that is, the coefficients are
of the form cj “ xf, ψjy. It can be shown [1] that the error obtained by using a wavelet
family satisfies

‖f ´ fWN ‖2L2 ď CWN
´1.

Furthermore, the rate N´1 is tight, in the sense that one can construct cartoon-like
images for which the approximation rate is bounded by N´1 not only from above, but
also from below, up to a multiplicative constant. Even though this is significantly better
than the asymptotics with Fourier series, wavelets nevertheless fail to approximate edges
of cartoon-like images efficiently since the approximation rate N´1 is far from optimal.

Taking into account the stark dichotomy between the optimal approximation rate and
the rate obtained with wavelets, it should be clear that we ought to pursue dictionaries
that yield approximation rates that are closer to the optimal rate. To that end, the ideas
from the proof of Theorem 1.4.3 serve as a natural starting point. The ridgelet transform
is the first transform that we shall consider that goes in this direction.
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1.4.2 Ridgelets

Ridgelets were first introduced by Emmanuel Candés’s in his PhD thesis [31], and are
typically constructed as follows [32]. Take a smooth function ψ : RÑ R, with sufficient
decay, a zero average

ş

R ψptqdt “ 0 and a normalisation
ş8

0 |ψ̂pξq|
2|ξ|´2dξ “ 1. For each

scale a ą 0, orientation θ P r0, 2πq, and position b P R, we can now define the ridgelet
ψa θ b : R2 Ñ R by

ψa θ bpxq “ a´1{2ψ

ˆ

x1 cospθq ` x2 sinpθq ´ b

a

˙

.

The function ψ is typically called the mother ridgelet. The ridgelet ψa θ b is constant along
the ridges, that is lines, x1 cospθq ` x2 sinpθq “ const, and transverse to these ridges it is
a wavelet. Given an integrable function f P L1pR2q we then define ridgelet coefficients
by

Rf pa b θq :“ xf, ψa θ by.

The continuous ridgelet transform then admits an exact reconstruction formula

fpxq “
1

4π

ż 2π

0

ż 8

´8

ż 8

0
Rf pa, b, θqψa θ bpxq

da db dθ

a3
, for a.e. x P R2,

where f P L2pR2q X L1pR2q, and also satisfies a Parseval-like formula. The definition of
the ridgelet transform can be extended to any dimension d ě 2.

A useful way to think about the ridgelet transform is to reimagine it as the wavelet
analysis in the Radon transform5. The rationale that underlies the construction of the
ridgelet transform then becomes clear. Radon transform converts singularities that lie
along the lines into point singularities. Using the wavelet transform in the next step
yields optimally sparse representations, since wavelets provide optimal representations
of point singularities. This reinterpretation of the ridgelet transform serves two further
purposes. First, it gives a basic prescription about how to compute the ridgelet transform.
Secondly, such an interpretation lends itself to generalisations in other contexts. For
example, to define the ridgelet transform on a sphere, we can use spherical Radon and
wavelet transforms [33].

Let us add, for the sake of completeness, that there are a number of discretisations of
the ridgelet transform that correspond to either frames or orthobases [34]. Furthermore,
it has been established that the non-linear approximation using the best N -term approx-
imation with these discretisations achieves a near optimal decay rate for smooth images
with discontinuities along straight lines.

1.4.3 Curvelets

The questions ridgelets are trying to address are considerably more difficult than the
questions wavelets are trying to. On one hand, zero-dimensional singularities are all

5Radon transform of a function f is defined as Rf pρ, τq “
ş

R fpx, τ ` ρxqdx
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exactly alike; they are just points. One-dimensional singularities can on the other hand be
either straight lines or (proper) curves. The fact of the matter is that edges of real world
images are not perfectly straight but are curved, that is, they have non-zero curvature.
Therefore, since ridgelets hinge on the ability of the Radon transform to convert lines
into points, they can efficiently represent only objects with singularities that lie along
straight lines. A temporary solution is to use ridgelets in a localised way, that is, to
make use of the fact that at fine scales curved singularities can be well approximated by
straight lines. The method of localisation has a rich history in time-frequency analysis.
The idea is to divide a given domain, that is an image, into a set of wavelet bands and
localise the function into smooth pieces that are supported at or near those sub-bands
by using either partition of unity or smooth orthonormal windowing. The next step
consists of analysing each band with a local ridgelet transform. The size of the blocks can
also be changed at each scale. It can be shown that using the sub-band decomposition
of the domain forces a relationships between the width and length of frame elements.
Specifically, the frame elements have to be anisotropic and must (roughly) obey the
parabolic scaling law width « length2. These ideas are the building blocks behind the
first generation curvelets. Interested readers can refer to [35] for further details.

The first generation curvelet elements can form either a frame or a tight frame,
are anisotropic by construction and get progressively more anisotropic at higher scales.
Furthermore, they have directional selectivity and exhibit oscillatory behaviour across
the ridges.

A discrete frame of first-generation curvelets can be constructed by sampling the
continuous curvelets, but we will defer further details regarding the sampling until
the discussion on second-generation curvelets. It can be shown that the best N -term
approximation of a given function f using first generation curvelets obeys

‖f ´ fC1
N ‖

2
2 ď CκN

´2`κ, as N Ñ8,

for every κ ą 0. This rate is near-optimal and is clearly an improvement compared to
the best N -term approximation rates obtained with Fourier or wavelet elements.

Even though first generation curvelets have useful and interesting properties, they still
leave a lot to be desired. The construction of the corresponding curvelet frame involves a
complicated seven-index structure, has a redundancy factor 16M ` 1 whenever M scales
are used, and the basic computational complexity of an nˆn image is Oppn log nq2q, which
is already very good but it could be improved [36]. Furthermore, the transform admits a
wide range of aspect ratios, meaning that the parabolic scaling law width “ length2 does
not always hold. Consequently, rigorous mathematical analysis is very delicate.

The second generation curvelets [15] attempt to address these issues. At scale a the
second generation curvelet family of analysing element is defined by translating and
rotating the generating element γa 00 according to the rule

γa θ bpxq “ γa 00pRθpx´ bqq.

The generator γa 00 is defined in polar Fourier coordinates by

γ̂a 00pr, αq “ a3{4W pa ¨ rqV

ˆ

α
?
a

˙

.
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The windows W prq and V pαq should both be smooth, nonnegative, real valued, with
supports obeying

suppW Ă

ˆ

1

2
, 2

˙

, suppV Ă r´1, 1s,

and satisfy some further admissibility conditions we will discuss later in Chapter 2. It
follows from the definitions that the support of γ̂a 00 is an oriented polar wedge with a
scale-dependent width and length that becomes increasingly needle-like at fine scales.
Furthermore, the elements γ̂a 00 obey the parabolic scaling law in polar coordinates r
and α, where α is the thin coordinate.

The continuous curvelet transform of f , denoted Γf is defined by

Γf pa, θ,bq “ xf, γa θ by, a ă a0, θ P r0, 2πq, b P R2. (1.11)

The value a0 represents the coarsest scale, and needs to obey a0 ă π2 in order for the
construction to work. Curvelet coefficients (1.11) are by definition complex-valued, but
real-valued curvelets can be obtained by simply combining the symmetric coefficients,
that is, by using γ̂a θ bpr, ωq ` γ̂a θ bpr, ω ` πq. In order to extend the functionality to
functions containing low frequencies we should add coarse scale isotropic father wavelets,
but we will not discuss this presently as it is only the behaviour at fine scales that we
are interested in.

The second generation curvelet transform defined in (1.11) has an abundance of
desirable properties. The elements of the curvelet family have a simple and natural
indexation that uses only three parameters, thus simplifying the mathematical analysis
Moreover, second generation curvelets admit a reconstruction formula

f “

ż

r0,a0sˆr0,2πqˆR2

xf, γa θ byγa θ b dµpa, θ,bq, (1.12)

where dµpa, θ,bq “ da dθ db
a3 is the a left invariant Haar measure, and a Parseval-like

formula that holds for all L2 functions. The curvelet transform also follows a fully
parabolic scaling law and defines a tight frame for L2pR2q with a much lower redundancy
than the first-generation curvelets. Furthermore, unlike the first generation curvelets,
the second generation curvelets do not use the ridgelet transform in neither continuous
nor in discrete settings. Hence, the implementation is of the computational complexity
Opn2 log nq, which is the same as FFT and is faster than the first generation curvelets by
a factor of log n.

The last remaining question is regarding the approximation properties. The standard
approach [37] of constructing a discrete tight frame involves the dyadic sampling of the
scales aj “ 2´j , equidistant sampling of directions with respect to the scale θj,l “ 2π2´j{2l,
and the equispaced sampling of the locations that depends on both j and l. The
construction consists of two steps. We first sample in scale and angle, leaving the
location parameters continuous. This creates a semi-discrete transform from which we
then discretise in location. It can be shown that the best N -term approximation of
cartoon-like images using the second generation curvelet family satisfies

‖f ´ fC2
N ‖

2
2 ď CCN

´2plogNq3, N Ñ8.
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2j 2j{2

Figure 1.3: Sketch of a typical paving of the domain using a discretisation of the second
generation curvelets

In terms of Theorem 1.4.3, this is an asymptotically optimal rate up to the plogNq3

factor. This result is remarkable having in mind the fact that curvelet analysis does not
use adaptive elements. The drawback of this simplicity is that the approximation rate is
unfortunately not near-optimal if the edges are not exactly C2 curves. Moreover, if the
edges are C2`κ curves, with κ ą 0, the approximation rate does not improve, it remains
N´2. It might be relevant to mention that there are geometric representation families
(though adaptive), such as contourlets [16], that manage to achieve the optimal decay
rate OpN´2´κq for images with C2`κ edges.

1.4.4 Shearlets

Curvelets are constructed through a meticulous analysis that combines the translation
and the reorientation of a given generating element, while simultaneously dilating the
elements of the curvelet dictionary so that they obey the law of parabolic scaling. The
resultant transform has a simple structure that lends itself to elegant mathematical
analysis, and admits an efficient digital representation. A careful examination of this
process shows that somewhere along the way we lost some of the particularly useful
properties we had with wavelets. First of all, whereas each wavelet is just an affine
transformation of the mother wavelet, a curvelet element γa 00 cannot be obtained through
such a simple transformation of γa1 00 for a1 ‰ a. Furthermore, directional selectivity of
curvelet elements is achieved by using the most obvious choice, the rotation operator.
Although rotations may be elegant and straight-forward, they are burdened with an
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inherent drawback; rotation operators destroy the lattice Z2 whenever the rotation angle
is not k π2 for k P Z. This will be a serious impediment whenever we would want to
transition between continuous and discrete settings. Therefore, as an alternative to the
rotation operator we would desire an operator that preserves the integer lattice for a
much broader range of inputs. To this end Kutyniok et al constructed shearlets, which
first appeared in [2].

The shearing operator Ss is defined through the shearing matrix

Ss :“

ˆ

1 s
0 1

˙

, s P R.

The matrix Ss changes the slope of a vector x P R2 by displacing its first coordinate
with respect to the shearing variable s, which measures the amount of the displacement.
Consequently, provided s is an integer, the lattice Z2 remains intact and we have
SsZ2 Ă Z2.

The standard continuous shearlet transform can now be defined by combining the
translation, dilation and shear operators. Consider a function ψ P L2pR2q, dubbed the
mother shearlet, and define the continuous shearlet family by

ψa s bpxq “ a´3{4ψ
`

DaS
´1
s px´ bq

˘

: a ą 0, s P R, b P R2.

The corresponding continuous shearlet transform of a function f P L2pR2q is now readily
defined as the mapping

SHf pa, s,bq “ xf, ψa s by.

A fundamental question is under what conditions does the continuous shearlet transform
define an isometry, since this bears immediate implications on the availability of a
reconstruction formula. The standard answer to this question is to say that ψ P L2pR2q

is an admissible shearlet if it satisfies

ż

R2

|ψ̂pξq|2

ξ2
1

dξ2dξ1 ă 8.

The classical shearlet is constructed by choosing functions ψ1, ψ2, such that

supp ψ̂1 Ă

„

´
1

2
,´

1
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„
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, and supp ψ̂2 Ă r´1, 1s. (1.13)

The mother shearlet is then defined in the Fourier domain by

ψ̂pξq :“ ψ̂1pξ1qψ̂2

ˆ

ξ2

ξ1

˙

. (1.14)

We should add that there is nothing fundamentally important regarding any particular
choice of the frequency-domain supports of ψ1, ψ2. All that matters is that ψ̂1 is supported
away from 0 and that ψ̂2 is supported around 0. This is usually interpreted by saying
that ψ is wavelet-like along one coordinate axis and bump-like along the other.
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2j

2j{2

Figure 1.4: Sketch of a typical paving of the domain using a discretisation of classical
shearlets

The continuous shearlet system we just described has a number of desirable properties:
it allows the reconstruction of a signal and the corresponding Parseval-like formula, has
elegant group structure [38], and is generated as an affine transformation of a single
mother shearlet. There is however a problem that must be addressed. The continuous
shearlets have a certain directional bias. In order to see this we can observe that a
singularity that lies along the ξ2 axis can only be uncovered by considering the limit
sÑ8, which poses questions about the suitability of the shearlet transform for practical
applications. This issue can be rectified by partitioning the Fourier domain into four
high-frequency cones, and a further low-frequency box centred around the origin (see
Figure 1.5). In doing so we would, within each of the cones, effectively restrict the
shearing parameter to a finite range.

The reimagination of the shearlet transform that adheres to such a construction yields
an alternative shearlet system, called cone-adapted continuous shearlet system, and it is
defined by

SHpϕ,ψ, ψ̃q “ Φpϕq YΨpψq Y Ψ̃pψ̃q,

where ϕ,ψ, ψ̃ P L2pR2q and

Φpϕq “ tϕb “ ϕp¨ ´ bq : b P R2u,

Ψpψq “ tψa s b “ a´3{4ψ
`

DaS
´1
s p¨ ´ bq

˘

: a P p0, 1s, |s| ď 1` a1{2, b P R2u,
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Ψ̃pψ̃q “ tψ̃a s b “ a´3{4ψ̃
´

D̃aS
´J
s p¨ ´ bq

¯

: a P p0, 1s, |s| ď 1` a1{2, b P R2u,

where D̃a “ diag
`

a1{2, a
˘

and
ˆ̃
ψpξq “ ψ̂pξ2, ξ1q.

y

x

Figure 1.5: Partitioning of the frequency plane into a low-frequency box and four higher
frequency cones

We can again define the shearlet transform associated with cone-adapted shearlets,
find conditions on ϕ,ψ, ψ̃ which ensure that the corresponding transform is an isometry,
and obtain reconstruction and a Parseval-like formulae. It is possible to construct a
family of compactly supported shearlets and efficiently discretise (cone-adapted) shearlet
systems [39--41]. The book [40] provides an extensive and a comprehensive account of
the theory and applicability of the shearlet transform.

The unfortunate consequence of having to resort to cone-adapted shearlets is that
we lose some of the initial simplicity. Furthermore, conducting a rigorous mathematical
analysis becomes substantially less elegant, especially when compared to second generation
curvelets. A further cause of problems lies in the fact that the dual frame of classical
shearlets is not necessarily a family of shearlets, whereas the dual frame of second
generation curvelets (consider the equation (1.12)) are again second generation curvelets.
What we gain though is an affine system that admits an analogous treatment of continuous
and discrete realms.

One final test that shearlets ought to be subjected to is the examination of their
performance in terms of efficient representations of cartoon-like functions. The cone-
adapted discrete shearlet systems can be constructed by sampling the continuous cone-
adapted shearlets [40,42]. Due to their construction, shearlets allow for an easier treatment
of the discrete setting. We again use dyadic sampling of the dilations aj “ 2´j , and the
shears satisfy |sj | ď

P

2j{2
T

, sj P Z, whereas the locations can be simply taken from McZ2

where Mc “ diagpcq. It can be shown [43] that there exists a constant C ą 0 such that
the best N -term approximation of a cartoon-like function f P E2pR2q with respect to a
shearlet system, obtained by choosing N largest coefficients, satisfies

‖f ´ fSHN ‖22 ď CN´2plogNq3, as N Ñ8.
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This near-optimal rate is the same as what is achieved with curvelets, and it holds for
cone-adapted shearlets, as well as for the compactly supported shearlets.

1.5 Discrete Parabolic Molecules

The notions, definitions, variety of proof techniques, and the ideology that will be
discussed and elaborated throughout this thesis (predominantly in Chapter 2) are built
on the work on discrete parabolic molecules, but adapted to the continuous setting.
Discrete parabolic molecules were introduced in [9] and they define a comprehensive
framework for discrete parabolic dictionaries and focus on questions and topics that
can be answered with discrete frames. Grohs and Kutyniok showed in [9] that one
can use discrete parabolic molecules to identify classes of discrete parabolic dictionaries
which exhibit the same sparse approximation properties, in terms of the best N-term
approximation rate (see Definition 1.4.2). Moreover, one can also show that there
are classes of approximation spaces that can be characterised by all discrete parabolic
molecules which are sufficiently good in some sense. In order to establish such results,
Grohs and Kutyniok showed that pairs of frames of discrete parabolic molecules exhibit
strong off-diagonal decay with respect to a certain notion of distance which is guided by
the inherent geometry of the setting. The Theorem 2.4.1 is analogous to this particular
form of almost-orthogonality. The idea of abstractifying parabolic dictionaries, and
the result (and the proof) on almost-orthogonality, finds its most immediate precursors
and influences in the earlier work of Candés and Demanet on wave propagators and
representation of Fourier integral operators [5, 44], and similar studies on the topic
conducted by Smith [4]. This functionality was later extended to shearlets in [8].

Most of the work in Chapter 2 builds up on ideas developed in [9] by adapting them
to the continuous setting. The elementary difference between the present work and the
studies conducted in [9] is that our focus is on continuous dictionaries and continuous
frames and the corresponding set of challenges and questions, which we will address
and develop in Chapters 3 and 4. We will also adopt elements of the ethos from [9] by
looking at the universalities that can be found in the treatment of microlocal analysis
with parabolic dictionaries.

Discrete parabolic molecules were later generalised in [45] by replacing the dilation
matrix Da with Da,α “ diagpa, aαq for α P r0, 1s. Such constructions are called the
α-molecules, and we will briefly look at some select consequences of these considerations
in Chapter 4. Parabolic molecules are a special case of α-molecules which corresponds to
the case α “ 1

2 . Ridgelets and wavelets can also be classified as α-molecules for α “ 0
and α “ 1, respectively.

1.6 Distribution Theory

We shall devote this last section to a brief discussion of some elements of distribution
theory. Distribution theory is one of the most important contributions of the 20th century
mathematics. The early history of the distribution theory dates back to the first half
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of the 19th century, when it was (somewhat informally) used to construct solutions of
ordinary differential equations. Its modern history began with the work of Sergei Sobolev
and others in 1930s and early 1940s, though its status as one of the most important
contributions of 20th century mathematics was not established until 1951, when it was
formalised in Laurent Schwartz’s definitive book; The theory of distributions. In its
essence, distribution theory proposes means of generalising and reinterpreting the classical
notions of a function. As a consequence, this allows us to define fundamental notions
of mathematical analysis, such as differentiability of a function or solvability of partial
differential equations, in situations where the classical notions do not apply.

Many parallels can be drawn between the basic ideas of distribution theory and those
of modern measure theory. The starting point is the idea that a function is not required
to have a defined value at every point. Instead, all we require is the ability to extract
meaningful information about the behaviour of a function in a neighbourhood of any
given point. In order to ensure that the output is a real number, functions can then be
reinterpreted as linear functionals that act on a select set of functions, which are called
test functions.

Definition 1.6.1. A distribution T is a continuous linear functional T : KÑ R, where
K is a space of test functions. The action of T on a test function ϕ P K will be typically
denoted as xT, ϕy, instead of the more usual Tpϕq.

The last sentence in Definition 1.6.1 is in part motivated by the fact that, under
some assumptions on K, a function f P L1pRdq defines a distribution through

Tf pϕq “

ż

Rd
fpxqϕpxqdx “ xf, ϕy. (1.15)

Equation (1.15) is important for one further reason. It reflects the reality of physical
measurements; one can rarely (if ever) measure the state of a physical quantity at exactly
the desired point. What we instead hope to capture is the local behaviour of that physical
quantity, that is the in vicinity of a desired point, where the readings might be affected
by surrounding agents. What this suggests is that we should pay particular attention to
the types test functions that should be admissible.

For reasons of both mathematical and physical nature we typically choose test
functions that are smooth and localised (or fast decaying). Defining the set of test
functions, on which these generalised functions should act, is the crucial first step. The
properties of the resulting class of distributions depend delicately on how is this step
conducted.

The standard choice for the set of test functions which ensures that notions such as
the derivative, support and (crucially) the Fourier transform of a distribution are defined
is SpRdq, the set of Schwartz functions. There are of course many other function spaces
for which these notions make sense, and in many practical situations they can be readily
adopted as long as the statements remain mathematically sound. The class of tempered
distributions is then defined as the continuous dual of the Schwartz space SpRdq, and is
denoted by S 1pRdq. Choosing a larger set of test functions results in a relatively smaller
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class of admissible distributions, but the consequence is that they are in many ways
nicer and easier to work with. We shall now list some standard properties and notions
of distributions.

(i) Derivative: xBαT, ϕy “ p´1q|α|xT, Bαϕy, for α P Nd0.

(ii) Support: Let K be the set of test functions. The support of is defined by

suppT “ tx P Rd : xT, ϕy “ 0 for all ϕ P K
such that suppϕ Ă U , where U Q x is open uc.

(iii) Linear Transform: Let A : Rdˆd be a regular matrix. Then

xTpA¨q, ϕy “ |det A|´1xT, ϕpAJqy.

(iv) Fourier Transform: xT̂, ϕy “ xT, ϕ̂y

(v) Direct Product: Let X Ď Rd1 and Y Ď Rd2 be open. The direct product of
distributions Tx and Ty that act on the set of test functions on X and Y , respectively,
is defined on the set of test functions on X ˆ Y through

xTx ˆ Ty, ϕy “ xTx, xTy, ϕyy.

The direct product is both commutative and associative .

We will now define the distributions that will be used in Chapter 4. By ϕ we denote
the arbitrary context-dependent test function, that is, in the following we will not be
particularly specific regarding the underlying set of test functions. A more detailed account
of distribution theory can be found in standard texts on the topic, for example [17--19].

(i) The Dirac delta distribution, denoted by δ, is defined for test functions on Rd as

xδ, ϕy “ ϕp0q. (1.16)

When d ą 1 we formally have the direct product of one dimensional distributions

δpxq “ δpx1q ¨ ¨ ¨ δpxdq.

The Dirac delta is the prototypical distribution. It is the standard abstractifier of
physical notions such as point mass or point charge.

(ii) Heaviside function, or the step function, H : R Ñ R, defined by Hpxq “ χxě0,
induces a distribution through

xH, ϕy “

ż

R
Hpxqϕpxqdx “

ż 8

0
ϕpxqdx. (1.17)

The Heaviside function can also be defined as the integral of the Dirac delta
distribution by H 1 “ δ
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(iii) Cauchy Principal Value is the standard method of defining values of improper
integrals. As a distribution it is defined by

B

PV
1

x
, ϕ

F

“ lim
εÑ0`

ż

|x|ąε

ϕpxq

x
dx. (1.18)

It can be shown that the Cauchy principal value is well defined for a very broad
class of functions [28].
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Chapter 2

Continuous Parabolic Molecules

2.1 Motivation

Recent years have seen the focus of several areas of applied harmonic analysis, image
analysis, and other related fields move towards the development of representation
systems that are required to address a myriad of tasks and applications. These tasks
range from classical image processing topics such as denoising [6], inpainting [7], and
component separation [46] to topics in an increasingly broader family of problems such
as in astronomical [47] and seismical [48] imaging and in the analysis of hyperbolic
differential equations [5]. In these problems sparsity is often seen as the crucial feature
that characterises efficient representations, since it allows for sharp estimates and fast
numerical algorithms. As we discussed in the previous chapter, when it comes to the
analysis of edges of natural images or to the propagation of singularities along the
characteristics of hyperbolic PDEs, this led to the development of dictionaries that are
aimed at addressing the weaknesses of wavelets and other classical transforms. The
two main components that aim to achieve these goals are the directional sensitivity
and the anisotropic structure of the frame (or basis) functions. The necessary changes
are often executed by adhering to ideas from multiscale analysis and geometry. These
new paradigms can be justified through a common-sense observation: the edges of
natural images are an oriented and a prevalently anisotropic phenomena. Consequently,
dictionaries that respect anisotropic structures should be better adapted to address
questions that pertain to natural images. As we mentioned in Section 1.4.1, this
discussion can be formalised within the framework of cartoon-like images.

Hence, two choices ought to be made. The first choice is how to address the directional
sensitivity, while the second choice is how to endow our dictionaries with an anisotropic
architecture. Whereas there is a wide selection of answers with regards to the first of
these two questions, the second question seems to have reached a certain consensus more
or less from the outset; curvelets, shearlets, and other similar dictionaries, adopt the
law of parabolic scaling, width “ length2. Coupled with directional selectivity, parabolic
scaling allows for dictionaries that are sensitive to curvilinear features of images.

Parabolic scaling and its uses in modern harmonic analysis can be traced back to the
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work of Fefferman on spherical summation multipliers [49]. Fefferman used parabolic
scaling to decompose the underlying convolution kernel into progressively finer pieces
whose supports are obtained by dividing the plane R2 into a family of dyadic-parabolic
rectangles in polar coordinates. These methods were first used for Bochner-Riesz spherical
summation operators and then extended to the study of Fourier integral operators (herein
FIOs) [50].

A more recent study of FIOs and parabolic scaling, and one which is significantly more
pertinent to our intentions, was conducted by Smith in [4] and [51]. Smith used parabolic
scaling to decompose functions into parabolic components, thus defining function spaces
that are preserved by FIOs, and analysed the behaviour of certain wave equations.
Furthermore, Smith introduced a curvelet-like parabolic system of functions and defined
a pseudo-distance function that corresponds to the ambient geometry, which greatly
influenced analogous notions not only in our work, but also in the study of curvelet [5,44]
and shearlet molecules [8].

A natural question to ask ourselves is whether there is anything truly exceptional
about the parabolic scaling law, or would other anisotropic scaling laws be equally viable.
A diligent examination of the literature would suggest that for a number of interesting
questions this is not the case and that other options are admissible, though the evidence
nevertheless seems to indicate that the parabolic scaling provides the optimal compromise,
see for example the discussion in [52] or in [44]. These questions motivated the study of
α-molecules, which we mentioned in Section 1.5. We will revisit some of these ideas in
Chapter 4.

The goal of this chapter is to describe and discuss the basic properties of a general
framework for representation systems that obey the law of parabolic scaling. As we
mentioned in Section 1.5, our work builds on the machinery of discrete parabolic molecules
[9], and adapts it to the continuous setting. To that end, we will introduce the notion
of continuous parabolic molecules (herein CPMs), which will encompass a wide array
of continuous parabolic dictionaries that share the same fundamental properties. We
will principally focus on two families of transforms, curvelets and shearlets, since they
are two of the most widely used existing parabolic families and there is a significant
body of evidence in support of their properties and applicability. Our construction is
directly related to, and as we will show, is a generalisation of, earlier constructions such
as curvelet molecules [5] and shearlet molecules [8], which were used to describe optimally
sparse representations of wave propagators. It is important to add that what inspired
both the curvelet and the shearlet molecules is the notion of vaguelettes which is used in
wavelet analysis in the study of Calderón-Zygmund operators [53].

There are two main motives that initiated the study of abstract parabolic dictionaries.
Firstly, having a generalised framework aims to give a glimpse into the fundamental
features that tie the parabolic representation systems together. Therefore, we hope to
not only eliminate the redundancy of the proof techniques, but also use the abstractified
framework to determine the universal properties and develop methods that allow for an
easy transfer of conclusions about those properties from one family of CPMs to another.
The second motivation is historically more significant. In 1957 Peter Lax [54] investigated
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solution operators of linear and symmetric hyperbolic systems, namely, he developed
parametrices that approximate the solution operators. Parametrices take the form of
FIOs, which are operators of the form

ż

eıΨpx,ξqσpx, ξqf̂pξqdξ, (2.1)

under some conditions on the phase Ψpx, ξq and the amplitude σpx, ξq. Lax conjectured
that a superposition of integrals of the form (2.1) with certain amplitudes gives a good
approximation of the solution of an initial value variable coefficient hyperbolic system.
This insight stimulated the study of FIOs. Now, the fact of the matter is that certain
classes of operators do not map the elements of a given dictionary back into that same
dictionary. For example, FIOs transform curvelets not into curvelets themselves but rather
into curvelet-like constructs. Even though they are not curvelets, these functions have
very similar time-frequency localisation properties. Therefore, it is useful to detect and
quantify exactly what are the essential properties that underlie the curvelet construction
and formulate these through an abstract framework. Working with an abstract framework
would ensure that the FIOs map curvelet molecules into curvelet molecules, which allows
to further the study of their behaviour and applicability for the sparse representation
of FIOs, and consequently of wave propagators as well. We will already see glimpses
of this type of functionality in the proof of Theorem 2.4.1 where we will work with a
differential operator that maps products of continuous parabolic molecules into a linear
superposition of parabolic molecules of a decreased smoothness.

We will begin with Section 2.2 where we will define continuous parabolic molecules
and other notions relevant for their study. In Section 2.3 we will introduce curvelet and
shearlet molecules and show that both satisfy the conditions of continuous parabolic
molecules (Theorem 2.3.2 and Theorem 2.3.7). Furthermore, we will show that the
continuous families of both the compactly supported and band-limited shearlets, latter
which is a somewhat novel construction that also includes a dual family which is also a
family of CPMs, are elements of our framework (Proposition 2.3.10 and Theorem 2.3.13).
We will conclude in Section 2.4, where we will establish the fact that the Gramians of
continuous parabolic molecules, xmλ, nνy have a strong off-diagonal decay. This property
is typically referred to as the almost-orthogonality, and it will be the essential tool for
the analysis in Chapter 3.

2.2 Definitions and Elementary Notions

Continuous parabolic molecules (herein CPMs) are, roughly speaking, families of oriented
L2pR2q functions that obey the law of parabolic scaling and are well localised in both
time and frequency, which is given through the conditions on their smoothness and decay.
The precise notion of time-frequency localisation that we will adhere to will be formalised
shortly in Definition 2.2.2, and it ensures fast decay of each molecule once we get away
from its effective support which is determined by the scale, orientation and location
parameters. As we discussed in Section 1.5, out construction builds on the notion of
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discrete parabolic molecules [9], and we will briefly examine the connection between
discrete parabolic molecules and CPMs in Section 2.2.1.

Let us start by setting up the notation and introducing a couple of definitions. We
define the parameter space P as

P “ R` ˆ r0, 2πq ˆ R2,

where a point pa, θ,bq P P describes a scale a, an orientation θ, and a location b.

Let Rθ “

ˆ

cospθq ´ sinpθq
sinpθq cospθq

˙

be a rotation matrix associated with an angle θ, and

let Da “ diagpa, a1{2q be the parabolic scaling matrix, with a scaling parameter a P R`.
Since our goal is to create a framework that is broad enough to encompass a number
of different dictionaries that adhere to the law of parabolic scaling, we need to allow
for different geometries. This observation is a consequence of the fact that each of
the existing parabolic dictionaries (such as curvelets and shearlets) hinges on a unique
implementation of the directional selectivity and the parabolic scaling in its construction.
Therefore, the first order of business will be to create a tool that allows us to tell when
are elements belonging to different dictionaries qualitatively similar in a certain sense. As
we will see in Theorem 2.4.1, this correspondence relies on the relationship between their
respective scale, orientation and location parameters. In order to be able to quantify
the dependence of this notion of similarity on the inner workings of dictionaries, we will
relate the native geometry of each CPM family to the parameter space P. This is achieved
through parameterisations, which are, loosely speaking, subsets of the parameter space
P.

Definition 2.2.1. A parametrisation is a pair pΛ,Φq where Λ is an index set and Φ
is a mapping Φ: Λ Ñ P. A parametrisation family is a family of parameterisations
pΛi,ΦiqiPI , where I is a finite index set.

The role parameterisations play is now clear. The set Λ is defined by the native
geometry of the CPM family and it serves to index its members, while Φ then associates
that index with a specific scale, orientation, location triplet in P. Definition 2.2.1 indeed
goes a bit further by allowing a finite family of parameterisations. The idea is that a given
CPM dictionary might have been constructed using several disjoint pieces, for example
each piece might be constructed to deal with a different part of the frequency domain.
One example of this type of a dictionary are the cone-adapted shearlets (Section 1.4.4),
where the frequency domain is split into high-frequency cones (and a low-frequency box)
and the shearlets are then defined separately on the vertical and on the horizontal cones.
Furthermore, we ought to have a special parametrisation associated with low frequency
regimes, since they are always defined according to a different set of rules. In doing so,
we allow each parametrisation function Φi to have desirable properties, instead of dealing
with a single and complicated parametrisation. Having said that, these considerations
only serve to simplify some of the proofs and in the rest of this thesis we will only be
concerned with the case |I| “ 1. This is due to the fact that all the questions we hope to
address are to do with estimates on norms and Gramians. Hence, provided the index set
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I is finite, the general case follows easily from the case |I| “ 1 by using for example, the
triangle inequality and other similar estimates. A larger I would only serve to further
complicate the notation, make the proofs lengthier, and would not require any conceptual
changes to the exposition or the proofs.

We are now ready to define continuous parabolic molecules.

Definition 2.2.2. Let pΛ,Φq be a parametrisation. We say that family of functions
Γ “ tmλ : λ P Λu is a family of continuous parabolic molecules of order pR,M,N1, N2q

if it can be written as

mλpxq “ a
´3{4
λ ϕpλq

`

D1{aλRθλpx´ bλq
˘

, (2.2)

where paλ, θλ,bλq “ Φpλq P P, and ϕpλq satisfies

|Bβϕ̂pλqpξq|À min
´

1, aλ ` |ξ1|`a1{2
λ |ξ2|

¯M
x‖ξ‖y´N1xξ2y

´N2 (2.3)

for all multi-indices βββ P N2
0, such that |β|ď R. The implicit constants can be chosen

independently of λ so that the inequalities hold uniformly over all λ.

Definition 2.2.2 implies a number of useful estimates. First of all, a direct computation
yields

|m̂λpξq| À a
1{2
λ minp1, aλp1` ‖ξ‖qqMxaλ‖ξ‖y´N1xa1{2pRθλξq2y

´N2 .

Similar estimates hold for the derivatives of m̂λ. Therefore, Definition 2.2.2 implies
a (somewhat biased) directional decay as the coordinates tend to infinity, M almost
vanishing moments , and frequency localisation of m̂λ with respect to the dilation
parameter aλ. Furthermore, R P N describes the spatial localisation of the molecule mλ

while N1 and N2 correspond to its smoothness.
In order to measure the similarity of two CPM families we need a notion of distance

that takes into account the specifics of the ambient geometry. This is determined by the
relation between their dilation, orientation and location parameters. To that end we will
now introduce a pseudo-distance function that decays as the indices λ and ν get farther
apart.

Definition 2.2.3. The pseudo-distance function ω : P ˆ P Ñ R is for a pair of triplets
λ “ paλ, θλ,bλq, ν “ paν , θν ,bνq P P defined by

ωpλ, νq “
aM
am

`

1` a´1
M dpλ, νq

˘

, (2.4)

where

am “ min paλ, aνq ,

aM “ max paλ, aνq ,

dpλ, νq “ |θλ ´ θν |2`‖bλ ´ bν‖2`|xeλ,bλ ´ bνy|,
eλ “ pcospθλq, sinpθλqq

J .
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(a) Support of ϕ̂pλq (b) Support of m̂λ

Figure 2.1: Examples of frequency supports given by conditions (2.1)

The quotient aM{am suggests the multi-scale nature of CPM dictionaries, whereas
dpλ, νq accounts for the difference in orientations and locations. Therefore, Definition
2.2.3 implies that ωpλ, νq will be small only if the parameters λ and ν are associated with
roughly the same scale and orientation, and if they are at nearby locations. We should
note that (real-valued) curvelets and shearlets are associated with a ray. Therefore, angle
differences θλ ´ θν are understood modulo π. It should be clear from the definition that
the function ω is not a proper distance function, though it still satisfies a number of
useful properties that we will add for the sake of completeness. A more exhaustive list of
properties of ω, and their proofs, can be found in [5] and [4].

Proposition 2.2.4. The following properties hold for the pseudo-distance function ω.

(i) Almost Symmetry: ωpλ, νq „ ωpν, λq.

(ii) Almost Triangle Inequality: dpλ, νq ď Cpdpλ, κq ` dpκ, νqq, for a uniform constant
C ą 0.

(iii) Composition: For every positive integer N and some CN ą 0 we have
ÿ

κ

ωpλ, κq´Nωpκ, νq´N ď CNωpλ, νq
´N´1.

When applying the pseudo-distance ω to parameterisations of some two families of
continuous parabolic molecules, we will write ωpλ, νq, for λ P Λ1, ν P Λ2 when, if written
properly, it should read ωpΦ1pλq,Φ2pνqq. This implicit notation is intended to make the
notation a little less cumbersome, hopefully without jeopardising the clarity of exposition.

The fundamental property of continuous parabolic molecules, which we will establish
in Section 2.4, is the notion that two families of continuous parabolic molecules are
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almost orthogonal, in the sense that their inner product exhibits a strong off-diagonal
decay. This decay will be given in terms of controlling their inter-Gramian with the
decay of the pseudo-distance function ω between their respective indices. An elementary
interpretation of this result is simple: two molecules mλ and nν are essentially the same
if their indices λ and ν are not too far apart, that is, if they are associated to a similar
scale, orientation and location. We should note that it is still an open problem whether
or not there exists an orthobasis of curvelets. Hence, we cannot say that curvelets (or
shearlets) are orthogonal to each other, but what one can show is that they are almost
orthogonal.

We will now introduce the notion of admissibility of a parametrisation. First we need
to define the canonical parametrisation.

Definition 2.2.5. The parametrisation pair pΛ0,Φq, where Φ is the identity map and the
index set is Λ0 “ r0, 1s ˆ r0, 2πq ˆ R2, is called the canonical parametrisation.

The following notion of admissibility will be essential in the upcoming proofs.

Definition 2.2.6. Index set Λ is said to be k-admissible if

sup
λPΛ

ż

Λ0

ωpλ, νq´kdµpνq ă 8 and sup
λPΛ0

ż

Λ
ωpλ, νq´kdµpλq ă 8 (2.5)

where dµpλq “ dλ
a3 .

The reference measure dµpλq “ dλ
a3 is characteristic for parabolic dictionaries and

will reappear in the next section when we will run through standard examples of CPMs.
This is a left-invariant Haar measure that can be justified within the theory of unitary
representations of affine groups [55]. It is perhaps better to think about dµ in more
practical terms, as suggested in [1], by writing

dµpλq “
da

a

dθ

a1{2

db

a3{2
.

This goes hand in hand with the intuition about the underlying decomposition of the
frequency domain: the range of b, is divided into unit blocks of size a by

?
a, whereas

the range of directions θ is subdivided into blocks of length a, and the space of dilations
is subdivided into blocks of size a.

2.2.1 Revisiting Discrete Parabolic Molecules

As we already mentioned, the bulk of this section has been motivated and then adjusted
to our needs from previous work, most importantly from the study of discrete parabolic
molecules in [9]. For example, a pseudo-distance function of this type first appeared in [4],
and was recently brought back to the arsenal of applied harmonic analysis in [5]. The
primary adjustment that is required for Definition 2.2.3 in the context of our framework
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is to take into account the continuous setting. Let us take a closer look at these changes
by considering the pseudo-distance function, which was defined in [5] and [9] by

ωpλ, νq “ 2|jλ´jν |
`

1` 2j0dpλ, νq
˘

, (2.6)

where dpλ, νq is the same as in Definition 2.4 and j0 “ minpjλ, jνq. Instead of working
with dilations from a continuous spectrum a P r0, 1s, equation (2.6) adopts the dyadic
sampling aj “ 2j , which reflects the construction of discrete curvelet and shearlet frames.

There are many interesting questions, which are motivated by the studies conducted
in [25], that correlate the work on discrete parabolic molecules to our work on CPMs. These
are the questions such as; what can we infer about the properties of a discrete parabolic
frame which was sampled from a continuous one? One question worth investigating is
for example the study of the conditions on the sampling density from which it would be
possible to assert that the dual frame of sampled family of discrete parabolic molecules is
also a family of discrete parabolic molecules. If that were the case, then the dual frame
would also satisfy the almost-orthogonality conditions which by the preceding discussion
bears implications on its approximation properties, and has important implications
regarding compression of various classes of operators [56--58]. This is sometimes called
the intrinsic localisation of frames, or the intrinsic localisation of an operator with
respect to a frame.

2.3 Examples of CPMs

Now that we have laid down the foundations of our framework the next goal is to study the
directional dictionaries it contains. We will show that CPMs encompass both the curvelet
and shearlet-type constructions and that it is a generalisation of both the curvelet and
shearlet molecules. In the remainder of this section we will briefly reintroduce curvelets,
define curvelet molecules, and show that curvelet molecules form a family of continuous
parabolic molecules. Then we will repeat the same for shearlets. We will also give a
description of specific families of band-limited and the compactly supported shearlets
that admit some further properties and will be valuable in Chapter 3.

2.3.1 Curvelets and Curvelet Molecules

Let us begin with a short description of second-generation curvelets that were introduced
in Section 1.4.3. Denote by r and α the polar coordinates in the frequency domain. Take
a pair of smooth, non-negative and real-valued windows W prq and V pωq, which are called
the radial window and the angular window, respectively. Furthermore, assume that W
takes positive real arguments, and is supported on p1{2, 2q, while V takes real arguments
and is supported on r´1, 1s. These windows must also satisfy the following admissibility
conditions

ż 8

0
W parq2

da

a
“ 1, @r ą 0,
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ż 1

´1
V puq2du “ 1.

At scale a the generating element γa 00 is defined via polar coordinates in the frequency
domain as

γ̂a 00pr, αq “ a3{4W parqV pα{
?
aq.

The dilation parameter a has to satisfy a ď a0, where a0 represents the coarsest scale and
must obey a0 ď π2 for the construction to work, but we will take a0 “ 1. The curvelets
at scale a are defined via rotations and translations of the generating element γa 00 by

γλpxq “ γaλ 00 pRθλpx´ bλqq , where λ “ paλ, θλ,bλq P Λ0 :“ r0, a0s ˆ r0, 2πq ˆ R2.

The family Γ “ tγλ : λ P Λ0u is called the family of second generation curvelets.
Let us now define continuous curvelet molecules.

Definition 2.3.1. Consider the index set Λ0 “ r0, a0sˆr0, 2πqˆR2. A family of functions
tmλ : λ P Λ0u is called a family of curvelet molecules of regularity R if it can be expressed
as

mλpxq “ a
´3{4
λ ϕpλq

`

D1{aλRθλpx´ bλq
˘

such that
|Bβϕpλqpxq|À x‖x‖y´N , (2.7)

and

|ϕ̂pλqpξq|À min
´

1, aλ ` |ξ1|`a1{2
λ |ξ2|

¯M
(2.8)

hold for |β|ď R, N “ 0, 1, 2, . . ., and all M “ 0, 1, . . . , R. The implicit constants are
uniform over λ P Λ0.

It should come as no surprise that second generation curvelets constitute a family of
curvelet molecules for an arbitrary degree of regularity R, which has been established
in [15]. In order to show that the same holds for CPMs, we shall begin by showing that
every family of curvelet molecules is also a family of CPMs.

Proposition 2.3.2. A system of curvelet molecules of regularity 3R{2 constitutes a system
of continuous parabolic molecules of order pR,R,R{2, R{2q.

Proof. Curvelet molecules are by definition of the form (2.2). Hence, we only need to
is establish that the decay estimates (2.3) hold. Regarding the vanishing moments we
refer to the discussion on page 14 in [5] (similar claims can also be found in [8]), where it
is stated that the definition of curvelet molecules implies that (2.8) also holds for the
derivatives of ϕpλq. On the other hand, since

|Bβϕpλqpxq| ď CNx‖x‖y´N

holds for all N P N and for all multi-indices β P N2
0, such that |β| ď R, it follows

xαBβϕpλqpxq P L1pR2q,
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where α P N2
0 is an arbitrary multi-index. Thus, for |β| ď R we have

ξ
R{2
1 ξR2 B

βϕ̂pλqpξq “
´

BpR{2,Rqpxβϕpλqpxqq
p

¯

pξq P L8pR2q,

which gives

|ξR{21 ξR2 B
βϕ̂pλqpξq| À 1.

It follows
x‖ξ‖yR{2xξ2y

R{2|Bβϕ̂pλqpξq| À 1,

giving the desired high-frequency localisation.

In order to complete the description of how do the curvelet molecules fit into the
CPM framework we need do define the corresponding parametrisation. The canonical
parametrisation, which was defined in Definition 2.2.5, has been constructed with pre-
cisely curvelets in mind. In other words, the curvelet parametrisation is the canonical
parametrisation pΛ0,Φq, where Φ is the identity map. As we mentioned earlier, admissi-
bility of parameterisations will play a crucial role later on. We will now show that the
curvelet parametrisation is admissible for all k ą 2.

Lemma 2.3.3. Canonical parametrisation pΛ0,Φq is k-admissible for all k ą 2.

Proof. We want to show that

sup
νPΛ0

ż

Λ0

ωpλ, νq´kdµpλq ă 8

holds for all k ą 2. Considering an arbitrary ν P Λ0 we have

ż

Λ0

ωpλ, νq´kdµpλq “

ż

r0,a0s

akm
akM

ż

r0,2πqˆR2

`

1` a´1
M dpλ, νq

˘´k
dµpλq.

It can be shown (Lemma A.1.1 in the Appendix) that

ż

r0,2πqˆR2

`

1` q´1dpλ, νq
˘´k

dθdb À q2 (2.9)

holds for all q P R`. Hence, it follows

ż

Λ0

ωpλ, νq´kdµpλq À

ż a0

0

akm
akM

a2
M

daλ
a3
λ

“ a´k`2
ν

ż aν

0
ak´3
λ da` aν

k

ż a0

aν

a´k´1
λ daλ

À
1

k ´ 2
`

1

k
´

1

k
aν
ka´k0 ď

1

k ´ 2
`

1

k
ă 8

which is true as long as k ą 2. In other words, Λ0 is k-admissible for all k ą 2.

We are finally prepared to show that second generation curvelets constitute a family
of continuous parabolic molecules.
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Proposition 2.3.4. Second generation curvelets are a family of continuous parabolic
molecules of order pR,R,R{2, R{2q, for an arbitrary R P N, and their parameterisation
is admissible for all k ą 2.

Proof. By Section 2.3 in [5], second generation curvelets constitute a family of curvelet
molecules of an arbitrary degree of regularity R. Hence, the statement follows by
Proposition 2.3.2 and by Lemma 2.3.3.

2.3.2 Shearlets and Shearlet Molecules

Let us first briefly reintroduce the basics of the shearlet transform. As we have seen,
second generation curvelets cover the spectrum of all orientations by rotating the supports
of the generating elements. Shearlets, on the other hand, handle orientations by using

the shearing operator, which is given through the shearing matrix Ss “

ˆ

1 s
0 1

˙

, for

s P R. The fundamental problem with using rotations is that they destroy the integer
lattice Z2, unless the rotation angle is kπ{2 for k P Z. Therefore, we must pay particular
attention to how will the discrete curvelet frames be constructed. Shears on the other
hand leave the lattice Z2 invariant for a much wider range of inputs which allows for a
unified treatment of continuous and discrete settings. Classical shearlets are then defined
as an affine transformation of a single mother shearlet.

Definition 2.3.5. Consider a function ψ P L2pR2q that satisfies the admissibility condition

ż

R2

|ψ̂pξq|2

ξ2
1

dξ ă 8.

The continuous shearlet family is the family of functions

ψa s bpxq “ a´3{4ψpD1{aS
´1
s px´ bqq,

where a P R`, s P S Ď R and b P R2.

For the construction to work the set S should be a (symmetric) subset of R that
contains r´1, 1s. As we discussed in Chapter 1, if we were to take S to be the whole R
this would result in serious limitations for practical applications since a singularity that
lies on the y-axis can only be resolved by considering the shearing parameter in the limit
sÑ8.

To overcome the shortcomings of the construction of classical shearlets we can use the
cone-adapted shearlets, as we discussed in the Section 1.4.4. Cone-adapted shearlets work
by splitting the frequency domain into four high frequency cones and a low frequency
box, as in Figure 1.5. The horizontal shearlets are then be defined by restricting S to a
finite set, say S “ r´Ξ,Ξs with 1 ď Ξ ă 8. The shearlets that live on the vertical cones
are then obtained by simply swapping the roles of x1 and x2. Further details regarding
the construction of shearlets and related topics can be found in [40].

We are now ready to define continuous shearlet molecules.
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Definition 2.3.6. Define the dilation matrices D0
a “ diagpa, a1{2q, D1

a “ diagpa1{2, aq,

and the shearing matrices S0
s “

ˆ

1 s
0 1

˙

and S1
s “

`

S0
s

˘J
. Furthermore, consider the

index set

Λ “
 

pε, a, s,bq : ε P t0, 1u, a P r0, a0s, s P S, b P R2
(

,

where S “ r´Ξ,Ξs, for 1 ď Ξ ă 8. A family of functions tσλ : λ P Λu is called a family
of continuous shearlet molecules if

σλpxq “ a
´3{4
λ ψpλq

´

Dε
1{aλ

Sεsλpx´ bλq
¯

, for λ “ pε, aλ, sλ,bλq.

Furthermore, we say that tσλ : λ P Λu is of order pR,M,N1, N2q provided the functions
ψpλq satisfy

|Bβψ̂pε,aλ,θλ,bλqpξq|À minp1, aλ ` |ξ1`ε|`a1{2
λ |ξ2´ε|qMx‖ξ‖y´N1xξ2´εy

´N2 (2.10)

for all multi-indices β P N2
0 such that |β|ď R.

A related notion of discrete shearlet molecules was introduced in [8] as a shearlet-based
analogue of curvelet molecules. Discrete shearlet molecules were intended to address
the same issues of efficient representations of FIOs. We will now show that continuous
shearlet molecules fit into the CPM framework.

Proposition 2.3.7. Assume that Σ “ tσλ : λ P Λu is a family of continuous shearlet
molecules of order pR,M,N1, N2q. The family Σ is then also a family of continuous
parabolic molecules of the same order, with the parametrisation pΛε,Σ,Ψε,ΣqεPt0,1u defined
by

Λ0,Σ “ Λ1,Σ “ r0, a0s ˆSˆ R2,

Ψε,Σpa, s,bq “
´

a, ε
π

2
` arctanp´sq,b

¯

,

for ε “ 0, 1.

Proof. We will restrict our discussion to the case ε “ 0. The other case is entirely
analogous. Let us recall that CPMs have to be written in the form

mλpxq “ a
´3{4
λ ϕpλqpD1{aλRθλpx´ bλqq.

Without loss of generality let us take bλ “ 0. Therefore, omitting the index λ, we write

ϕpxq “ ψpD1{aSsR
´1
θ Daxq.

The Fourier transform of ϕ is given by

ϕ̂pξq “ ψ̂pDaS
´J
s R´θD1{aξq.
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Denote A “ DaS
´J
s R´θD1{a. Since θ “ arctanp´sq, we have

A “

ˆ

τ1p´sq a1{2 sinparctanp´sqq
0 τ2p´sq

˙

,

where τ1ptq “ cosparctanptqq and τ2ptq “ t sinparctanptqq ` cosparctanptqq. Using the
trigonometric identities we can rewrite τ1 and τ2 as τ1ptq “ pt2 ` 1q´1{2 and τ2ptq “
pt2 ` 1q1{2. Therefore, since S is a bounded subset of R it follows

c1 ď τ1ptq ď C1, and c2 ď τ2ptq ď C2, (2.11)

where the constants c1, c2, C1 and C2 depend only on S.
In order to bound the derivatives of ϕ̂, we will now use the assumptions regarding

the decay of shearlet molecules (2.10). For a multi-index β P N2
0 the chain rule gives

|Bβϕ̂pξq| À sup
|γ|ď|β|

|Bγψ̂ pAξq |

À minp1, aλ ` |pAξq1|`a1{2
λ |pAξq2|qMx‖Aξ‖y´N1xpAξq2y

´N2 .

Therefore, we have to estimate the terms in the previous equation to ensure that ϕ̂ obeys
the decay conditions (2.3). Since ‖ξ‖ ď ‖A´1‖‖Aξ‖ it follows

x‖Aξ‖y´N1 ď pminp1, ‖A´1‖´1q´N1x‖ξ‖y´N1 À x‖ξ‖y´N1 ,

where the matrix norm of A is bounded due to (2.11). A similar argument yields the
bounds for the remaining two terms. In conclusion, putting all the estimates together,
we have

|Bβϕ̂pξq|À minp1, aλ ` |ξ1|`a1{2
λ |ξ2|qMx‖ξ‖y´N1xξ2y

´N2 ,

as desired.

The last step is to establish the k-admissibility of the shearlet parametrisation.

Proposition 2.3.8. The set ΛΣ “ r0, a0s ˆSˆ R2, where S “ r´Ξ,Ξs and 1 ď Ξ ă 8,
is k-admissible for all k ą 2.

Proof. We only need to show

sup
νPΛ0

ż

ΛΣ

ωpλ, νq´kdµpλq ă 8,

since the other statement required by Definition 2.2.6 follows along exactly the same
lines as the proof of Lemma 2.3.3. We have

ż

ΛΣ

ωpλ, νq´kdµpλq “

ż

ΛΣ

ˆ

aM
am
p1` a´1

M dpλ, νqq

˙´k

dµpλq

“

ż

r0,a0s

akm
akM

ˆ
ż

S

ż

R2

p1` a´1
M dpλ, νqq´kdsλdbλ

˙

daλ
a3
λ

.
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Therefore, if we could prove an analogue of inequality (2.9), the rest of the proof would
follow by the proof of Lemma 2.3.3. We have
ż

S

ż

R2

p1`qdpλ, νqq´kdsdbλ

“

ż

S

ż

R2

`

1` qp|bλ ´ bν |2`|arctanp´sq ´ θν |2`|xeλ,bλ ´ bνy|q
˘´k

dsdbλ

ď

ż

arctanp´Sq

ż

R2

p1` qdpλ, νqq´k pθ2
λ ` 1qdθλdbλ

ď CS

ż

R

ż

R2

p1` qdpλ, νqq´k dθλdbλ

À q´2

where we used the change of variables θ “ arctanp´sq, the boundedness of S, and Lemma
2.3.3. Hence, the claim follows.

We will now take a look at two important subtypes of shearlets; the band-limited
shearlets and the compactly supported shearlets. The discussion will include the con-
struction of a band-limited, cone-adapted shearlet family which is a family of CPMs,
These band-limited shearlets allow a reconstruction formula, and their dual is also a
family of CPMs. The importance of having such a family will become clear in Chapter
3.1. We will begin with the compactly supported shearlets.

2.3.3 Compactly Supported Shearlets

Compactly supported shearlets are shearlets with a compact support in the space domain.
The existing families of compactly supported shearlets are constructed with separable
generators, that is, mother shearlets for horizontal and vertical cones are defined by

ψ0pxq “ ψ1px1qψ2px2q, and ψ1pxq “ ψ0px2, x1q. (2.12)

In the following we will only consider shearlets of the form (2.12) and will pursue the
conditions which ensure that the resulting shearlet family is a family of CPMs and is a
frame for functions supported on a cone in R2. For this to work we will have to endow
the functions ψ1 and ψ2 with sufficient smoothness and vanishing moments.

Given a dilation parameter a, a shearing parameter s and a location b, we can now
define the cone-adapted shearlet family by

ψεa s b “ a´3{4ψε
`

D1{aSspx´ bq
˘

, ε P t0, 1u. (2.13)

Let us now show that (2.13) defines a family of CPMs. We will pay specific attention
to the horizontal shearlets and show that a projection of compactly supported shearlets
onto a frequency cone

Cu,v “
"

ξ P R2 : |ξ1|ě u,

∣∣∣∣ξ2

ξ1

∣∣∣∣ ď v

*

, u, v ą 0,
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admits a representation formula for f P L2pCu,vqq. We will come back to these ideas in

Section 3.2.2. As a reminder, the space L2pDqq is defined as

L2pDqq “ tg P L2pR2q : supp ĝ Ď Du.

Let PD denote the frequency space projection of a function f P L2pR2q onto D, that
is, a projection such that

supp {pPDfq Ď D.

We first need to define the notion of vanishing moments.

Definition 2.3.9. We say that a function f P L2pRq has K P N vanishing moments if

ż

R

|f̂pξq|2

|ξ|2K
dξ ă 8.

Notice that the Definition 2.3.9 is equivalent to saying that f “ BK

BxK
ρ, where

ρ̂ P L2pRq.

Proposition 2.3.10. Consider the shearlet family defined in (2.12) and (2.13), where
ψ1 P C

N1pRq has compact support and M `R vanishing moments, and ψ2 P C
N1`N2pRq

has compact support. Furthermore, we assume M,R,N1 and N2 are positive integers
that satisfy

2pM `Rq ´ 1{2 ą N1 `N2 ąM `R ą 1{2.

Under these conditions the shearlet family (2.12)-(2.13) constitutes a family of continuous
parabolic molecules of order pR,M `N1, N1, N2q. Furthermore, the family of functions

tPCu,vψa s b : a P r0, 1s, s P r´Ξ,Ξs, b P R2u (2.14)

is a tight frame for L2pCu,vqq, provided u ą 0 and Ξ ą v.

Proof. Without loss of generality, let us take ε “ 0. The first step is to show that (2.12)-
(2.13) meets the conditions from the definition of shearlet molecules. The statement then
follows by Proposition 2.3.7. Therefore, we need to show that for β “ pβ1, β2q P N2

0 the
generator ψ0 satisfies the localisation conditions

|Bβψ̂0pξq| À min
´

1, a` |ξ1|` a1{2|ξ2|
¯M

x‖ξ‖y´N1xξ2y
´N2 .

We will split the proof in two parts. First, let |ξ1| ě 1 and write ψ instead of ψ0 for the
sake of brevity. It suffices to show

|ξN1
1 ξN1`N2

2 Bβψ̂pξq| À 1 (2.15)

since this implies

xξ1y
N1xξ2y

N1`N2 |Bβψ̂pξq| À 1.

39



The claim will then follow from the inequality

xξ1y
N1xξ2y

N1`N2 ě x‖ξ‖yN1xξ2y
N2 .

To start, notice that we have

ξN1
1 ξN1`N2

2 Bβ pψpξq “ C
´

BpN1,N1`N2qxβψpxq
p

¯

pξq,

where the constant C depends on N1, N2 and β. Thus, due to the assumptions about
the support and the smoothness of ψ, it follows that BpN1,N1`N2qxβψpxq is in L1pR2q.
Therefore, (2.15) holds and the desired conclusion follows.

Now, let |ξ1| ď 1. Using the separability of ψ we have

xβψpxq “ xβ1
1 ψ1px1qx

β2
2 ψ2px2q.

It now follows

´

BpN1,N1`N2qxβψpxq
p

¯

pξq “
´

BN1xβ1
1 ψ1px1q

p

¯

pξ1q

´

BN1`N2xβ2
2 ψ2px2q

p

¯

pξ2q.

Following the same lines of argument as in the case |ξ1|ě 1 we can show that the second
term satisfies ∣∣∣∣∣´BN1`N2xβ2

2 ψ2px2q
p

¯

pξ2q

∣∣∣∣∣ À 1. (2.16)

To deal with the first term we shall use the vanishing moments property. The assumption
that ψ1 has M`R vanishing moments implies that ψ “ BM`R

BxM`R1

ρ, where ρ̂ P L2pRq. Taking

the Fourier transform we then have ψ̂1pξ1q “ p2πıξ1q
M`Rρ̂pξ1q. Therefore, for β1 ă R, it

follows
Bn

Bξn1
pBβ1ψ̂1qp0q “ 0, for all n “ 0, . . . ,M `R´ β1 ´ 1.

Furthermore, Bβ1ψ̂1 is an analytic function, since it is the Fourier transform of a compactly
supported, continuous function whose derivatives (of order up to M) vanish at 0. It
follows that the function Bβ1ψ̂1 is uniformly bounded for |ξ1| ě 1, while for small ξ1 we
have |Bβ1ψ̂1pξ1q| À |ξ1|M . In other words, we have

|Bβ1ψ̂1pξ1q|À min p1, |ξ1|qM ,

which gives ∣∣∣∣∣´BN1xβ1
1 ψ1px1q

p

¯

pξ1q

∣∣∣∣∣ À min p1, |ξ1|qM`N1 . (2.17)

Plugging (2.17) and (2.16) in we have

´

BpN1,N1`N2qxβψpxq
p

¯

pξq À min p1, |ξ1|qM`N1 .
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which implies

|ξN1
1 ξN1`N2

2 Bβψ̂pξq| À min p1, |ξ1|qM`N1 ,

Therefore, we have a system of shearlet molecules of order pR,M `N1, N1, N2q, and by
Proposition 2.3.7 it is a system of CPMs of the same order.

The second part of the claim follows from applying Theorem 4.9 of [41], which says
that assuming ψ has M vanishing moments and Fourier decay of sufficient order in
both of the variables, then it admits a representation formula for f P L2pCu,vqq. The
assumptions of this proposition are such that these conditions are immediately satisfied.
Namely, ψ satisfies the Fourier decay conditions since ψ1 is in CN1pRq and ψ2 is in
CN1`N2pRq, and it has M `R vanishing moments by assumptions. Therefore, (2.14) is

a tight frame for L2pCu,vqq.

We should add that by the argumentation in [41], the cone-adapted shearlet system
defined in (2.12)-(2.13) admits a reconstruction formula for f P L2pR2q. This essentially
follows by showing that the horizontal shearlets deal with the horizontal cone C1,1, while
the vertical shearlets deal with the corresponding vertical cone.

2.3.4 Band-Limited Shearlets

In this section we will develop a somewhat new dictionary of band-limited shearlets. The
significance of this construction to the present discussion is twofold: first, its dual frame
is also a family of parabolic molecules, and secondly it admits a useful reconstruction
formula. Having such a family is essential for a full exploitation of the framework, as we
will see in Chapter 3.

The construction presented here is motivated by [59, 60]. Let us begin with some
further definitions.

Definition 2.3.11. We say that a bivariate function f P L2pR2q has Fourier decay of
order Li in the ith variable, where Li P N and i P t1, 2u, if

f̂pξq À |ξi|´Li . (2.18)

Furthermore, we say that a multivariate f has K vanishing moments in the xj direction,
where K P N and j P t1, 2u, if

ż

R2

|f̂pξq|2

|ξj |2K
dξ ă 8. (2.19)

Same as what we had with Definition 2.3.9, notice that by Proposition 1.1.1 it follows
that (2.19) is equivalent to saying that there exists a function ρ P L2pR2q such that

f “
´

B
Bx1

¯K
ρ.

Let us begin our construction by taking a mother shearlet ψ0 that has Fourier decay
of order L1 in the first variable, K vanishing moments in the x1 direction, that is,
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ψ0 “

´

B
Bx1

¯M
ϑ with ϑ P L2pR2q. Furthermore, we assume ϑ has Fourier decay of order

L2 in the second variable. The mother shearlet ψ0 is the classical shearlet

ψ̂0pξq “ ψ̂1pξ1qψ̂2

ˆ

ξ2

ξ1

˙

,

where

supp ψ̂1 Ă

„

´
1

4
,´

1

32



Y

„

1

32
,
1

4



, and supp ψ̂2 Ă

„

´
4

3
,
4

3



.

Adhering to the theory of cone-adapted shearlets, the generator for the shearlets that
live in the vertical cone is defined via ψ1px1, x2q “ ψ0px2, x1q.

We can now define a shearlet system through

ψεa s bpxq “ a´
3
4ψεpDε

1{aS
ε
spx´ bqq, for ε “ 0, 1,

where we again the dilation matrices D0
1{a “ diagp1{a, 1{

?
aq, D1

1{a “ diagp1{
?
a, 1{aq,

and the shearing operators are given by S0
s “

ˆ

1 s
0 1

˙

and S1
s “ pS

0
sq
J.

In order to create our dictionary we will use the construction from [60], which follows
the ideas developed in [61] for the study of domain decompositions for wavelet frames.
The idea is to split-up the frequency domain by using a series of partition functions, and
then deconstruct each function and patch the corresponding partitions back together.
Therefore, we need to define partition functions that can be used to patch horizontal
and vertical shearlets together in such a way that they form a system of CPMs and more
importantly, that they admit a useful reconstruction formula and that the dual frame is
also a CPM family. As a word of warning, the construction we are about to describe is
somewhat cumbersome in notation.

To begin, let us define the frequency cones the shearlets will be associated with. The
horizontal cones are defined as follows

C0 : “

"

ξ : |ξ2|ě
1

8
,

∣∣∣∣ξ1

ξ2

∣∣∣∣ ď 4

3

*

, and C̄0 : “

"

ξ : |ξ2|ě
1

4
,

∣∣∣∣ξ1

ξ2

∣∣∣∣ ď 5

4

*

.

The vertical cones C1 and C̄1 are obtained by rotating the corresponding horizontal cones
through the angle of π{2

C1 : “

"

ξ : |ξ1|ě
1

8
,

∣∣∣∣ξ2

ξ1

∣∣∣∣ ď 4

3

*

, and C̄1 : “

"

ξ : |ξ1|ě
1

4
,

∣∣∣∣ξ2

ξ1

∣∣∣∣ ď 5

4

*

.

For the sake of completeness we will also include the two low-frequency boxes

Cbox : “ tξ : ‖ξ‖8ď 1u , and C̄box : “

"

ξ : ‖ξ‖8ď
3

4

*

.
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Let us now define the partition functions that will effectuate this decomposition. Take

γ0pξq “ g1pξ1qg2

ˆ

ξ2

ξ1

˙

, and γ1pξq “ γ0pξ2, ξ1q,

with

supp g1 Ă

„

1

8
,8

˙

, and supp g2 Ă

„

´
4

3
,
4

3



,

where g1 and g2 are smooth and real-valued functions. Notice that by construction we
have supp γi Ď Ci. Similarly, we define

χ̃0pξq “ h1pξ1qh2

ˆ

ξ2

ξ1

˙

, χ̃1pξq “ h1pξ2q

ˆ

1´ h2

ˆ

ξ2

ξ1

˙˙

, χ̃box “ 1´ χ̃0 ´ χ̃1,

(2.20)

with

supph1 Ă

„

1

4
,8

˙

, h1|r 1
2
,8q” 1, and supph2 Ă

„

´
5

4
,
5

4



, h2|r´ 4
5
, 4
5
s” 1, (2.21)

where h1 and h2 are non-negative smooth functions and furthermore, h1 is non-decreasing.
It follows straight from the definitions that supp χ̃i Ă C̄i for i “ 0, 1.

We will now show that these functions are bounded on the required cones. This
is essentially the same as the analogous proof in [60]. The difference lies in the fact
that instead of dealing with χ̃0, χ̃1 and χbox, we want to have χ0 and χ1 such that
χ0pξq ` χ1pξq “ 1, for reasons which will be discussed in the proof of Theorem 2.3.15.

Lemma 2.3.12. For ε “ 0, 1 we have∥∥∥χ̃ε ´pDi
1{aS

i
sq
Jξ

¯
∥∥∥
CN psupp ψ̂iq

ď CN , N P N,

and ∥∥∥χbox
´

pDi
1{aS

i
sq
Jξ

¯
∥∥∥
CN psupp ψ̂iq

ď C̃N , N P N.

Analogous estimates hold for γε and χε

γε .

Proof. Consider ε “ 0. We have

χ̃0
´

pD0
1{aS

0
sq
Jξ

¯

“ h1pa
´1ξ1qh2

ˆ

s` a1{2 ξ2

ξ1

˙

.

Since ξ P supp ψ̂0 we have
a´1

32
ď |a´1ξ1|ď

a´1

4
.

Therefore, provided a ď 2´4 we have h1pa
´1ξ1q “ 1, which gives

χ̃0pa´1ξ1, a
´1sξ1 ` a

´1{2ξ2q “ h2

ˆ

s` a1{2 ξ2

ξ1

˙

.
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Using (2.21) we have∣∣∣∣Bαααh2

ˆ

s` a1{2 ξ2

ξ1

˙∣∣∣∣ À a
|ααα|
2 |ξ1|´2|ααα||ξ2||ααα| sup

βďααα

∣∣∣∣Bβh2

ˆ

s` a1{2 ξ2

ξ1

˙∣∣∣∣
À

ˆ

|ξ2|
|ξ1|

˙|ααα|
|ξ1|´|ααα| À

ˆ

4

3

˙|ααα|ˆ1

4

˙´|ααα|

À 1,

for a multi-index ααα P N2
0. What is left is to address the case a ą 2´4. We have

|Bαααχ̃0
´

pD0
1{aS

0
sq
Jξ

¯

| À a´|ααα|{2|ξ1|´2|ααα||ξ2||ααα

À 3´|ααα|a´|ααα|{2

À 1

where the first inequality follows from the properties of supph1 and supph2.

Now we turn our attention to the case ε “ 1. We have

χ̃1
´

pD1
1{aS

1
sq
Jξ

¯

“ h1pa
´1ξ2q

ˆ

1´ h2

ˆ

a´1ξ2

a´1sξ2 ` a´1{2ξ1

˙˙

.

The question regarding h1pa
´1ξ2q and its derivatives is readily addressed using the same

arguments as we did in the case i “ 0. Thus, due to the properties of h2 and its support,
we only need to consider the case

5

4
ě

∣∣∣∣a1{2 ξ1

ξ2
` s

∣∣∣∣ ě 4

5
. (2.22)

Define the functions gpξq “ ξ2 and hpξq “ pa1{2ξ1 ` sξ2q
´1 so that

pghqpξq “
a´1ξ2

a´1sξ2 ` a´1{2ξ1
“

1

a1{2 ξ1
ξ2
` s

.

Consider a multi-index ααα “ pα1, α2q P N2
0. We have

Bα
αα pghq pξq “

ÿ

βďααα

CβB
ααα´βgpξqBβhpξq.

Bounding the derivatives of g is trivial. Regarding the derivatives of h, we have

Bα
ααhpξq “ p´1q|α|a

α1
2 sα2phpξqq2

|ααα|
.

Therefore, the function Bαααh is bounded from above as long as h is, that is, as long as
1{hpξq “ a1{2ξ1 ` sξ2 is bounded from below which is ensured by (2.22). In conclusion,
χ̃1 and its derivatives are bounded on supp ψ̂1.
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Let us now find the bounds for χbox. Without loss of generality we will consider only
the case ε “ 0. In order to show∥∥∥χbox

´

pD0
1{aS

0
sq
Jξ

¯∥∥∥
CN psupp ψ̂0q

ď CN ,

it is sufficient to show that derivatives of χ̃1
´

pD0
1{aS

0
sq
Jξ

¯

are uniformly bounded on

supp ψ̂0. We have

χ̃1
´

pD0
1{aS

0
sq
Jξ

¯

“ h1pa
´1sξ1 ` a

´1{2ξ2q

˜

1´ h2

˜

a´1sξ1 ` a
´1{2ξ2

a´1ξ1

¸¸

.

Restrictions imposed by (2.20) suggest we only ought to consider

4

5
ď

∣∣∣∣∣a´1sξ1 ` a
´1{2ξ2

a´1ξ1

∣∣∣∣∣ ď 5

4
,

which gives
1

40
ď

∣∣∣sξ1 ` a
1{2ξ2

∣∣∣ ď 5

16
. (2.23)

On the other hand, the support of h1 suggests that we only need to consider ξ that
satisfy

1

4
ď a´1|sξ1 ` a

1{2ξ2|.

Combined with (2.23), it follows that there is an ã such that if a ď ã then

a´1|sξ1 ` a
1{2ξ2|ă

1

4
.

which means that such ξ are not in supph1. Using now (2.22) for a ą ã we have∣∣∣Bαααh1pa
´1sξ1 ` a

´1{2ξ2q

∣∣∣ À a´α1´
α2
2 sα2

∣∣∣Bαααh1pa
´1sξ1 ` a

´1{2ξ2q

∣∣∣ À 1.

Bounding h2

´

s` a1{2 ξ2
ξ1

¯

is analogous to the case ε “ 1.

Let us now write χbox “ χbox,0 ` χbox,1, where χbox,0 and χbox,1 are smooth, and
define χ0 “ χ̃0 ` χbox,0 and χ1 “ χ̃1 ` χbox,1. Using Lemma 2.3.12 it follows that the
statements analogous to those in Lemma 2.3.12 hold for χ0 and χ1 as well. We can now
define our shearlet system in the Fourier domain as

σ̂εa s bpξq “ γεpξqψ̂εa s bpξq

and its corresponding dual system

ˆ̃σεa s bpξq “
χεpξq

γεpξq
ψ̂εa s bpξq,

for ε “ 0, 1.

45



Theorem 2.3.13. The families

Ψ “

"

σεa s b, ε P t0, 1u, a P r0, 1s, s P

ˆ

´
3

2
,
3

2

˙

,b P R2

*

and

Ψ̃ “

"

σ̃εa s b, ε P t0, 1u, a P r0, 1s, s P

ˆ

´
3

2
,
3

2

˙

,b P R2

*

are families of parabolic molecules.

Proof. This follows directly from Lemma 2.3.12 and the support properties of ψε.

Let us now establish a reconstruction formula by adopting the methodology of [59].
Define

Cψε “

ż

R

ż

R`

|ψ̂εpξq|2

|ξ1`ε|2
dξ1`εdξ2´ε, (2.24)

and

∆ψεpξq “

ż 3{2

´3{2

ż 1

0

∣∣∣ψ̂paξ1`ε, a
1
2 pξ2´ε ´ sξ1`εqq

∣∣∣2 a´ 3
2dads. (2.25)

Lastly, we define functions ϕ1 and ϕ2 through

|ϕ̂0pξq|2 “ Cψ0 ´∆ψ0 and |ϕ̂1pξq|2 “ Cψ1 ´∆ψ1 .

In order to establish the validity and existence of a reconstruction formula, we first have
to show the smoothness of functions ϕ0 and ϕ1. This will be done using the standard
arguments from Fourier analysis, since it is sufficient to show that the Fourier transform
of ϕε decays rapidly.

Lemma 2.3.14. Assume ψ0 has the Fourier decay of order L1 in the 1st variable, N in

the 2nd variable and has K vanishing moments in the x1 direction so that ψ0 “

´

B
Bx1

¯K
ϑ

where ϑ has Fourier decay of order L2 in the 2nd variable. Then assuming K ě L2 ` 4,
L2 ě N ` 2 and L1 ě N we have

ϕ̂0pξq “ Op‖ξ‖´N q

for
∣∣∣ ξ2ξ1 ∣∣∣ ď 4

3 . An analogous statement holds for ϕ1 in the cone
∣∣∣ ξ1ξ2 ∣∣∣ ď 4

3 .

Proof. Let us drop first drop the indices and use the fact that Cψ can be written as

Cψ “

ż

R

ż 8

0

∣∣∣ψ̂ ´

aξ1, a
1{2pξ2 ´ sξ1q

¯∣∣∣2 a´3{2dads,

by the change of variables η1 “ ´aξ1 and η2 “ a1{2pξ2 ´ sξ1q. Therefore, we have
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|ϕ̂pξq|“
ż

|s|ą3{2

ż

aą0

∣∣∣ψ̂paξ1, a
1{2pξ2 ´ sξ1qq

∣∣∣2a´3{2dads
loooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooon

I1

`

ż

|s|ă3{2

ż

aą1

∣∣∣ψ̂ ´

aξ1, a
1{2pξ2 ´ sξ1q

¯∣∣∣2 a´3{2dads
looooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooon

I2

.

We will estimate I1 by splitting the integration in two parts. Firstly, we have
ż

|s|ą3{2

ż

aą1

∣∣∣ψ̂`aξ1, a
1{2pξ2 ´ sξ1q

˘

∣∣∣2a´3{2dads

À

ż

|s|ą3{2

ż

aą1
a´N´3{2

`

ξ2 ´ sξ1

˘´2N
dads

À

ż

|s|ą3{2

ż

aą1
|ξ1|´2Na´N´3{2

∣∣∣4
3
´ |s|

∣∣∣´2N
dads À ‖ξ‖´N .

where the last inequality holds since by assumption
∣∣∣ ξ2ξ1 ∣∣∣ ď 4

3 . On the other hand, we

have
ż

|s|ą3{2

ż

aą1

∣∣∣ψ̂`aξ1, a
1{2pξ2 ´ sξ1q

˘

∣∣∣2a´3{2dads

À

ż

|s|ą3{2

ż

aą1
aK´3{2|ξ1|K |ϑ

`

aξ1, a
1{2pξ2 ´ sξ1q

˘

|dads

À

ż

|s|ą3{2

ż

aą1
aK´L2´3{2|ξ1|K´2L2

∣∣∣4
3
´ |s|

∣∣∣dads À ‖ξ‖´N .
Now, to estimate I2 we have through a simple argument

ż

|s|ă3{2

ż

aą1

∣∣∣ψ̂ ´

aξ1, a
1{2pξ2 ´ sξ1q

¯∣∣∣2 a´3{2dads À

ż 8

1
a´L1´3{2|ξ1|´L1da À ‖ξ‖´N .

Collecting the terms yields the desired conclusion.

To derive a reconstruction formula consider now the functions

fhigh “
1
ÿ

ε“0

ż

r0,1sˆp´ 3
2
, 3
2qˆR

2

xf, σεa s byσ̃
ε
a s b

da ds db

a3
(2.26)

and

flow “
1
ÿ

ε“0

ż

R2

xf, γ̌0 ‹ Tbϕεy


ˆ

χε

γ0

˙

db. (2.27)

We now have all the ingredients required to show the reconstruction formula. The
proof follows along the same lines as analogous proofs for wavelets, shearlets and curvelets,
which we will include for the sake of completeness.
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Theorem 2.3.15. Consider functions fhigh and flow as defined in (2.26) and (2.27). We
then have

f “
1

Cψ
pfhigh ` flowq. (2.28)

Proof. Define

gia spxq “

ż

R2

xf, σia s byσ̃
i
a s bdb.

It follows

gεa spxq “

ż

R
σ̃εa s0px´ bq

ż

R
fpyqσε,´a s0pb´ yqdydx

“

´

f ‹ σε,´a s0 ‹ σ̃
ε
a s0

¯

pbq.

where σε,´a s0pxq “ σεa s0p´xq. Therefore, it follows

ĝεa spξq “
´

f̂ ¨ σ̂ε,´a s0 ¨
ˆ̃σεa s0

¯

pξq.

Taking now the Fourier transform of fhigh yields

f̂highpξq “
1
ÿ

ε“0

ż

r0,1sˆp´ 3
2
, 3
2q

ĝεa spξqdads

a3

“ f̂pξq
1
ÿ

ε“0

ż

r0,1sˆp´ 3
2
, 3
2q

σ̂ε,´a s0pξq
ˆ̃σεa s0pξqdads

a3
.

A simple calculation yields

σ̂ε,´a s0pξq
ˆ̃σεa s0pξq “ |ψ̂εa s0pξq|2χεpξq.

Therefore,

f̂highpξq “ f̂pξq
1
ÿ

ε“0

χεpξq∆ψεpξq. (2.29)

On the other hand, computing the Fourier transform of flow we have

f̂lowpξq “ f̂pξq
`

χ0pξq|ϕ̂0pξq|
2 ` χ1pξq|ϕ̂1pξq|

2
˘

. (2.30)

Collecting (2.29) and (2.30) we get

pf̂highpξq ` f̂lowpξqq “ f̂pξq
´

χ0pξqp∆ψ0pξq ` |ϕ̂0pξq|2q ` χ1pξqp∆ψ1pξq ` |ϕ̂1pξq|2q
¯

“ Cψf̂pξqpχ
0pξq ` χ1pξqq “ f̂pξq

since Cψ0 “ Cψ1 , which is precisely what we wanted to show.
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2.4 Almost Orthogonality

We will now state and prove our result on almost orthogonality of continuous parabolic
molecules, which will be the essential tool for the applications in microlocal analysis
we will need for the next chapter. The following theorem says that given two families
of CPMs, the non-diagonal entries of their inter-Gramian matrix xmλ, nνy decay nearly
exponentially fast, as measured by the pseudo-distance function ω. As we discussed
earlier, this means that the Gramian is in a certain sense sparse, and that the parabolic
molecules whose indices are close by in the parameter space P are similar.

Theorem 2.4.1. Let Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu be two families of
continuous parabolic molecules, both of order (at least) pR,M,N1, N2q. Then

|xmλ, nνy|ď CN ω pλ, νq
´N

holds for every N P N such that

R ě 2N, M ą 3N ´
5

4
, N1 ě N `

3

4
, N2 ě 2N.

This result certainly is not that much of a surprise. Its precedents (in the analogue
setting) can be found for example in [5] and [9], though it has not been shown in the
continuous setting until now. The proof of this theorem follows almost entirely along
the lines of its analogues in the case of curvelet [5] and shearlet molecules [8], and most
importantly, discrete parabolic molecules [9] There are some technical differences though
that need to be taken care of. The majority of minor proofs will be postponed to the
Appendix A.

Proof. Since Γ and Σ are CPMs, we can write

mλpxq “ a
´3{4
λ ϕpλq

`

D1{aλRθλpx´ bλq
˘

,

nνpxq “ a´3{4
ν ψpνq

`

D1{aνRθν px´ bνq
˘

,

where for notational convenience we take paλ, θλ,bλq, paν , θν ,bνq P P, instead of referring
to their respective parameterisations.

Parseval’s formula then gives

xmλ, nνy “ xm̂λ, n̂νy “

ż

R2

m̂λpξqn̂νpξqdξ

“ paλaνq
3{4

ż

R2

ϕ̂pλq pDaλRθλξq ψ̂
pνq pDaνRθνξqe

´2πıpbλ´bνq¨ξdξ. (2.31)

Having the definition of the pseudo-distance function ω and expression (2.31) on our
mind, it is immediately apparent that we ought to extract from (2.31) the desired decay in
terms of the spatial, angular, and dilated parameters. The spatial decay can be achieved
by a repeated use of the integration by parts with respect to an appropriate differential
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operator. Therefore, the question is what would be a natural choice for a differential
operator that would achieve this goal. Naturally, the general idea is to make use of the
decay estimates (2.3). Integration by parts gives

ż

R2

ϕ̂pλq pDaλRθλξq ψ̂
pνq pDaνRθνξqe

´2πıpbλ´bνq¨ξdξ “ (2.32)

“

ż

R2

Lkλ,ν
´

ϕ̂pλq pDaλRθλξq ψ̂
pνq pDaνRθνξq

¯

L´kλ,ν
´

e´2πıpbλ´bνq¨ξ
¯

dξ,

where the differential operator Lλ,ν is defined via

Lλ,ν “ Id ´ a´1
M ∆´

a´2
M

1` a´1
M |θλ ´ θν |2

B2

Be2
λ

, (2.33)

and Id is the identity operator.

Let us introduce some shorthand notation. Denote δb “ bλ ´ bν and δθ “ θλ ´ θν .
On one hand Lemma A.1.2 states that the exponentials are eigenfunctions of Lλ,ν . In
other words, we have

L´Nλ,ν
´

e´2πıξ¨δb
¯

“

«

1` 4π2a´1
M |δb|

2`4π2 a´2
M

1` a´1
M |δθ|2

xeλ, δby
2

ff´k

e´2πıξ¨δb. (2.34)

On the other hand, a simple computation (proved in Lemma A.10) gives that the

term Lλ,ν
´

ϕ̂pλq pDaλRθλξq ψ̂
pνq pDaνRθνξq

¯

can be written as a finite linear combination

of the terms of the same form, that is, of terms ĉpλq pDaλRθλξq d̂
pνq pDaνRθνξq, where

cλ and dλ satisfy conditions analogous to (2.3). Applying Lλ,ν results in a loss of two
degrees of smoothness. Therefore, this process can be repeated at most N times, where
N ď R{2.

Lemma A.1.3 from the Appendix now provides a bound for LNλ,ν for all N such that

N ď R
2∣∣∣∣∣LNλ,ν ´ϕ̂pλq pDaλRθλξq ψ̂

pνq pDaνRθνξq
¯

∣∣∣∣∣ À Sλ,M´N2,N1,N2pξqSν,M´N2,N1,N2pξq, (2.35)

where in the polar coordinates we define

Sη,M,N1,N2,N2pr, αq “ minp1, aηp1` rqq
M
´

1` a´1{2
η |sinpα` θηq|

¯´N2

p1` aηrq
´N1 .

Plugging (2.34) and (2.35) into (2.32), and extracting the eigenvalues of Lλ,ν yields

|xmλ, nνy| À S ¨

«

1` a´1
M ‖δb‖

2`
a´2
M

1` a´1
M |δθ|2

xeλ, δby
2

ff´N

, (2.36)
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where

S “ paλaνq3{4
ż

R2

Sλ,M´N2,N1,N2pξqSν,M´N2,N1,N2pξqdξ. (2.37)

The second term in equation (2.36) gives spatial localisation, whereas we can use Lemma
A.1.5 from the Appendix to estimate S in terms of the dilation parameters

S À
ˆ

aM
am

˙´N
´

1` a
´1{2
M |δθ|

¯´N
.

Hence, it follows

|xmλ, nνy| À
ˆ

aM
am

˙´N
´

1` a
´1{2
M |δθ|

¯´N
«

1` a´1
M ‖δb‖

2`
a´2
M

1` a´1
M |δθ|2

xeλ, δby
2

ff´N

À

ˆ

aM
am

˙´N ˆ

1` a´1
M |δθ|

2`a´1
M ‖δb‖

2`
1

a2
M ` aM |δθ|2

xeλ, δby
2

˙´N

Using now the quadratic mean-geometric mean inequality we have

1` a´1
M |δθ|

2`
1

a2
M ` aM |δθ|2

xeλ, δby
2 “

ˆ

b

1` a´1
M |δθ|2

˙2

`

¨

˝

|xeλ, δby|
b

a2
M ` aM |δθ|2

˛

‚

2

ě 2
b

1` a´1
M |δθ|2

|xeλ, δby|
b

a2
M ` aM |δθ|2

“ 2a´1
M |xeλ, δby|

Therefore, plugging all the expressions back in we get

|xmλ, nνy| À
ˆ

aM
am

˙´N
`

1` a´1
M ‖δb‖

2`a´1
M |xeλ, δby|

˘´N

À

ˆ

aM
am

˙´N
`

1` a´1
M

`

‖δb‖2`|δθ|2`|xeλ, δby|
˘˘´N

À ωpλ, νq´N ,

which concludes the proof.
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Chapter 3

Microlocal Analysis

3.1 Microlocal Analysis

One of the fundamental interests of mathematical analysis is the study of the behaviour
of a function near a given point, that is, we want to understand the local properties
of a function. This proclivity towards local analysis is partly to do with the fact that
classical notions such as continuity and differentiability of a function are essentially local
properties. In other words, questions such as whether a function f is differentiable or not
at a point x, and the value of the corresponding derivative, depend only on the values of
f in an arbitrarily small neighbourhood of x. These and other classical notions have over
the years been extended to a variety of contexts and reinterpretations that allow us to
study increasingly complex mathematical structures.

Microlocal analysis is essentially the geometric theory of distributions which was first
developed in the 1950s and 1960s in seminal works by Hörmander [19], Kohn, Maslov
and Nirenberg [62] for the study of linear partial differential operators. Many of the
ideas that underlie the study of microlocal analysis are motivated by the attempts to
generalise pre-existing notions from classical analysis in order to investigate distributions
and their singularities. Instead of studying general distributions (or general functions for
that matter), we typically consider only the types of distributions that arise in the study
of differential and integral equations. These problems include (but are not restricted
to) pseudo-differential operators, Fourier integral operators, and oscillatory integral
operators [19,63,64].

Distributions are usually defined by duality, and it is the nature of this duality
that defines their behaviour; distributions that correspond to good functions have good
properties, whereas distributions that correspond to bad functions typically have bad
properties. Distributions we come across in reality are lie by and large somewhere
in-between the two extremes. For example, conormal distributions have mostly good
properties, excepts for flaws which are caused by their singularities. These singularities
are the principal objects of study of microlocal analysis.

Let us take a step back and consider the ideas that underlie much of microlocal
analysis. The basic ideas are based on the properties of the Fourier transform and its
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relation with smoothness. If f is an integrable compactly supported function, we can tell
whether it is in C80 by examining the behaviour of its Fourier transform f̂ at infinity [19].
In other words, f is in C80 if and only if for all N P N there exits a non-negative constant
CN such that

|f̂pξq| ď CN p1` ‖ξ‖q´N , as ‖ξ‖Ñ8. (3.1)

Expression (3.1) essentially says that the information about the discontinuities of f is
encoded in the high frequency components of f̂pξq. We will revisit these ideas in Chapter
4. Similarly, let u P S 1pΩq, where Ω is an open subset of Rd. The classical argumentation
(see Chapter VIII in [19]), which is related to the Paley-Wiener theorem [18], says that u
is C8 in a neighbourhood of x P Rd, if and only if there exists a test function φ P C8c pΩq
such that φpxq ‰ 0 and for all N P N we have

|xuφpξq| “ |xu, e´2πıp¨qξφy| ď CN p1` ‖ξ‖q´N , as ‖ξ‖Ñ8. (3.2)

Expressions such as (3.1) and (3.2) are called the rapid decay conditions. The set of all
x P Ω for which (3.2) does not hold is known as the singular support of the distribution
u (written as sing suppu). Roughly speaking, singular support is the set of all points at
which a distribution fails to be a smooth function. For example, the singular support of
the Heaviside function, or of the Dirac delta function, is just the point 0, whereas the
singular support of the characteristic function of region with smooth boundary is exactly
the boundary of that region.

If a function or a distribution u fails to be smooth at a point, we can further analyse
the singularity, that is, instead of locating the singularity only in space, we can also
analyse its direction. We could then use the directions where û is not rapidly decaying
to describe the high-frequency components of u that are causing the singularities. In
other words, we end with some notion of directed smoothness of a distribution. The
classical setup [19] for defining these notions goes as follows. We say that V is a conic
set if for every ξ P V and every t ą 0 we have tξ P V. Taking ‖ξ‖ “ 1 and t ą 0, let us
now rewrite the (3.2) as

|xuφptξq| “ |xu, e´2πıtp¨qξφy| ď CN p1` tq
´N . tÑ8, (3.3)

In terms of (3.2), the expression (3.3) ought to hold or all N P N, and uniformly in
‖ξ‖ “ 1. Therefore, the regions of smoothness of a distribution u are uncovered by
testing u against the oscillatory test function e´2πıtx¨ξφpxq, where φ is a smooth function
that is localised in space, and examining the asymptotic behaviour in the Fourier domain.
But we can also localise (3.3) in frequency, that is, localise in ξ where ‖ξ‖ “ 1. The idea
is that a function can have rapid decay in some directions but not in other directions.
Therefore, we want to find an open cone containing the desired set of directions in which
the localised function has rapid decay, which indicates smoothness.

Adherence to conic sets allows us to restrict our attention to subsets of the co-sphere
bundle S˚pRdq “ Sd´1 ˆ Rd of Rd. Since we are concerned with the case d “ 2 we can
identify the elements of S1 through just one parameter, the angle. This discussion leads
to the classical definition of the wavefront set of a distribution.
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Definition 3.1.1. The wavefront set of a distribution u, denoted WFpuq, is the comple-
ment of the set of all points pθ0, x0q for which there exists a smooth window function
φ P C80 , φpx0q ‰ 0 and an open cone C such that θ0 P C, with the property that for all
N P N

|xuφpξq| ď CN p1` ‖ξ‖q´N , for all ξ P C. (3.4)

It is important to mention that Definition 3.1.1 does not depend on the choice of φ.
Furthermore, note that x ¨ ξ “ const are the fronts of constant phase of the oscillating
test function (that is, a wave) e´2πıx¨ξφpxq, which is part of the reason why the set we
end up with is called the wavefront set.

There are many advantages in having the notion of the wavefront set. First of all
(and perhaps least interestingly), it generalises the notion of singular support, that is,
the projection of WFpuq onto its first coordinate is exactly the singular support

sing supppuq “ tx : Dθ such that pθ, xq P WFpuqu.

Secondly, the notion of the wavefront set allows us to extend a number of operations
on distributions. Notions such as the restriction to a manifold and the product of two
distributions can be defined under certain conditions on the wavefront set of the given
distributions [17, 19]. Thirdly, wavefront sets are particularly useful for the study of
(pseudo)differential operators, their solutions and propagation of singularities [62].

Let us list the wavefronts sets of some very elementary distributions. Proofs of these
properties can be found in [63,65] and other texts.

• Dirac delta: Let δ be the Dirac delta distribution. Then

WFpδq “ tpθ, 0q, θ P r0, 2πqu.

• Heaviside function: Let H be the Heaviside distribution Hpxq “ χxě0. Then

WFpHq “ tpθ, 0q, θ P r0, 2πqu.

• Upper half-plane: Let u be the distribution associated with the indicator function of
the upper half plane tx P R2 : x2 ě 0u. Then

WFpuq “ tpπ{2, px, 0qq : x P Ru .

• Region with a smooth surface: Let Ω Ď Rd be a region with smooth boundary BΩ,
and let χΩ be the distribution associated with the indicator function of Ω. Then

WFpχΩq “ tpθ, xq : x P BΩ, θ normal to BΩ at xu.

The last statement can be explained through a simple hand-waving argument. Using a
test function with a very small support around x P BΩ, the boundary around x looks like
a line. We can then use the a modified version of the argument for the upper half plane
to yield the result.

A concept related to the wavefront set is the microlocal Sobolev regularity, which we
will now introduce.
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Definition 3.1.2. We say that a distribution f is microlocally in the L2 Sobolev space Hk

at pθ0, x0q, written f P Hkpθ0, x0q, if for some smooth bump function φ P C8pR2q, with
φpx0q ‰ 0, localised to a ball near x0, and for some smooth bump function β P C8perr0, 2πq,
obeying βpθ0q “ 1 and localised to a ball near θ0, the space/direction localised function

fφ,β, defined in polar Fourier coordinates by βpwqxφfpr cospwq, r sinpwqq belongs to the
weighted L2 space L2pp1` ‖ξ‖2qk{2dξq.

3.2 Parabolic Molecules and Microlocal Analysis

As we mentioned in previous chapters, what we ultimately want to do is to use the
framework that we have developed in Chapter 2 to say something about general properties
of continuous parabolic molecules. More specifically, we want to show that there are
universality-type results in microlocal analysis that hold for all admissible families of
parabolic molecules.

The motivation behind this is two-fold. Firstly, some families within the vast array
of directional representation systems have an elegant mathematical structure that allows
for a painless theoretical analysis and inference of properties, whereas other systems
are better suited for digital realisations or other tasks in applications. Therefore, in a
properly constructed general framework that encompasses both types of families, we
could establish various properties using the representation dictionary that provides the
simplest, or most elegant, proofs and then extend these results to all other systems using
the tools developed in our framework. Secondly, the currently existing proofs of various
features of directional representation systems are often very similar, but have to yield
ground to specifics of each construction. By generalising the framework we can distil
the important qualities of directional systems, instead of focusing on their individual
characteristics, thus avoiding the repetitiveness of proof techniques. It is needless to
say that the idea abstractifying pre-existing models has a rich history in mathematics.
Discussions of this type are echoes of the ideology argued in [9].

As it often is the case when dealing with frames, in order to analyse the properties of
functions we will look at their corresponding frame coefficients. Therefore, in view of what
we are trying to achieve, we need tools that enable bridging the gap between statements
regarding frame coefficients of one family and statements regarding frame coefficients of
some other family of CPMs. To that end, we will use reconstruction formulas of the type
(1.7), where we will distinguish between two cases. The first case is that of dictionaries
which admit a reconstruction formula which is valid for functions without any restrictions
on the support of their Fourier transform. Reconstruction formulas of this type include
for example the curvelets reconstruction formula (1.12) or the shearlets reconstruction
formula (2.28). The other case concerns dictionaries that admit a reconstruction formula
which is valid only for functions whose Fourier transform is supported inside some cone
in the frequency plane.

Let us summarise the main results that will be argued in this chapter. Assume
Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu are two families of CPMs of sufficiently high
order and consider an angle-location pair pθ0, x0q. We will show that if there is an open
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neighbourhood M of pθ0, x0q such that a´kν xf, nνy is in Lppr0, a0s ˆM, dµq, then there
is another open neighbourhood N of pθ0, x0q such that the same holds for Γ, that is,
such that a´kλ xf,mλy is in Lppr0, a0s ˆN , dµq. This will hold for both the CPMs that
admit a general reconstruction formula (Theorem 3.2.3), and for CPMs that admit a
reconstruction formula which is valid for cone-supported functions (Theorem 3.2.8). The
latter case requires additional assumptions to ensure that the contributions outside of
the cone of interest can be readily neglected.

What is important is that these results help to uncover important notions of microlocal
analysis. For example, it was established in [15] and [66] that the decay of curvelet,
that is shearlet, coefficients allows the detection of the wavefront set of a function,
which in our framework corresponds to the case p “ 8 (Theorem 3.2.7). On the other
hand, microlocal Sobolev regularity can be inferred from a condition on curvelet frame
coefficients [15], which here corresponds to the case p “ 2 (Theorem 3.2.5). Therefore,
our results generalise these notions and create a broader perspective from which we
can get novel results regarding the ability of various parabolic dictionaries to uncover
microlocal features of functions, since we consider all 1 ď p ď 8.

3.2.1 General Representation Formulas

Let us get back to the task at hand. It is well known that using the rapid decay of the
standard two-dimensional continuous wavelet transform (for example, as described in
Section 1.7) one can determine the singular support of a distribution [67]. Unfortunately,
it is clear that due to the wavelets’ lack of directional sensitivity we will not be able to
detect the wavefront set, and thus examine the directions that are causing the singularities.
It can even be shown that if we were to adjust the standard wavelet transform by adding
the directionality through

ψa θ bpxq “ a´1ψ

ˆ

Rθ
x´ b

a

˙

,

the resulting transform will have slow decay at all directions θ for a given singularity
b [1]. Thus, the addition of an orientation parameter has not proved to be particularly
useful since it did not provide any further information about the directional structure of
the singularity.

It turns out that coupling the directional selectivity with the anisotropic (in this case,
parabolic) treatment of the axes is the right recipe to resolve these questions. This has
been established in [15] and [66], in case of very specific curvelet and shearlet families.
We shall for the moment focus on the microlocal Sobolev regularity, which we defined in
Definition 3.1.2, and we will then turn our attention to the wavefront set. Candés and
Donoho showed in [15] that the notion of microlocal Sobolev regularity can be determined
by an L2 condition, as stated in the following theorem.

Theorem 3.2.1. Let Sk2 pθ, xq denote the (normal-approach, parabolic scaling) square
function

Sk2 pθ, xq “

ˆ
ż a0

0
|xf, γa θ xy|2a´2k da

a3

˙1{2

, (3.5)
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where tγa θ x, a P r0, a0s, θ P r0, 2πq, x P R2u are second generation curvelets.
The distribution f is in Hkpθ0, x0q if and only if for some neighbourhood N of pθ0, x0q

we have
ż

N
pSk2 pθ, xqq

2dθdx ă 8.

The case we want to argue throughout this thesis is that the results such as Theorem
3.2.1 are not restricted to any particular representation family, but that they are rather
a part of a much broader framework. To our knowledge this result has up to now been
shown for only curvelets, though it stands to reason that this should not be the case.

A slightly different reading of Theorem 3.2.1 would be to interpret it as

f is in Hkpθ0, x0q if and only if a´kxf, γa θ xy P L
2pr0, a0s ˆN , µq, (3.6)

for some open neighbourhood N of pθ0, x0q. This is the interpretation we will use.
Our goal now is to extend this result, and other similar results, to all admissible CPM
dictionaries. To begin, take Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu to be two families
of CPMs, with parameterisations pΛΓ,ΦΓq and pΛΣ,ΦΣq, respectively, and denote their
inter-Gramian by

GΓ,Σpλ, νq “ xnν ,mλy. (3.7)

As we have mentioned earlier, reconstruction formulas of representation systems will
play a crucial role in converting statements such as (3.6) to other CPMs. Reconstruction
formulas of high-frequency functions are generally of the form

f “

ż

ΛΣ

xf, nνyñνdµpνq, (3.8)

which is valid in (at least) the weak sense. The functions tñν : ν P ΛΣu in (3.8) denote the
elements of the dual frame, which we will also require to be a family of CPMs. We have
already encountered such reconstruction formulas in Sections 2.3.1 and 2.3.4, though
many other examples can be found, for example in [41]. The idea now is to use (3.8)
to establish a relationship between frame coefficients associated to the CPMs Γ and Σ.
Taking the inner product of (3.8) with mλ we immediately have

a´kλ xf,mλy “ a´kλ

ż

ΛΣ

xf, nνyxñν ,mλydµpνq. (3.9)

Therefore, to get a result analogous that would be analogous to Theorem 3.2.1, we would
need to get bounds on the weighted L2 norm of the coefficients in (3.9). We can actually
show a bit more, namely, that we can consider not only the L2 norm but rather any Lp

norm, for p P r1,8s.
Let us choose an arbitrary angle-location pair pθ0, x0q. We can notice that the

integral in (3.9) can be split up in two parts; an integral over r0, a0s ˆN , where N is
an open neighbourhood around pθ0, x0q, and an integral over r0, a0s ˆN c. The first of
these integrals is directly related to the square function Sk2 through a bounded integral
operator.
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Lemma 3.2.2. Let Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu be two families of continu-
ous parabolic molecules and take N P N as given in Theorem 2.4.1, and let N and M
be two open and bounded subsets of r0, 2πq ˆ R2. The operator T : Lppr0, a0s ˆN , µq Ñ
Lppr0, a0s ˆM, µq, where p P r1,8s, defined via

pTuq pνq “

ż

r0,a0sˆN

ˆ

aλ
aν

˙k

GΓ,Σpλ, νqupλqdµpλq,

where GΓ,Σ is the inter-Gramian defined in (3.7), is bounded (in Lp) provided the
parameterisations pΛΓ,ΦΓq and pΛΣ,ΦΣq of Γ and Σ are N ´ k admissible.

Proof. In order to show the boundedness of T we will use Schur test (see for example
Theorem 5.6 in [68]) which says that T is bounded in the induced operator norm, and
the bound is given by

‖T‖ď

«

sup
ν

ż
ˆ

aλ
aν

˙k

|GΓ,Σpλ, νq|dµpλq

ff1{p «

sup
λ

ż
ˆ

aλ
aν

˙k

|GΓ,Σpλ, νq|dµpνq

ffpp´1q{p

,

provided that the right hand side of the expression is finite. To show that these integrals
are indeed bounded we will use Theorem 2.4.1, which gives bounds on the integral kernel
GΓ,Σpλ, νq. Therefore, for every ν P ΛΣ we have

ż

r0,a0sˆN

ˆ

aλ
aν

˙k

|GΓ,Σpλ, νq|dµpλq

À

ż

r0,a0sˆN

ˆ

aλ
aν

˙k ˆaM
am

˙´N
`

1` a´1
M dpλ, νq

˘´N
dµpλq.

Since am ď aλ, aν ď aM hold trivially and since
`

1` a´1
M dpλ, νq

˘´N
ď

`

1` a´1
M dpλ, νq

˘´pN´kq
,

holds for all k ě 0 it follows
ż

r0,a0sˆN

ˆ

aλ
aν

˙k

|GΓ,Σpλ, νq|dµpλq À
ż

r0,a0sˆN

„

aM
am

`

1` a´1
M dpλ, νq

˘

´pN´kq

dµpλq

ď

ż

ΛΓ

ωpλ, νq´pN´kqdµpλq (3.10)

ă 8.

The boundedness of the last expression follows from the admissibility of the parametrisa-
tion. The other integral is treated analogously. Hence, T is a bounded operator.

We are now ready to prove our first universality-type result. It will allow us to infer
what we claimed: assuming the frame coefficients of one CPM family are in a certain
weighted Lp space, then the frame coefficients of all other admissible CPM families lie
in an analogous weighted Lp space. In order for the proof to work we need a further
technical assumption on the parametrisation mapping ΦΣ, namely, we require pΦΣq

´1 to
have a uniformly bounded Jacobian.

59



Theorem 3.2.3. Let k P N and take Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu to
be two families of continuous parabolic molecules, with parameterisations pΛΓ,ΦΓq

and pΛΣ,ΦΣq, such that Σ admits a reproduction formula of the form (3.8) and the
corresponding Plancherel-like formula, that the Jacobian of Φ´1

Σ is uniformly bounded
and that the conditions of Lemma 3.2.2 are satisfied. Also, we assume that the dual
frame Σ̃ “ tñν : ν P ΛΣu is also a CPM family. Take p P r1,8s. Then if for some open
and bounded neighbourhood N of pθ0, x0q

a´k
Φ´1

Σ p¨q
xf, nΦ´1

Σ p¨q
y P Lp pr0, a0s ˆN , dµq ,

holds then

a´k
Φ´1

Γ p¨q
xf,mΦ´1

Γ p¨q
y P Lp pr0, a0s ˆM, dµq ,

holds for some open and bounded neighbourhood M of pθ0, x0q.

To reduce the notational load we will write aν instead of aΦΣ
´1pνq. Analogous

abbreviations will be used in other cases.

Proof. TakeM to be an open and bounded neighbourhood of pθ0, x0q such that distpM;N cq ą

0. We have

a´kλ xf,mλy “ a´kλ

ż

ΛΣ

xf, nνyxñν ,mλydµpνq “ A1 `A2,

where

A1 “ a´kλ

ż

Φ´1
Σ pr0,a0sˆN q

xf, nνyxñν ,mλydµpνq,

A2 “ a´kλ

ż

Φ´1
Σ pr0,a0sˆN cq

xf, nνyxñν ,mλydµpνq.

For A2 we have

A2 “ a´kλ

ż

Φ´1
Σ pr0,a0sˆN cq

xf, nνyxñν ,mλydµpνq

À a´kλ

ż

r0,a0sˆN c

xf, nνyxñν ,mλydµpνq

À a´kλ ‖f‖L2pR2q

˜

ż

r0,a0sˆN c

ωpν, λq´2Ndµpνq

¸1{2

,

where we used the boundedness of the Jacobian in the second line, and Theorem 2.4.1 in
the third line. We can now write

ωpν, λq “
aM
am

`

1` a´1
M dpν, λq

˘

ě a´1
m

`

|θλ ´ θν |2`‖bλ ´ bν‖2
˘

,
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to get

A2 À a´kν

ˆ
ż a0

0
a2N
m

da

a3

˙1{2 ˆż

N c

`

|θλ ´ θν |2`‖bλ ´ bν‖2
˘´2N

˙1{2

.

The integral
ˆ
ż

N c

`

|θλ ´ θν |2`‖bλ ´ bν‖2
˘´2N

˙1{2

,

is clearly uniformly bounded as long as distpM;N cq ě ε ą 0. It follows

A2 À a´kλ

ˆ
ż a0

0
a2N
m

da

a3

˙1{2

À aN´1´k
λ .

In other words, A2 “ A2paλq will have a finite Lppr0, a0s ˆM, µq norm provided N ě k
for p “ 8, and N ą 2

p ` k ` 1, for p P r1,8q.
Turning our attention to A1, notice first that due to the boundedness of the Jacobian

we have
A1 À pTuqpλq,

with T as in Lemma 3.2.2 and upλq “ a´kλ xf, nνy and G̃Γ,Σ “ xñν ,mλy. Hence, by Lemma
3.2.2, it follows that A1 also has a finite Lppr0, a0s ˆM, µq norm for p P r1,8s and the
statement follows.

Remark 3.2.4. Notice that the argument for the boundedness of A2 can be also seen as
trying to find a bound for the operator T̃, defined by

´

T̃u
¯

pλq “

ż

r0,a0sˆN c

ˆ

aν
aλ

˙k

GΣ,Γpν, λqupνqdµpνq.

In that case, we would need a further assumption, namely, we need akνupνq to be in L2.
Alternatively, we may assume akνupνq is in Lq, for some q. This would give N ą 2

p`
2
q1 `k,

where q1 is such that 1{q ` 1{q1 “ 1.

From the proof of Theorem 3.2.3 it is clear why is it important to have a family of
CPMs such that its dual frame is also a CPM family, since we can use almost-orthogonality
of both frames. Another reason is that it allows us to go both ways, that is, assuming
that the dual frames of both CPM families Γ and Σ, are also CPMs we could replace if ...
then in the statement of Theorem 3.2.3 with if and only if.

Depending on the choice of p, we can now apply Theorem 3.2.3 to different situations.
For the first application we will address the question of the universality of microlocal
Sobolev regularity with respect to CPMs. In other words, we will consider p “ 2. The
following theorem says that we can infer whether f is in Hkpθ0, x0q by looking at the
L2 condition on Sk2 , of the type (3.5), with respect to not just curvelets but also other
families of continuous parabolic molecules.
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Theorem 3.2.5. Let Σ “ tnν : ν P ΛΣu be a family of CPMs of order pR,M,N1, N2q,
that satisfies the assumptions of Theorem 3.2.3. Then f is in Hkpθ0, x0q if and only if

a´k
Φ´1

Σ p¨q
xf, nΦ´1

Σ p¨q
y P L2 pr0, a0s ˆN , µq , (3.11)

for some open neighbourhood N of pθ0, x0q.

Proof. Assume (3.11) holds. Take Γ “ tmλ : λ P ΛΓu to be a family of second gener-
ation curvelets. It follows by Proposition 2.3.4 that Γ is a family of CPMs of order
pR,R,R{2, R{2q, where we can take any R. Applying now Theorem 3.2.3, it follows that

a´k
Φ´1

Γ p¨q
xf,mΦ´1

Γ p¨q
y P Lp pr0, a0s ˆM, µq

holds for some neighbourhood M of pθ0, x0q. Hence, the claim follows by Theorem 3.2.1.
The converse follows trivially since if f is in Hkpθ0, x0q then by Theorem 3.2.1 we have

a´kxf, γa θ xy P L
2 pr0, a0s ˆN , µq .

The parametrisation mapping for curvelets is the identity. Hence, the requisite Jacobian
is clearly bounded and we can apply Theorem 3.2.3, yielding the statement.

We can be more specific and take Σ to be shearlets. Having Theorem 3.2.3 in mind,
we need to ensure that the shearlet family we will use admits a representation formula.

Corollary 3.2.6. Let Σ denote a family of cone-adapted, band-limited shearlets which are
a family of CPMs (look at [60,69] or at Section 2.3.4). Then f P Hkpθ0, x0q if and only if

ż

Ns

ˆ
ż a0

0
|xf, σasxy|2a´2k da

a3

˙

dsdx ă 8

where Ns is some neighbourhood of ps0, x0q and s0 is the corresponding shearing param-
eter.

Proof. Without loss of generality we can assume θ P
`

´π
4 ,

π
4

˘

Y
`

3π
4 ,

5π
4

˘

. The other case
is analogous. This assumption equates to s “ ´ tanpθ0q P p´1, 1q, which means that
there exists ε ą 0 such that

ps0 ´ ε, s0 ` εq Ď p´1, 1q

and we can use only the horizontal shearlets for the analysis (this helps to simplify the
expression for the parametrisation). Therefore, by Theorem 2.3.13, the corresponding
shearlet system is a family of CPMs of arbitrary order, and is admissible for all k ą 2.
Furthermore, the Jacobian of Φ´1

Σ is equal to ´2
cosp2θq`1 , which is uniformly bounded for θ

in
`

´π
4 ,

π
4

˘

Y
`

3π
4 ,

5π
4

˘

. Thus, by Theorem 3.2.5 it suffices to show that

a´k
Φ´1

Σ p¨q
xf, σΦ´1

Σ p¨q
y P L2 pr0, a0s ˆN , µq .
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Without loss of generality we can assume that Ns “ ps0 ´ ε, s0 ` εq ˆ Bεpx0q. Let us
define

N “ arctanps0 ´ ε, s0 ` εq ˆ Bεpx0q

and notice that N is an open neighbourhood of pθ0, x0q. It follows∥∥∥∥a´kΦ´1
Σ p¨q

xf, σΦ´1
Σ p¨q

y

∥∥∥∥2

L2pr0,a0sˆN ,dµq

“

ż

N

ż a0

0

∣∣∣xf, σΦ´1
Σ paθxqy

∣∣∣2 a´2k da

a3
dθdx

“

ż

Ns

ż a0

0
|xf, σasxy|2 a´2k |det JΦΣpasxq|

da

a3
dsdx

À

ż

Ns

ż a0

0
|xf, σasxy|2 a´2k da

a3
dsdx ă 8.

Here we used the fact that |JΦΣpa, s, xq|“
∣∣∣ 1

1`s2

∣∣∣ is uniformly bounded. Therefore, by

Theorem 3.2.5 the claim follows.

It is important to note at this point that the argument used in the proofs of Corollary
3.2.6 and Theorem 3.2.5 would not go through for the non cone-adapted shearlets. The
reason behind this lies in the fact the Jacobian of Φ´1

Σ for non cone-adapted shearlets is
not uniformly bounded on r0, 2πq. This agrees with the intuition, since regular shearlets
exhibit a directional bias in the sense that the singularities on the y-axis can only be
resolved as the shearing parameter tends to infinity. Cone-adapted shearlets on the
other hand, always take the shearing parameters from a bounded set, which, in terms of
Theorem 3.2.3, means that the corresponding Jacobian will necessarily be bounded.

For the second application of the Theorem 3.2.3 we will look at the resolution of the
wavefront set. It is has been established that curvelets and shearlets can both resolve the
wavefront set [15,40] by detecting the locations were the frame coefficients are of fast
decay with respect to the dilation parameter. In the case of shearlets this means that the
wavefront set of f is given as the complement of pairs ps0, x0q for which xf, ψa s xy À aN

for all N P N, as aÑ 0, and pairs ps, xq in some neighbourhood of ps0, x0q. Let us now
generalise this fact within our framework. In terms of Theorem 3.2.3 this corresponds to
taking p to be 8.

Theorem 3.2.7. Let Σ “ tnν : ν P ΛΣu be a family of continuous parabolic molecules
of order pR,M,N1, N2q, and pΦΣ,ΛΣq its parametrisation, satisfying the conditions of
Theorem 3.2.3. The wavefront set of f is the complement of

RΣ “

#

pθ0, x0q : for all k P N we have |xf, nΦ´1
Σ pa,θ,xqy|“ Opa

kq as aÑ 0,

for some neighbourhood N of pθ0, x0q

+

. (3.12)

Proof. The condition in the definition of RΣ says that pθ0, x0q is in RΣ provided

a´kxf, nΦ´1
Σ pa,θ,xqy P L

8 pr0, aεs ˆN , µq , for all k P N,
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for some open neighbourhood N of pθ0, x0q and 0 ă aε ă a0. On the other hand, by [15],
second generation curvelets have the property that WFpfq is the complement of RΓ,
where by Γ we denote the family of second generation curvelets, and RΓ is defined
analogously to (3.12). We can rewrite this as

a´kxf, γa θ xy P L
8 pr0, aεs ˆN , µq .

Hence, the claim follows by Theorem 3.2.3.

3.2.2 Representation Systems for Cone-Supported Functions

Results of the previous section relied heavily upon the requirement that we have CPMs
with good reconstruction formulas. To be more precise, we needed families of parabolic
molecules that can reconstruct functions whose Fourier transform has a support which
covers (possibly) the entire frequency plane. However, there are families of functions
that admit a representation formula which is valid only for functions with frequency
support inside a certain cone. Thus, the approach described in the previous subsection
cannot be immediately applied because we have no means of controlling the decay of the
frame coefficients outside of the cone in which the representation formula is valid.

Our goal is to show that we can work around this problem and that analysis of the
same type is still applicable. In order to get a grip on those bounds we will need stronger
assumptions, as the conditions (2.3) are not sufficient.

Let us begin by describing the situation at hand. As was the case in previous chapters,
we will be concerned with only the high frequency case. Define the cones Cu,v and Ccu,v in
the frequency domain by

Cu,v “
"

ξ P R2 : |ξ1|ě u,

∣∣∣∣ξ2

ξ1

∣∣∣∣ ď v

*

,

and

Ccu,v “
"

ξ P R2 : |ξ2|ě u,

∣∣∣∣ξ1

ξ2

∣∣∣∣ ď v

*

,

where u, v ą 0. Same as in Chapter 2, for a set D Ď R2 we define the corresponding L2

space
L2pDqq “ tf P L2pR2q : supp f̂ Ď Du.

The standard situation is when u “ v “ 1. In that case let us denote C : “ Cu,v and
Cc : “ Ccu,v. Furthermore, we will denote by PC and PCc the respective frequency-domain
projections onto the cones C and Cc. In the rest this section we will consider a point
pθ0, x0q and its open and bounded neighbourhoodsN andM, whose closures are contained
inside the cone C. The analysis for general Cu,v is analogous.

Let us assume that we have two families of parabolic molecules. The first CPM family,
Γ “ tmλ : λ P ΛΓu, admits a representation formula

g “

ż

ΛΓ

xg,mλym̃λdµpλq, (3.13)
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which holds for g P L2pCqq, at least in the weak sense. In the following we will assume
that we have a microlocal result which holds for Γ and what we want is to extend this
result to some other CPM family Σ “ tnν : ν P ΛΣu.

An arbitrary function f P L2pR2q can now be partitioned as

f “ PCf ` PCcf.

The term PCf can be treated in a manner which is entirely analogous to the discussion in
the previous section, where we had a representation formula which was valid on the entire
plane R2. Hence, the problem lies in bounding the frame coefficients for the projection
on Cc, that is, outside of the cone in which we can represent f using frame coefficients
given through the members of Γ. To do that we will require some further assumptions
on the CPM family Σ. Let us recall the Definition 2.2.2, which gives

nνpξq “ a´3{4
ν ϕpνq

`

D1{aνRθν px´ bνq
˘

.

The first assumption we need is that the functions ϕpνq have M vanishing moments in
x1 direction, which is equivalent to ϕ̂pνqpξq “ ξM1 ρ̂pνqpξq, with ρpνq P L2pR2q. We also

require a Sobolev condition on ϕpνq, namely, BL

BLx2
ϕpνq P L2pR2q. The last assumption

we need is that all the L2 norms are uniformly bounded as we go over all indices ν.
Standard parabolic dictionaries such as curvelets, shearlets and a most other systems of
note satisfy these boundedness assumption trivially, since they either have only finitely
many generators (shearlets), or they have generators which are simple variations of one
another (curvelets).

Let us briefly summarise the assumptions.

(i)
ϕ̂pνqpξq “ ξM1 ρ̂pνqpξq, with sup

ν
‖ρ̂pνq‖L2pR2qă 8. (3.14)

(ii)
BL

BLx2
ϕpνq P L2, with sup

ν

∥∥∥∥ BL

BLx2
ϕpνq

∥∥∥∥
L2pR2q

ă 8. (3.15)

We are now ready to state and prove our result.

Theorem 3.2.8. Let Γ “ tmλ : λ P ΛΓu and Σ “ tnν : ν P ΛΣu be two families of contin-
uous parabolic molecules with parameterisations pΦΓ,ΛΓq and pΦΣ,ΛΣq. Furthermore,
assume the family Σ satisfies the assumptions (3.14)-(3.15) for L and M for which there
exists 1{2 ă α ă 1 such that

Lpα´ 1{2q ě k, and Mp1´ αq ě k,

and that Γ admits a reproduction formula of the form (3.13) for functions g P L2pCqq.
Take a function f P L2pR2q. Then if for some open and bounded neighbourhood N of
pθ0, x0q we have

a´k
Φ´1

Γ p¨q
xf,mΦ´1

Γ p¨q
y P Lp pr0, a0s ˆN , dµq
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then

a´k
Φ´1

Σ p¨q
xf, nΦ´1

Σ p¨q
y P Lp pr0, a0s ˆM, dµq ,

holds for some neighbourhood M of pθ0, x0q.

Proof. Using the triangle inequality on the space Lp pr0, a0s ˆM, dµq we have∥∥∥a´kν xf, nνy∥∥∥ ď ∥∥∥a´kν xPCf, nνy
∥∥∥` ∥∥∥a´kν xPCcf, nνy

∥∥∥ .
Using the assumptions of the theorem we can apply the reconstruction formula (3.13)
to a´kν xPCf, nνy, and then follow in the same lines as in the proof of Theorem 3.2.3 to
obtain the required bound on

∥∥a´kν xPCf, nνy
∥∥
Lppr0,a0sˆM,dµq

. Therefore, what is left is to

find the bounds for the coefficients pertaining to Cc.
Let us write g “ PCcf . By the Parseval equality we have

xg, nνy “ a3{4
ν

ż

R2

ĝpξqϕ̂pνq pDaνRθνξqq dξ

“ a3{4
ν

˜

ż

|ξ2|ăa´αν
ĝpξqϕ̂pνq pDaνRθνξqq dξ `

ż

|ξ2|ąa´αν
ĝpξqϕ̂pνq pDaνRθνξqq dξ

¸

(3.16)

“ I1 ` I2,

where 1{2 ă α ă 1.

Since ϕpνq has M vanishing moments in the x1 direction, it follows

|I1| ď a3{4
ν

ż

|ξ2|ăa´αν
aMν |ĝpξq||cospθνqξ1 ´ sinpθνqξ2|M |ρ̂pνq pDaνRθνξq |dξ

For ξ P Cc with |ξ2|ă a´αν we have

|cospθqξ1 ´ sinpθqξ2|ď ‖ξ‖À a´αν .

Hence, it follows

|I1| ď aM´Mα
ν

ż

|ξ2|ăa´α
a3{4
ν |ĝpξq||ρ̂pνq pDaνRθνξq |dξ “ aMp1´αqν x|ĝ|, |ρ̂pνq pDaνRθν ¨q |y

ď aMp1´αqν ‖f‖2‖ρ̂pνq‖2.

Regarding I2 we have

|I2| “ a3{4
ν

ż

|ξ2|ăa´αν
|ĝpξq||ϕ̂pνq pDaνRθνξq |dξ

“ a´3{4
ν

ż

|a´1{2
ν cospθνqξ̃2´a

´1
ν sinpθνqξ̃1|ăa´αν

|ĝpR´θνD1{aν ξ̃q||ϕ̂
pνqpξq|dξ
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“ a´3{4
ν

ż

|a´1{2
ν cospθνqξ̃2´a

´1
ν sinpθνqξ̃1|ăa´αν

|ĝpR´θνD1{aν ξ̃q||ξ̃2|´L
∣∣∣∣∣ {

ˆ

BL

BxL2
ϕpνq

˙

∣∣∣∣∣ pξ̃qdξ̃
Using the fact that θν P rθ0 ´ ε, θ0 ` εs Ĺ C we have |Rθνξ|2ą Cpθ0q|ξ2|. Thus, for
|ξ2|ą a´αν it follows

|ξ̃2|“ a1{2
ν |Rθνξ|2ą Cpθ0qa

1{2´α
ν .

Therefore, we have

|I2|ď aLpα´1{2q
ν ‖f‖2

∥∥∥∥ BLBxL2 ϕpνq
∥∥∥∥

2

.

Plugging it all back into (3.16) it follows

|xg, nνy|À aLpα´1{2q
ν ` aMp1´αqν .

which yields ∥∥∥a´kν xPCcf, nνy
∥∥∥
Lppr0,a0sˆM,dµq

À 1.

Using the assumptions (3.14)-(3.15), the assumptions of the theorem, and the result on∥∥a´kν xPCf, nνy
∥∥
Lppr0,a0sˆM,dµq

the claim of the theorem follows.

We have everything in place and we are ready to state a result about the resolution
of microlocal features for families that admit a restricted reconstruction formula. In
Corollary 3.2.6 we had to ensure that the shearlet family we are working with admits a
global reconstruction formula (and that the dual frame is also a CPM family), which we
can now avoid. In order to see this new functionality in action we will consider a family
of compactly-supported shearlets that were introduced in Section 2.3.3. This family
satisfies the assumptions (3.14)-(3.15) and is a tight frame for cone-supported functions.

Proposition 3.2.9. Let ψpxq “ ψ1px1qψ2px2q be a generator of the shearlet system defined
in (2.13), where the functions ψ1, ψ2 are both compactly supported, ψ1 has M ` R
vanishing moments and Fourier decay of order N1, and furthermore ψ2 has Fourier
decay of order N1`N2. Assume the angle θ0 lies in the cone Cu,v. Then f is in Hkpθ0, x0q

if and only if
ż

Ns

ˆ
ż a0

0
|xf, ψa s xy|2a´2k da

a3

˙

dsdx ă 8 (3.17)

where Ns is some open and bounded neighbourhood of ps0, x0q and s0 is the corresponding
shearing parameter.

Proof. Let us first assume that (3.17) holds. Proposition 2.3.10 tells us that under the
assumptions of Proposition 3.2.9, the family of compact shearlets (2.13) constitute a
family of CPMs of order pR,M `N1, N1, N2q. Furthermore, by the discussion in Section
2.3.3 it also follows that the family (2.14), which is a projection onto the cone Cu,v,
constitutes a frame for L2pCu,vqq and admits the following representation formula

f “
1

Cψ

ż

R2

xf,TbW yPCu,vTbWdb`
1

Cψ

ż

R2

ż

sPr´Ξ,Ξs

ż

aPr0,1s
xf, ψasbyPCu,vψasbdadsdb.
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The conditions (3.14)-(3.15) are satisfied by construction and since we have only one
generator the supremum goes over a set which contains only one element. Therefore,
it is bounded. Applying the same arguments as in the proof of Corollary 3.2.6, we can
apply Theorem 3.2.8 and the claim follows by Theorem 3.2.1. As in the previous proofs,
the converse follows trivially.

These conditions can be considerably weakened, for example the condition on the
separability of ψ simplifies the computations, but can it be avoided.
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Chapter 4

Edge and Corner Point Detection

4.1 Introduction

The problem of detecting the edge, or other geometrical discontinuities, of a function is a
topic of fundamental interest for many problems in image analysis, numerical solutions of
partial differential equations and approximation theory. For example, many techniques
of contemporary digital medical imaging, such as magnetic resonance imaging, encode a
signal by digitising it with the Fourier transform. The image is then obtained by one
of many methods of Fourier reconstruction [70, 71] which ought to take into account
that due to various imperfections that exist in the signal acquisition process, the data
might be noisy and incomplete. In many cases though, to reach a useful diagnosis clinical
specialists are interested only in the shapes that outline and separate the areas of interest,
rather than in the fine details of the image. Therefore, robust methods of edge detection
are vital in conducting this stage of the process.

Due to its importance in a host of applications, this topic has naturally received a
lot of attention over the years. The majority of contemporary high-dimensional edge
detection methods are essentially one-dimensional, that is, they rely on the computation
of the singular support of a given function through an application of one-dimensional
detection schemes in each coordinate direction. As we have seen in Section 3.1 of
Chapter 3, singular support consists of points ξ where f̂pξq does not decay rapidly as
‖ξ‖Ñ8. Therefore, we can say that the information regarding the discontinuities of an
image is encoded in its high-frequency content, which can be extracted with high-pass
filters [52,70].

Let us look at a simple example. Assume that the input image can be modelled as the
indicator function of the unit ball, fpxq “ χB0p1qpxq. The singular support of f is then
exactly the unit sphere tx : ‖x‖“ 1u, that is, the boundary of the image. In order to
recover the boundary curve, the standard approach would then consist of two steps: the
computation of the points that lie on the boundary and an application of the algorithm
that connects the computed points into the boundary curve(s).

It is not hard to see that the reconstruction of the original curve from the computed
points of discontinuity is subject to many practical issues. For example, the set of
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computed points might contain spurious information if the initial image contained noise,
resulting in a poor reconstruction. On the other hand, if the original image consists
of two (or more) boundary curves, for example a unit ball and a unit rectangle whose
closures are disjoint, it might be exceedingly hard to tell the two boundaries apart and
associate the points to the correct boundary curve, if the boundary curves are close by.

We can try to rectify, or at the very least improve, this predicament by using
additional information provided by the geometry of the underlying image. The type
of information that would be apposite in the context of edges are the directions of the
normals at points on the boundary. In terms of microlocal analysis, this would equate to
computing the wavefront set of the image, instead of the singular support. As a reminder,
the wavefront set of the unit ball is given as

WFpχB0p1qq “ tpθ, pcospθq, sinpθqqq : θ P r0, 2πqu.

Computing both the locations and the directions of the points of discontinuity would
serve a number of purposes. Firstly, it is highly unlikely that the direction of the normal
of spurious, that is random, points would be consistent with the directions of the normals
of the points on the actual boundary curve. Hence, this additional geometrical datum can
be used to essentially denoise the signal and consequently dispose of any spurious data
before we proceed with the reconstruction. Furthermore, the normals of the points that
lie on the same boundary curve will locally not deviate too much, thus the separation of
two disjoint boundary curves, and properly associating each point to its respective part
of the boundary, will be easier to conduct.

We have argued in Chapter 3 that CPMs are well suited for tasks in microlocal analysis,
such as indicating the wavefront set of a function. By the preceding argumentation, this
feature of parabolic system is clearly a valuable asset for edge detection and there is a
certain body of evidence to support the claim of the efficacy of parabolic systems in this
context. These studies are based on detecting the boundary through the decay of the
dilation parameter. For example, the seminal work on second generation curvelets [15]
includes a brief investigation of the singularity features of sets in R2, though the relevant
analysis is restricted to polygons and similar objects. The same type of analysis was
later performed for band-limited shearlets in [66], and then extended to more general
sets in [72]. A comparable analysis xwas done for specific constructions of compactly
supported shearlets recently in [73]. On the other hand, in [52] the authors constructed a
family of high-pass filters whose relationship between angle and radial filters satisfy the
parabolic scaling law, though the focus of the work is somewhat different.

Our goal now is to extend and generalise these considerations. The methods we
shall develop are somewhat of an amalgam of the ideas from [15], [66] and [72], while
the discussion in Section 4.5 was mostly motivated by [74]. The primary contribution
of our work lies in the level of generality. In other words, our results on corner and
edge detection hold for families of parabolic molecules that satisfy some rather mild
assumptions. Most importantly, we pose no assumptions on how are those families
constructed (be it in the frequency or in the space domain) nor do we assume anything
about their supports. Consequently, the results obtained herein can be applied to general
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parabolic families, including those for which a detailed analysis of such features has not
yet been conducted, such as curvelets.

Let us summarise our results. When p P BΩ is just an edge point we will show that
if the molecule mλ is not orthogonal to BΩ at p then we have arbitrarily fast decay
xχΩ,mλy À aN , by appealing to the results of Chapter 3 (Theorem 4.2.1). On the other
hand, when mλ is orthogonal to BΩ at p the rate xχΩ,mλy À a3{4 will follow through a
very simple argument (Equation (4.2)). The corner points on the other hand demand
considerably more attention and we will need to use an approximation argument to
address general domains Ω. In the end, we will show that for a corner point p P BΩ we
again have xχΩ,mλy À a3{4, if mλ is orthogonal to BΩ at p, and otherwise xχΩ,mλy À a5{4

(Theorem 4.4.4). Therefore, whereas the frame coefficients for edge points have one
direction of slow decay, and all other directions give fast decay, in case of corner points
the decay will be slow for the two directions that correspond to the normals, and it will
be marginally faster for all other directions.

The drawbacks that come when the framework is as general as it is here are rather
obvious. The issue is that most of the results are of only qualitative nature (though
a more detailed analysis could yield better quantitative estimates), and we can only
produce upper bounds on frame coefficients. The present research, for example [73]
and [8], seems to suggest that it would be reasonable to expect that the upper bounds
on the frame coefficients are unattainable at this level of generality, since the existing
proofs depend delicately on the specifics of each construction.

We will begin in Section 4.2 where we will briefly put the results from Chapter 3 in
the context of analysis of edges. Section 4.3 will be devoted to the analysis of corner
points of angular wedges and polygons. The analysis of angular wedges will form a basis
for the analysis of general sets through an approximation procedure. In Section 4.4 we
will describe and extended the results of Section 4.3 to general sets. Section 4.5 will
be devoted to the study of the decay rates of the frame coefficients when the indicator
function of the set in question is multiplied by a smooth function. The purpose of Section
4.6 is to ask (and answer) the question of what would change if we chose a different type
of dilation. We will finish off with Sections 4.7 and 4.8 with a simple numerical study
and a brief discussion of possible further directions that could be pursued.

Throughout this chapter we will use p to denote the arbitrary point of interest in R2.
Furthermore, when we say that an angle θλ, is normal or orthogonal to a bounded open
set Ω Ď R2, or to its boundary BΩ, at a point p, or to some angle, what me mean is that
cospη ` θλq “ 0, where η is the angle of the normal at p P BΩ. Analogously, we will say
that a molecule mλ, with λ “ paλ, θλ,pq, is orthogonal to Ω, or to BΩ, if p P BΩ and θλ
is normal to BΩ at p.

4.2 Detection of Edges

Consider a bounded, open set Ω Ď R2 with a continuous and piecewise-smooth boundary
BΩ that has non-vanishing and bounded curvature, and let χΩ denote its indicator
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function. As we have mentioned in Chapter 3, the wavefront set of χΩ is given by

WFpχΩq “ tpθ, xq : x P BΩ, θ normal to BΩ at xu. (4.1)

The proof of this result can be found in [62]. On the other hand, in Theorem 3.2.7 we
showed that the wavefront set of a function f is the complement of the set of angle-
location pairs for which the frame coefficients with respect to a family of CPMs decay
rapidly as the dilation parameter goes to zero. Let us summarise this in a theorem.

Theorem 4.2.1. Let Ω Ď R2 be a bounded and open set with continuous and piecewise-
smooth boundary BΩ that has non-vanishing and bounded curvature, and let Γ “ tmλ :
λ P ΛΓu be a family of continuous parabolic molecules that satisfy the assumptions of
Theorem 3.2.7. Then if a point p P R2 does not lie on the boundary curve BΩ and the
angle θλ P r0, 2πq is arbitrary, we have

xχΩ,mλy À aNλ , for all N P N,

for λ “ paλ, θλ,pq. Otherwise, if p lies on the boundary curve BΩ, and BΩ is C8 in the
neighbourhood of p, then taking θλ which is normal to BΩ at p, we again have

xχΩ,mλy À aNλ , for all N P N,

for λ “ paλ, θλ,pq.

Proof. Theorem 3.2.7 says that the wavefront set WFpχΩq is the complement of the set
of points where the frame coefficients are of rapid decay, that is, it is a complement
of points pθλ,pq for which xχΩ,mλy À aNλ for all N P N where λ “ paλ, θλ,pq and aλ is
small enough. Therefore, the statement follows by a comparison with (4.1)

Therefore, if a given point p is either not on the boundary of Ω or is on the smooth
part of the boundary but the orientation of the parabolic molecule is not parallel with
the normal at p, then the frame coefficients xχΩ,mλy are of arbitrarily fast decay. Of
course, this result is of only qualitative nature, that is to say, the dependence of the
decay rates with respect to the order of the given family of CPMs and to the smoothness
of the boundary in the vicinity of p could be made more explicit, but such considerations
are not pertinent for the present discussion.

This still leaves a couple of questions unanswered. The first question concerns the
decay rates of the frame coefficients xχΩ,mλy as the dilation parameter a tends to zero
when p lies on the boundary of Ω and the angle θλ is normal to BΩ at p. Studies

conducted in [8,15,73] indicate that the answer is exactly a
3{4
λ . We will not focus on this

question since we cannot obtain lower bounds through our framework, whereas the upper
bound can be achieved through a very simple argument

|xχΩ,mλy| ď a
3{4
λ

ż

R2

|ϕpλqpxq|dx À a
3{4
λ , (4.2)
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which follows since the indicator function χΩ is in L8. The rate reached in (4.2) is up
to the multiplicative constant the same as what is obtained through substantially more
delicate means, such as in [8,73]. Therefore, we will not pursue this question any further.

The second interesting question concerns the points were the boundary is not smooth.
This is the question we will focus on in the rest of this chapter. These are the points
where the boundary curve is continuous but the derivative is not uniquely defined, or
in other words, the tangents from the left and from the right at those points on the
boundary are not aligned.

4.3 Detection of Corner Points of Wedges and Polygons

The first order of business is to define what is a corner point of a set Ω Ď R2. We will
follow the definitions from [72].

Definition 4.3.1. Let Ω Ď R2 be a bounded and open set with continuous and piecewise-
smooth boundary that has non-vanishing and bounded curvature. Denote by αΩ : r0, 1s Ñ
R2 the parametrisation of the boundary BΩ (which we may assume to be an arc-length
parametrisation). We say that a point p P BΩ is a corner point of Ω if α1Ωpt

`
0 q ‰ ˘α

1
Ωpt

´
0 q,

where p “ αΩpt0q.

The condition α1Ωpt
`
0 q “ ˘α

1
Ωpt

´
0 q is also meant to exclude the sets whose boundary

is Möbius-like. That is, when following the path of the normal all the way back to
the starting point we end up on the same line but facing the opposite direction. This
can happen for example if the number of crossings in a curve is odd, or equivalently, if
the winding number of a point in the interior of the curve is even, thus reversing the
orientation of the normals.

The first step in computing the decay rates of the frame coefficients is showing that
they are a local property, that is, that for a given function f it is only the behaviour
in a small neighbourhood of a point p that is important for the rate of decay of the
corresponding frame coefficients.

Lemma 4.3.2. Consider two tempered distributions f1 and f2 such that f1 “ f2 in an
open neighbourhood of p P R2 and let Γ “ tmλ : λ P ΛΓu be a family of continuous
parabolic molecules of order pR,M,N1, N2q such that N1 ą 4. Then for λ “ paλ, θλ,pq,
the coefficients xf1,mλy decay at rate ρ P N if and only if xf2,mλy decays at rate ρ,
provided R ě 2ρ, that is

xf1,mλy „ aρ if and only if xf2,mλy „ aρ, as aÑ 0.

Proof. Let us first assume that f1 and f2 are bounded compactly supported functions.
The general result for tempered distributions then follows by standard methods. We can
assume without loss of generality that f1 and f2 coincide on a ball Bεppq. We have

|xf1,mλy ´ xf2,mλy| “
∣∣∣∣ż

R2

mλpxqpf1 ´ f2qpxqdx

∣∣∣∣
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ď ‖f1 ´ f2‖L8pBcppqq
ż

Bcεppq
|mλpxq|dx.

We will omit the λ indices from now on. Writing M “ D1{aRθ we have

mpxq “ a´3{4ϕpMpx´ pqq.

Through standard methods we get

ϕpxq “

ż

R2

ϕ̂pξqe2πıx¨ξdξ “ ´p2π‖x‖q´2

ż

R2

∆ϕ̂pξqe2πıx¨ξdξ

“ p´1qkp2π‖x‖q´2k

ż

R2

∆kϕ̂pξqe2πıx¨ξdξ.

Using Jensen’s inequality we have p1` x2qk ď 2kp1` pcxq2kq for any c ą 1 and for x P R.
Therefore,

|ϕpxq| ď Ck2
k´1

`

1` ‖x‖2
˘k
“ C̃kx‖x‖y´2k,

holds for all k P N for which ∆kϕ̂ exists and such that

ż

R2

|ϕ̂pξq|dξ ă 8, and

ż

R2

|∆kϕ̂pξq|dξ ă 8. (4.3)

Due to time frequency localisation conditions (2.3), the terms in (4.3) will hold as long
as the CPM family Γ is of order pR,M,N1, N2q, where R ě 2k and N1 ě 4. Therefore,
we have

|ϕpMpx´ pqq| ď Ck2
k´1x‖Mpx´ pq‖y´2k. (4.4)

Now, since
‖Mu‖ ě ‖M´1‖´1‖u‖ “ a´1{2‖u‖,

it follows
ż

Bcεppq
|mpxq|dx ď Cka

k

ż

Bcεppq
pa` ‖u‖2q´kdu ď Ck,εa

k,

as long as k ą 1. Therefore, the conclusion follows.

From this point forward we will assume that any family of CPMs satisfies the
conditions of Lemma 4.3.2.

Let us now describe the strategy that we shall adhere to in the rest of the chapter
for the purposes of corner detection. We will begin our analysis by considering the
prototypical examples of sets in R2 with corner points; the angular wedges, such as
in Figure 4.3. A simple argument using the localisation Lemma 4.3.2 then allows for
the corner detection of polygons. In order to address more general sets we will use an
approximation argument in which the boundary of a given set Ω will near a corner
point be approximated with straight lines determined by the two tangents that define
the corner point. We will also show that the information regarding the decay rates is
preserved throughout this process.

74



η1

η2

Wη1,η2

Figure 4.1: Angular wedge defined through its two angles, η1 and η2

To begin, let Wη1,η2 Ď R2 denote an angular wedge centred at the origin, where
0 ă η1 ă η2 ă 2π and η2 ´ η1 ‰ π, which is defined by

Wη1,η2 “

"

x P R2 : η1 ď

∣∣∣∣arctan2

ˆ

x2

x1

˙
∣∣∣∣ ď η2

*

. (4.5)

Here by arctan2 we denote the extension of the arc tangent so that its range is
r0, 2πq. Let Hη1,η2pxq “ χWη1,η2

pxq denote the indicator function of such a wedge and
assume without loss of generality that 0 ă η2 ´ η1 ă π. The function Hη2,η2 induces a
distribution whose Fourier transform can be obtained by first computing the Fourier
transform of H0,π{2 and then squeezing and rotating the angular wedgeW0,π{2 as required.
The function H0,π{2 is the indicator function of the first quadrant, and we have

H0,π{2pxq “ χx1ą0px1qχx2ą0px2q.

Thus, H0,π{2 is a direct product of two Heaviside distributions. Hence, by Proposition
1.1.1 its Fourier transform is also a direct product and is given as

Ĥ0,π{2pξq “
1

4
δpξ1qδpξ2q ´

ı

4π

ˆ

δpξ2qPV
1

ξ1
` δpξ1qPV

1

ξ2

˙

´
1

4π2
PV

1

ξ1
PV

1

ξ2
, (4.6)

where PV marks the Cauchy’s principal value. In the rest of the text we will (mostly)
omit writing PV for the sake of reducing the notational load, though it will always be
lurking somewhere in the background. Denoting now

A “ R η2`η1
2

diag

ˆ

1, tan

ˆ

η2 ´ η1

2

˙˙

Rπ{4, (4.7)

we have Wη1,η2 “ AW0,π{2. It follows

Ĥη1,η2pξq “ tan

ˆ

η2 ´ η1

2

˙

Ĥ0,π{2pA
Jξq. (4.8)
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The case π ă η1 ´ η2 ă 2π is analogous, since it follows from a simple observation of the
identity Hπ{2,2π “ 1´H0,π{2.

In order to examine the decay rates of frame coefficients we will first look at simplified
CPMs by assuming that the molecules are band-limited. Under this assumption the
computations become considerably simpler, but we should still get an indication of what
needs to be done in the general case.

4.3.1 Band Limited Molecules

Let Γ “ tmλ : λ P ΛΓu be CPM family and assume that for all λ the frequency support
of ϕpλq satisfies

supp ϕ̂pλq Ď rA1, A2s ˆ r´B,Bs, (4.9)

where A1, A2, B ą 0 and A2 ą A1. All known constructions of band-limited parabolic
analysing systems satisfy support conditions of this type, see for example our earlier
discussion regarding second generation curvelets or band-limited shearlets in Sections
1.4.3 and 1.4.4. We can now show the following.

Lemma 4.3.3. Let p “ 0 P R2, and Γ “ tmλ : λ P ΛΓu be a family of band-limited
continuous parabolic molecules that satisfy (4.9) for all λ P ΛΓ. For λ “ paλ, θλ,pq we
have

xHη1,η2 ,mλy À a
5{4
λ

sin pη2 ´ η1q

cospη1 ` θλq cospη2 ` θλq

when cospθλ` ηiq ‰ 0 for all i “ 1, 2. If on the other hand cospηj ` θλq “ 0, then we have

xHη1,η2 ,mλy À a
3{4
λ

sinpη2 ´ η1q

cospηk ` θλq
,

where k P t1, 2u ´ j.

Proof. Let us first examine the case when cospθλ ` ηiq ‰ 0 for i “ 1, 2. We can notice
that the Dirac delta function contributions from (4.6), that is (4.8), vanish when the
dilation parameter a is small enough since the supports of the Dirac delta contributions
(the origin) and ϕ̂pλq do not intersect due to the assumptions on the support of ϕ̂pλq.
Therefore, we have

xHη1,η2 ,mλy “ xĤη1,η2 , m̂λy “ xĤ0,π{2, m̂λpA
J¨qy

“ c ¨

ż

R2

m̂λpA
Jξq

ξ1ξ2
dξ

“ C ¨

ż

R2

ϕ̂pλqpξqdξ

pξ1 `
?
aλξ2 tanpη1 ` θλqqpξ1 `

?
aλξ2 tanpη2 ` θλqq

,

where

C “ a
5{4
λ

sin pη2 ´ η1q

2
?

2 cospη1 ` θλq cospη2 ` θλq
.
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For ξ P supp ϕ̂pλq Ď rA1, A2s ˆ r´B,Bs we have that if the dilation parameter a is small
enough, then ξ1`

?
aλξ2 tanpη1` θλq and ξ1`

?
aλξ2 tanpη2` θλq will both be uniformly

away from 0, and moreover, will be uniformly bounded from above and from below,
which gives

ż

R2

ϕ̂pλqpξqdξ

pξ1 `
?
aλξ2 tanpη1 ` θλqqpξ1 `

?
aλξ2 tanpη2 ` θλqq

À

ż

R2

ϕ̂pλqpξqdξ
p2.3q

À 1.

Therefore,

xHη1,η2 ,mλy À a
5{4
λ

sin pη2 ´ η1q

cospη1 ` θλq cospη2 ` θλq
.

Let us consider now the case when θλ is normal to Wη1,η2 at p. Without loss of
generality, let us assume cospη1 ` θλq “ 0. Here the Dirac delta contributions do not
completely vanish. The contribution of terms that involve δpξ2q does vanish using the
same argumentation as earlier. What we are left with is essentially an integral along one
of the lines that define the angular wedge Wη1,η2 . We will examine that expression first.
We have

B

1

ξ2
δpξ1q, m̂λpA

J¨q

F

“ c ¨

ż

R2

m̂λpA
Jξq

ξ2
δpξ1qdξ

“ C̃ ¨

ż

R2

δpu2qϕ̂pλqpuq

u1 `
?
aλ tanpη2 ` θλqu2

du

À a
3{4
λ

sinpη2 ´ η1q

cospη2 ` θλq
,

where C̃ “ a
3{4
λ

sinpη2´η1q

cospη2`θλq
, and the assertion in the last line follows due to the assumptions

on supp ϕ̂pλq. Analogous analysis gives

B

1

ξ1ξ2
, m̂λpA

J¨q

F

À a
3{4
λ

sinpη2 ´ η1q

cospη2 ` θλq

ż

R2

ϕ̂pλqpξq

ξ2
dξ,

where the integral is finite due to the assumptions regarding the support and the
smoothness of ϕ̂pλq. Therefore, putting it all together we have

xHη1,η2 ,mλy À a
3{4
λ

sinpη2 ´ η1q

cospη2 ` θλq
,

as desired.

For full disclosure, the rate a3{4 can achieved, up to a multiplicative constant, by
the same arguments as in (4.2), that is, by considering the L8 nature of the Heaviside
function. Lemma 4.3.3 on the other hand gives us further information about the geometric
interplay between the orientation of the molecule and the angles at the corner point.
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4.3.2 General Parabolic Molecules

We will now show that the results of the previous section can be extended to more general
scenarios, namely, for CPMs that are not necessarily band-limited. Even though the
general principles remain the same, the computations will get significantly more delicate
and we will need to impose some rather mild conditions on the CPM family we will be
working with. In this section we will constantly work under the assumption that the
underlying CPM family is of sufficiently high order pR,M,N1, N2q, since our focus is not
on deriving precise and quantifiable estimates. We hope that this will be clear in every
proof and statement.

Let us first recall that the Fourier transform of Hη1,η2 is given by

Ĥη1,η2pξq “ tan

ˆ

η2 ´ η1

2

˙

Ĥ0,π{2pA
Jξq,

where

Ĥ0,π{2pξq “
1

4
δpξ1qδpξ2q ´

ı

4π

ˆ

δpξ2qPV
1

ξ1
` δpξ1qPV

1

ξ2

˙

´
1

4π2
PV

1

ξ1
PV

1

ξ2
,

with A as defined in (4.7).
To simplify the notation for the computations, let us split xHη1,η2 ,mλy into three

terms as follows,

xHη1,η2 ,mλy “ xĤη1,η2 , m̂λy

“ xĤ0,π{2, m̂λpA
J¨qy

“
1

4
xH1, m̂λpA

J¨qy ´
ı

4π
xH2, m̂λpA

J¨qy ´
1

4π2
xH3, m̂λpA

J¨qy,

where (omitting PV) we define

H1pξq “ δpξ1qδpξ2q,

H2pξq “
δpξ1q

ξ2
`
δpξ2q

ξ1
, (4.10)

H3pξq “
1

ξ1ξ2
.

Let us first address the case when the molecule mλ is not orthogonal to either sides of
the wedge. In contrast with the discussion in Section 4.3.1, the action of the distribution
Ĥη1,η2 on a function ϕ̂pλq, whose support is not necessarily compact, will generally include
the contributions of all three terms, H1, H2 and H3. In order to see this, we can start by
observing the contribution of the first term.

Lemma 4.3.4. Consider a CPM family Γ “ tmλ : λ P ΛΓu of order pR,M,N1, N2q and
the distribution H1 defined in (4.10). Provided the dilation parameter aλ is small enough
we have

xH1, m̂λpA
J¨qy À a

3{4`M
λ , (4.11)

where the matrix A is defined in (4.7).
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Proof. A simple computation gives

xδpξ1qδpξ2q, m̂λpA
J¨qy „ a

3{4
λ ϕ̂pλqp0q ď a

M`3{4
λ , (4.12)

where we used (2.3).

Notice that for band-limited molecules that obey support assumptions (4.9) the left
hand side of (4.11) would be equal to 0 since the origin is not in the support of ϕ̂pλq.

Let us now look at the second term.

Lemma 4.3.5. Consider a CPM family Γ “ tmλ : λ P ΛΓu and the distribution H2

defined in (4.10). Provided the dilation parameter aλ is small enough we have

xH2, m̂λpA
J¨qy À a

5{4`CM,N1
λ , (4.13)

where CM,N1 ą 0 is a positive constant that depends on the order of family Γ, and
becomes arbitrarily large provided M and N1 are big enough, and matrix A is defined in
(4.7).

Proof. Consider first the action of 1
ξ2
δpξ1q and omit the indices. The other term can be

treated analogously. We have

B

1

ξ2
δpξ1q, m̂pA

J¨q

F

“ a3{4

ż

R2

1

ξ2
δpξ1qϕ̂pTξqdξ,

where T “ DaRθA
J, with A. Denote now

fpyq :“ ϕ̂
`

ypa cospθ ` η1q,
?
a sinpθ ` η1q

˘

“ ϕ̂pỹq.

If we apply the Dirac delta and use the change of variables

ξ2 ÞÑ
y

?
2 cos

`

η2´η1

2

˘ ,

it follows
B

1

ξ2
δpξ1q, m̂pA

J¨q

F

„ a3{4

ż

R

fpyq

y
dy.

Following the standard proof of well-definedness of Cauchy’s principal value, we can
split up the integral as

ż

|y|ąε
fpyq

1

y
dy “

ż C

|y|ąε
fpyq

1

y
dy `

ż 8

|y|ąC
fpyq

1

y
dy, (4.14)

where C ą 0 is a constant that will be specified later. In order to bound the first term
we observe

ż C

|y|ąε

fpyq

y
dy “

ż C

yąε

fpyq ´ fp´yq

y
dy ď 2C ¨ sup

yPr0,Cs
|f 1pyq|, (4.15)
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which follows from the continuity and the mean value theorem. To bound f 1pyq we have
by the chain rule

|f 1pyq| ď ‖Bϕ̂pỹq‖‖∇ỹ‖ ď a1{2‖Bϕ̂pỹq‖.
Take C ą 0 to be such that 1` |y| ď a´β holds for all y P r0, Cs and some β ą 0 which
will be discussed later. Notice that this implies C „ a´β. We now have

|f 1pyq| À a1{2 minp1, ap1` |y|qqM ď a1{2`Mp1´βq, (4.16)

using the moment condition from (2.3). Plugging (4.16) into (4.15) it follows
ż C

|y|ąε

fpyq

y
dy À aMp1´βq´β`1{2. (4.17)

On the other hand, we can write
ż

|y|ąC

fpyq

y
dy “

ż

|y|ąC

yfpyq

y2
dy À C´1 sup

yPrC,8q
|yfpyq|. (4.18)

Furthermore, since we now have 1` |y| ě a´β it follows 1`|y|2ě a´2β

2 . Thus, using the
decay conditions (2.3) we have |ϕ̂pỹq| À x‖ỹ‖y´N1xỹ2y

´1, which yields

|yfpyq| ď a´1xỹ2y|ϕ̂pỹq| ď a´1x‖ỹ‖y´N2 À aN1p2β´1q´1. (4.19)

Therefore, plugging (4.19) into (4.18) we have
ż

|y|ąC

fpyq

y
dy À aN1p2β´1q`β´1. (4.20)

Looking at equations (4.17) and (4.20) we see that we need 1{2 ă β ă 1. Therefore,
provided M and N1 are both large enough, the terms in (4.17) and (4.20) will have
arbitrarily fast decay. To be more precise, in order to ensure that the decay rate is faster
than 5{4 we need

M ě
3{4` β

1´ β
and N1 ě

9{4´ β

2β ´ 1
.

An entirely analogous argument yields the same decay order for the other term,
x 1
ξ1
δpξ2q, m̂λpA

J¨qy. Hence, the conclusion follows.

The estimates (4.11) and (4.13) confirm what we claimed from the beginning of this
chapter; the terms xH1,mλy and xH2,mλy do not vanish, but rather exhibit fast decay
with respect to the scaling parameter a, and the rate of decay depends on the smoothness
of the molecule.

Let us now address the last remaining term.

Lemma 4.3.6. Consider a CPM family Γ “ tmλ : λ P ΛΓu such that the functions ϕpλq

have one vanishing moment in the x1 direction in the sense of (2.19), the distribution H3

defined in (4.10), and consider the matrix A as defined in (4.7). Provided the dilation
parameter a is small enough it follows

xH3, m̂λpA
J¨qy À a

5{4
λ

sin pη2 ´ η1q

cospη1 ` θλq cospη2 ` θλq
.
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Proof. Let us omit the indices and notice that same as in Section 4.3.1 we have

B

1

ξ1ξ2
, m̂pAJq

F

“ C

ż

R2

ϕ̂pξqdξ

pξ1 `
?
aξ2 tanpη1 ` θqqpξ1 `

?
aξ2 tanpη2 ` θqq

, (4.21)

where

C “ a5{4 sin pη2 ´ η1q

2
?

2 cospη1 ` θq cospη2 ` θq
.

The integral in (4.21) can be split in three parts. The first part is the integral over
ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ď a´α, where we write α “ 1

2 ´ ε ą 0. Denote ti “ tanpηi ` θq. We have

1´ |ti|a
ε ď

ˇ

ˇ

ˇ

ˇ

1` ti
?
a
ξ2

ξ1

ˇ

ˇ

ˇ

ˇ

ď 1` |ti|a
ε. (4.22)

Hence, provided the dilation parameter a is small enough it follows

1

ξ1 `
?
at1ξ2

,
1

ξ1 `
?
at2ξ2

„
1

ξ1
.

Therefore,
ż

ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ďa´α

ϕ̂pξqdξ

pξ1 `
?
at1ξ2qpξ1 `

?
at2ξ2q

„

ż

ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ďa´α

ϕ̂pξqdξ

ξ2
1

, (4.23)

which is finite since we assumed ϕ satisfies the vanishing moments condition.

Consider now the second contribution, that is, the integral over
ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ě a´α. Let us

first observe the change of variables under the linear transformation

ξ ÞÑ v “

ˆ

1
?
at1

1
?
at2

˙

ξ. (4.24)

Applying (4.24) gives

ż

ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ěa´α

ϕ̂pξqdξ

pξ1 `
?
at1ξ2qpξ1 `

?
at2ξ2q

“
a´1{2

|t2 ´ t1|

ż

ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ěa´α

ϕ̂at2t1pvq

v1v2
dv1dv2, (4.25)

where ϕ̂at2t1 is defined as

ϕ̂at2t1pvq “ ϕ̂

ˆ

1

t2 ´ t1
pt2v1 ´ t1v2, a

´1{2pv2 ´ v1q

˙

.

We will now split the area of integration in the integral (4.25) in two pieces. The first
piece is the box Ia,γ “ r´a

γ , aγs2, for γ ą 0 that will be specified later. Applying the
standard methods of Cauchy’s principal value we have

a´1{2

|t2 ´ t1|

ż

Ia,γ

ϕ̂at2t1pvq

v1v2
dv À

a´1{2

|t2 ´ t1|

ż

Ia,γ

sup
ṽPIa,γ

|Bp1,1q
`

ϕ̂at2t1pṽq
˘

|dv. (4.26)
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The chain rule gives
ˇ

ˇ

ˇ
Bp1,1q

`

ϕ̂at2t1pvq
˘

ˇ

ˇ

ˇ
À a´1 max

|α|“2

ˇ

ˇ

ˇ

ˇ

Bαϕ̂

ˆ

1

t2 ´ t1
pt2v1 ´ t1v2, a

´1{2pv2 ´ v1qq

˙ˇ

ˇ

ˇ

ˇ

,

where α P N2
0 is a multi-index. This can be bounded using (2.3) as∣∣∣∣∣Bαϕ̂´ 1

t2 ´ t1
pt2v1 ´ t1v2, a

´1{2pv2 ´ v1q

¯

∣∣∣∣∣ À
ˆ

a`
|t2v1 ´ t1v2| ` |v2 ´ v1|

|t2 ´ t1|

˙M

.

Therefore,
ˇ

ˇ

ˇ

ˇ

Bαϕ̂

ˆ

1

t2 ´ t1
pt2v1 ´ t1v2, a

´1{2pv2 ´ v1q

˙ˇ

ˇ

ˇ

ˇ

À aMγ , for all v P Ia,γ .

Plugging it back into (4.26) we get

a´1{2

|t2 ´ t1|

ż

Ia,γ

ϕ̂at2t1pvq

v1v2
dv À aMγ`2γ´3{2. (4.27)

Consider now the image of the cone
ˇ

ˇ

ˇ

ξ2
ξ1

ˇ

ˇ

ˇ
ě a´α under the linear transformation

defined by (4.24). The result is the cone Cat1,t2 that is determined by the lines through
the points p˘1˘ aεt1,˘1˘ aεt2q. Therefore, we can decompose it four equivalent pieces.

Let us assume now, without loss of generality, that t1 ą t2. It follows

a´1{2

|t2 ´ t1|

ż

Cat1t2´Ia,γ

ϕ̂at2t1pvq

v1v2
dv À a´1{2´2γ

ż 8

v2“aγ

ż p1´aεqv2

v1“´v2

|ϕ̂at1,t2pvq|dv.

We can now use the decay estimate |Bαϕ̂pvq| À |v2|´N2 , which yields

a´1{2

|t2 ´ t1|

ż

Cat1t2´Ia,γ

ϕ̂at2t1pvq

v1v2
dv À a´1{2`N2{2´2γ

ż

Cat1t2´Ia,γ
|v2 ´ v1|

´N2dv

À a´1{2`N2{2´2γ`2γ`ε´N2pγ`εq

“ aN2p 1
2
´pγ`εqq`ε´1{2. (4.28)

Let us recollect the requirements on γ and ε. First of all, we need γ, ε ą 0, whereas
(4.22) and (4.28) further impose ε ă 1{2 and γ ` ε ă 1{2. Choosing γ and ε that
satisfy these conditions, we have fast decay provided M and N2 are big enough and the
statement follows from (4.23), (4.27) and (4.28).

We can combine the three preceding lemmas in the following theorem.

Theorem 4.3.7. Assume Γ “ tmλ : λ P ΛΓu is a family of parabolic molecules. Let
λ “ paλ, θλ,pq be such that θλ is orthogonal to neither η2 nor η1. Then we have

xHη1,η2 ,mλy À a
5{4
λ

sinpη2 ´ η1q

cospη1 ` θλq cospη2 ` θλq
` aCM,N1,N2 ,

where CM,N1,N2 ą 0 is a positive constant that depends on M,N1 and N2, is greater
than 5{4 and becomes arbitrarily large for large M,N1 and N2.
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Proof.

xHη1,η2 ,mλy “
1

4
xH1, m̂λpA

J¨qy ´
ı

4π
xH2, m̂λpA

J¨qy ´
1

4π2
xH3, m̂λpA

J¨qy,

where H1, H2 and H3 are as defined in (4.10). The statement then follows by using the
triangle inequality and applying Lemmas 4.3.4, 4.3.5 and 4.3.6.

An analogous analysis can be applied to the case when the parabolic molecule is
aligned with one of the wedge lines. We will not provide the details here since the
calculations are very similar to those we have already performed and since essentially
the same decay rate can be again obtained by merely using the L8 nature of Hη1,η2 .

Theorem 4.3.8. Assume Γ “ tmλ : λ P ΛΓu is a family of parabolic molecules. Let
λ “ paλ, θλ,pq be such that cospηj ` θλq “ 0, and consider k P t1, 2u ´ j. Then we have

xHη1,η2 ,mλy À a
3{4
λ

sinpη2 ´ η1q

cospηk ` θq
` aCM,N1,N2 ,

where CM,N1,N2 ą 0 depends on M,N1 and N2, and is greater than 3{4 and becomes
arbitrarily large for large M,N1 and N2.

4.3.3 Polygons

The tools we developed thus far allow us to identify the corner points of polygons. To
begin, let us show that translating any given set does not affect the decay rates. Taking
a set Ω Ď R2 and a point p P R2, it follows

χΩ`ppxq “ χΩpx´ pq “ TpχΩpxq,

where Tp denotes the translation operator. Since the Fourier transform maps translations
into modulations, we have

xχΩ`p,mλy “ xχ̂Ω`p, m̂λy

“

ż

R2

e´2πıξ¨pχ̂Ωpξqe
2πıξ¨pϕ̂pλqpDaλRθλξqdξ

“

ż

R2

χ̂Ωpξqϕ̂pλqpDaλRθλξqdξ

where λ “ paλ, θλ,pq. Therefore, as expected, translating the set does not affect the
decay rates of the frame coefficients, and it is sufficient to restrict our attention to the
study of the decay rates for p “ 0.

Consider now a polygon1 P and a corner point p on its boundary and let η1 and
η2 be the angles determined by the two lines of the polygon that meet at p. Using the
localisation Lemma 4.3.2 it follows that the decay rates of coefficients xχP ,mλy are the
same as those of xHη1,η2 ,mλy. Therefore, we can apply the results from Section 4.3.2.
We can summarise these findings in the following theorem.

1By a polygon we refer to a plane figure whose boundary consists of a finite series of connected straight
lines closed in a loop

83



Theorem 4.3.9. Let P Ď R2 be a polygon and Γ “ tmλ : λ P ΛΓu a family of continuous
parabolic molecules. Consider p P BP. Provided p is a corner point of P and λ “
paλ, θλ,pq then if θλ is not orthogonal to BP at p, we have

xχP ,mλy À a
5{4
λ

sinpη2 ´ η1q

cospη1 ` θλq cospη2 ` θλq
,

and otherwise if cospηj ` θλq “ 0, then for k P t1, 2u ´ j we have

xχP ,mλy À a
3{4
λ

sinpη2 ´ η1q

cospηk ` θλq
.

Proof. Since Hη1,η2 “ χP in the neighbourhood of p, by the localisation Lemma 4.3.2 we
have that xχP ,mλy is of the same decay order as xHη1,η2 ,mλy. The result now follows
directly from Theorems 4.3.7 and 4.3.8.

4.4 Analysis of Corner Points of General Sets

In order to detect edges and corner points of general sets we have to work around the
obvious limitation of the work presented thus far; boundaries of general sets do not consist
of straight lines. As it turns out, this issue can be addressed by a fairly straightforward
approximation argument. In the following, we shall locally approximate the boundary of
a given corner point of BΩ using straight lines whose orientations are determined by the
tangents at the corner point. It will then follow that such an approximating procedure
preserves the decay rates. Therefore, decay rates that we have computed for angular
wedges will give decay rates on domains with more general boundaries.

Remark 4.4.1. The procedure we are about to describe cannot be extended to more
general classes of corner points, such as when

α
pkq
Ω pt`0 q “ α

pkq
Ω pt´0 q for all k ă j, and α

pjq
Ω pt

`
0 q ‰ ˘α

pjq
Ω pt

´
0 q.

The problem lies in the fact that there is a direct correlation between the smoothness
of the boundary around a given point, and the decay rates of coefficients with a given
(continuous) parabolic frame; the higher the smoothness the faster the decay with respect
to the dilation parameter. On the other hand, since the nature of our approach means that
we are assessing the approximation rather than assessing the set itself, higher decay rates
are rendered undetectable due to the fact that we are using a first order approximation.

Assume again that Ω Ď R2 is a bounded and open set with continuous and piecewise-
smooth boundary that has non-vanishing and bounded curvature, and is parametrised
by αΩ : r0, 1s Ñ R2. Consider a corner point p P BΩ where p “ αΩpt0q with α1Ωpt

`
0 q ‰

˘α1Ωpt
´
0 q. Let ε ą 0 be small enough so that Bεppq intersects BΩ at exactly 2 points (the

same then holds for all smaller ε). Then let R denote the set that approximates Ω. For
the points outside of Bεppq, the set R is equal to Ω, that is

R´ Bεppq “ Ω´ Bεppq,
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BR

Bεppq

p

Ω

Figure 4.2: Local approximation of the boundary around a corner point

and in the part of the boundary BR within Bεppq is a linear approximation of αΩ obtained
by locally replacing the boundary of BΩ with tangent lines emanating from p (look at
Figure 4.4). That is, from the left we use α1Ωpt

´
0 q and from the right α1Ωpt

`
0 q, to be the

slopes of the respective linear interpolants through p (we assume αΩ takes a positive
orientation). We will denote the parametrisation of the BR as αR. What is important is
that in Bεppq [8] we have

‖αΩptq ´ αRptq‖ ď Cpt´ t0q
2.

The first step in our approximation procedure is to show that the linear approximation
χR exhibits the same decay rates at p as its corresponding translated angular wedge
Wη1,η2`p, where η1 and η2 denote the angles defined by the tangents α1Ωpt

`
0 q and α1Ωpt

´
0 q.

By the discussion at the beginning of Section 4.3.3, we can without loss of generality
assume p “ 0. Furthermore, in the following we will assume that we are working with a
CPM family Γ “ tmλ : λ P ΛΓu which is of sufficiently high order.

Lemma 4.4.2. Let χR be the local approximation of the set Ω that we just described,
and let the angles η1 and η2 correspond to the tangents α1Ωpt

`
0 q and α1Ωpt

´
0 q. Then the

following holds

if for ρ ą 0 xHη1,η2 ,mλy À aρλ, as aλ Ñ 0, then xχR,mλy À aρλ, as aλ Ñ 0,

where λ “ paλ, θλ,pq.

Proof. We have
xχR,mλy “ xHη1,η2 ,mλy ` xχR ´Hη1,η2 ,mλy.

Therefore, since Hη1,η2 “ χR holds on Bε{2ppq, the localisation Lemma 4.3.2 gives

xχR ´Hη1,η2 ,mλy À aN ,

for every N P N for which ∆N ϕ̂ exists and has a finite L1 norm. Since we by assumption
have xHη1,η2 ,mλy ď C̃aρ, the statement follows (provided N ě ρ).
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Notice now
xχΩ,mλy “ xχR,mλy ` xχΩ ´ χR,mλy. (4.29)

Let us focus on the second term.

Lemma 4.4.3. Let Ω and R be the previously described sets. Then for a CPM family
Γ “ tmλ : λ P ΛΓu, we have

xχΩ ´ χR,mλy À aCNλ ,

where CN ą
5
4 and λ “ paλ, θλ,pq.

Proof. Let us omit the λ indices. We have

xχΩ ´ χR,my “

ż

R2

mpxq pχΩ ´ χRq pxqdx

“

ż

Baγ ppq
mpxq pχΩ ´ χRq pxqdx

loooooooooooooooooomoooooooooooooooooon

I1

`

ż

Bc
aγ
ppq
mpxq pχΩ ´ χRq pxqdx

loooooooooooooooooomoooooooooooooooooon

I2

.

where γ ą 0, and will be specified later, and a is taken small enough so that aγ ă ε
is ensured. We will approach the discussion in slightly broader generality by allowing
‖αΩptq ´ αRptq‖ ď C|t´ t0|k for some k P N, and not just for k “ 2. Furthermore, we
will use q to denote the decay rate, instead of 5{4. We would like to see how does the
interaction between k and q play out.

Estimating I1 we have

|I1| À a´3{4

ż

Baγ ppq
|χΩ ´ χR|pxqdx

À a´3{4

ż t0`aγ

t0´aγ
‖αΩptq ´ αRptq‖dt

À a´3{4

ż t0`aγ

t0´aγ
|t0 ´ t|kdt

À a´3{4`γpk`1q.

Hence, we need
´3{4` γpk ` 1q ą q.

Let us now estimate I2. Since

Ω´ Bεppq “ R´ Bεppq,

we have

|I2| À
ż

Bc
aγ
ppq
|ϕpMpx´ pqq||χΩ ´ χR|pxqdx

À a´3{4

ż

Bεppq´Baγ ppq
|ϕpMpx´ pqq|dx
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À a´3{4

ż

Bεppq´Baγ ppq
|ϕpD1{apx´ pqq|dx,

where M “ D1{aRθ. Using the estimate (4.4), we now have

|I2| À a´3{4

ż

Bεppq´Baγ ppq

`

1` a´2x2
1 ` a

´1x2
2

˘´N
dx

À a´3{4

ż

Bεppq´Baγ ppq

`

a´2x2
1

˘´N
dx

À εa2N´3{4

ż 8

aγ
x´2N

1 dx1

À εa2Np1´γq´3{4`γ .

Therefore, for the statement to hold we need

2Np1´ γq ´ 3{4` γ ą q,

which is the case provided γ ă 1 and provided N is big enough.
Getting back to the statement of the lemma, for q “ 5{4, we would need γ ą 2

k`1

and γ ă 1´ 1
2N´1 . Furthermore, since we are using linear interpolation through R in

order to locally approximate Ω, we have k “ 2. It follows that γ ą 2
3 . Therefore, such a

γ will exist provided N ě 3.

We can now combine the previous lemmas into the following theorem.

Theorem 4.4.4. Let Ω Ď R2 be a bounded and open set with continuous and piecewise-
smooth boundary that has non-vanishing and bounded curvature. Assume Γ “ tmλ :
λ P ΛΓu is a family of continuous parabolic molecules which satisfy the assumptions of
Lemmas 4.4.2 and 4.4.3. Then if p is a corner point of Ω, we have

xχΩ,mλy À a
5{4
λ ,

when λ “ paλ, θλ,pq and θλ is orthogonal to neither α1Ωpt
`
0 q nor α1Ωpt

´
0 q, where αΩpt0q “ p.

Otherwise, if θλ is orthogonal to BΩ at p we have

xχΩ,mλy À a
3{4
λ .

Proof. Let η1 and η2 be the angles associated with the tangents, α1pt`0 q and α1pt´0 q, at
p P BΩ, and assume without loss of generality that p “ 0. Since p is a corner point we
have η2´η2 R πZ by assumption. Consider first the case when θλ is orthogonal to neither

η1 nor η2. By Lemma 2.2 we have that xHη1,η2 ,mλy À a
5{4
λ , for λ “ paλ, θλ,pq. Lemma

2.3 then says that it follows xχR,mλy À a
5{4
λ , where with R we denote the locally linear

(around p) approximation of Ω. Since Lemma 2.4 tells us that xχΩ ´ χR,mλy ď aCNλ ,
where CN ą 5

4 provided m̂λ is sufficiently smooth, it follows by equation (4.29) that

xχΩ,mλy À a
5{4
λ , where the higher order terms can be readily neglected. Analogous

analysis gives that xχΩ,mλy À a
3{4
λ holds when θλ is orthogonal to either η1 or η2.
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a3{4a3{4

a5{4

(a) Decay rates at a corner point. The rates a3{4

correspond to orthogonal directions while a5{4

correspond to the non-orthongal directions

a3{4
aN

(b) On smooth parts of the boundary we have the
decay rate a3{4 in the orthogonal direction and
otherwise aN

Figure 4.3: Decay rates of the points along the edge of a domain.

4.5 Multiplication with a Smooth Function

Theorem 4.4.4 admits a very simple and immediate generalisation. In the following we
will try to address the decay rates for coefficients of the form xfχΩ,mλy, where f is a
(locally) smooth function. To begin the analysis we will look at monomials and build up
from there. For a multi-index α P N2

0 we compute

xxαχΩ,mλy “ xχΩ, x
αmλy

“ Cαxχ̂Ω, B
α pm̂λqy

“ Cα

C

χ̂Ω,
ÿ

|β|“|α|
Cθ,βa

β1`
β2
2

λ m̂λ,β

G

(4.30)

“ Cα

ÿ

|β|“|α|
Cθ,βa

β1`
β2
2

λ xχ̂Ω, m̂λ,βy,

where

m̂λ,β “ a
3{4
λ ϕ

pλq
β pDaλRθλξq and ϕ

pλq
β pξq “ Bβϕpλqpξq. (4.31)

Extracting the highest common power of the dilation parameter from the expression
(4.30), we have

xxαχΩ,mλy À a
|α|
2
λ

ÿ

|β|“|α|
xχΩ,mλ,βy. (4.32)

The analysis developed in the preceding sections can now be readily applied to each of
the coefficients xχΩ,mλ,βy. A careful examination of the arguments in previous sections
reveals that the computations, and the subsequent decay rates, came about by applying
the time-frequency localisation of functions mλ to show boundedness of various integrals,
that is, solely by using the decay conditions (2.3) and the smoothness of m̂λ. However, it
is clear from (4.31) that the functions mλ,β satisfy the decay conditions (2.3), provided
m̂λ is smooth enough. To be more precise, mλ,β is of order pR´ |β|,M,N1, N2q, assuming
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mλ is a molecule of order pR,M,N1, N2q. Therefore, applying the results of Theorem
4.4.4, for a corner point p and λ “ paλ, θλ,pq, we have

xxαχΩ,mλy À a
5{4`

|α|
2

λ ,

when mλ is not orthogonal to the tangents at p and

xxαχΩ,mλy À a
3{4`

|α|
2

λ

when it is.

The same line of argument can now be extended to general polynomials. Consider a
polynomial Pαpxq, of finite degree, such that BβPαp0q “ 0, for all multi-indices β P N2

0

such that|β| ď α, where α is the smallest element of N2
0 with that property. In other

words, Pα satisfies

Pαpxq “
ÿ

βPJ
Cβxβ.

where J Ď N2
0, with 0 ă |J| ă 8, and α “ pα1, α2q P N2

0 is defined by

αi “ min
βPI

βi, for i “ 1, 2.

If p is a corner point of Ω it follows by linearity

xPαχΩ,mλy “
ÿ

βPJ
Cβxx

βHη1,η2 ,mλy

À a
|α|
2
λ

ÿ

βPJ

ÿ

|γ|“|β|
xχΩ,mλ,γy (4.33)

À a
5{4`

|α|
2

λ ,

when the molecule mλ is not orthogonal to BΩ at p. An analogous argument shows that

xPαχΩ,mλy À a
3{4`

|α|
2

λ when mλ is not orthogonal to BΩ at p.

Remark 4.5.1. It would be possible to produce a more precise assessment of the decay
rates had we picked the underlying parabolic molecule with more scrutiny. To argue that
this is the case it is sufficient to re-examine (4.30). The fundamental issue that hinders a
better analysis lies in the fact that a general parabolic molecule m̂λ does not separate the
variables ξ1 and ξ2. Consequently, any partial derivative of m̂λ will necessarily involve all
partial derivatives of the same order and the dilations imposed by the matrix Da cannot
be decoupled. A much finer analysis could be obtained by considering parabolic families
that can achieve this decoupling, such as the classical shearlets 1.14. But we shall not
pursue this line of argument since imposing such restrictions would be at odds with what
we are trying to achieve. Interested reader is directed to [74] for further discussion on
this topic.
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We can now extend our analysis to more general functions by locally approximating
a given function with its Taylor polynomial. Take f P Cm

`

R2
˘

and denote by Pk its
Taylor polynomial of degree k around p, that is

fpxq “
ÿ

|α|ďk
Bαfppq px´ pqα `Rkpxq “ Pkpxq `Rkpxq. (4.34)

Let p be a corner point of Ω and assume without loss of generality that p “ 0. Let f be
such that Bβfp0q “ 0, holds for all β P N2

0 such that |β| ď l, where l ă k. Then it follows

xfχΩ,mλy “ xfχΩ ´ PkχΩ,mλy ` xPkχΩ,mλy. (4.35)

Therefore, provided
xf χΩ ´ PkχΩ,mλy À aNλ , (4.36)

holds for a big enough N P N, it will follow

xf χΩ,mλy À a
q`

|α|
2

λ , (4.37)

where q “ 3
4 when mλ is orthogonal to BΩ at p, and q “ 5

4 otherwise.
The proof of (4.36) is analogous to that of Lemma 4.4.3, and it is the content of

Lemma A.2.1 which can be found in the Appendix. Furthermore, (4.37) clearly holds not
just for globally smooth functions but for more general classes of functions by adhering
to the localisation Lemma 4.3.2.

Looking at (4.37) it is clear that the resulting rate of decay comes from two contribu-
tions. The first contribution, aq for q “ 3{4 or q “ 5{4, comes from coefficients of the
form xχΩ, ϕλy, where ϕλ is a partial derivative of a CPM and satisfies a condition of the

form (2.3). The second contribution, a
|α|
2 , comes by using the property of the Fourier

transform to draw a relationship between polynomial multiplication in the space domain
with partial derivatives in the frequency domain. In other words, if a corner point p is a
root of f , then the strength of singularity of fχΩ at p is counteracted by the multiplicity
of the root, and this can be observed through the increased rate of decay of the frame
coefficients. The rate of decay will increase relative to the multiplicity of the root.

We can now use the approximation strategy developed in Section 4.4 to extended the
results for any set Ω satisfying the assumptions of Theorem 4.4.4.

Theorem 4.5.2. Let f P CmpR2q be a function such that Bβfppq “ 0, for all β P N2
0 such

that |β| ď l, and let Pkpxq be its corresponding Taylor polynomial around p of degree k
where k ą l. Assume a family of continuous parabolic molecule Γ “ tmλ : λ P ΛΓu and a
set Ω satisfy the conditions of Theorem 4.4.4. Consider a corner point p of Ω, and take
λ “ paλ, θλ,pq. If θλ is orthogonal to neither α1Ωpt

`
0 q nor α1Ωpt

´
0 q, where αΩpt0q “ p then

xfχΩ,mλy À a
5{4`

|α|
2

λ ,

and otherwise

xfχΩ,mλy À a
3{4`

|α|
2

λ .

Proof. Consider (4.35), and estimate the first term by (4.36) using Lemma A.2.1. The
statement then follows by (4.33).
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4.6 α-Molecules

Throughout the preceding analysis we used the parabolic scaling of the variable, as
dictated by Definition 2.2.2. A natural question we might ask ourselves is how, and indeed
if, would the results change if we scaled the variables differently. Since the parabolic
scaling is propagated through the parabolic dilation matrices, the most immediate work-
around would be to generalise the dilation matrices by Da,α “ diagpa, aαq where α P r0, 1s,
and revise the definition of continuous molecules accordingly. Constructions of this type
are typically called α-molecules [45]. Notice that the parabolic molecules correspond to
the case α “ 1{2.

We will not be concerned at this point with questions regarding existence or conver-
gence of integrals and such things, but rather just with quantitative changes in terms of
the decay with respect to the scaling parameter a. It is immediately clear that we ought

to replace a5{4 with a
3´α

2 , and a3{4 with a
1`α

2 , in the statement of Lemma 4.3.3, and in
the statements of Theorems 4.3.7 and 4.3.8 and other theorems and lemmas. Therefore,
taking α “ 1 (which corresponds to the case when we treat both axes equally) we get
that the decay rates satisfy 3´α

2 “ 1`α
2 . Therefore, we cannot distinguish between edge

and corner points, nor can we distinguish between different orientations associated to a
corner point. This means that that we indeed need an unequal treatment of the axes to
conduct analysis of this type.

What might be a bit more of surprise is that changing the dilation matrices does not
change the conditions of Lemma 2.4. That is, in order for the lemma to hold we again
get two conditions on γ, namely

´
1` α

2
` γpk ` 1q ą

3´ α

2
, and 2Np1´ γq ´

1` α

2
` γ ą

3´ γ

2
,

which are readily reduced to

γ ą
2

k ` 1
, and γ ă 1´

1

2N ´ 1
.

But those are exactly the same conditions we got with parabolic molecules. Therefore, the
conclusion of the revised version of Theorem 4.4.4 would remain the same, which means
that from the theoretical perspective, in terms of the detection of geometric features such
as corner points, the particular choice of a dilation of the axes does not make a tangible
effect as long as some sort of directional bias is implemented.

4.7 Relationship with other Work and a Simple Numerical
Study

As we have mentioned on more than one occasion, the main contribution of our work is
the level of generality. This generality comes with the obvious drawback, which is that
we can only get the upper bounds of the decay rates, and we make no claims on the

91



real-world applicability of our work. We will now put our results on edge and corner
detection in the context of contemporary research.

Apart from the initial studies in [15] and [66], we are aware of two approaches that
are currently on the market. The common feature across most of the existing methods
is the usage of an approximation procedure and a localisation argument to obtain the
results on edge and corner detection.

The first approach, studied in for example [72] and [52], relies on a couple of features.
Firstly, the underlying dictionary is assumed (or rather constructed) to be band-limited,
where the mother function separates the angular and radial influences in one way or
another. The next step uses an ingenious trick, taken from [75] and [76] to compute
the Fourier transform of χΩ. Let Ω Ď R2 again be an open and bounded set whose
parametrisation is denoted by αΩ and define

F pξ, xq “ pF1pξ, xq, F2pξ, xqq “ ´2πı‖ξ‖´2e´2πıξ¨xξK, where ξK “ p´ξ2, ξ1q
J.

Using the Green’s theorem (or the divergence theorem) we then have

χ̂Ωpξq “

ż

Ω
e2πıξ¨xdx “

ż

Ω

´

Bp1,0qF2pξ, xq ´ B
p0,1qF1pξ, xq

¯

dx

“

ż

BΩ
F pξ, αΩptqqα

1
Ωptqdt

“ ´
1

2πı‖ξ‖2

ż

BΩ
e´2πıξ¨αΩptqξK ¨ α1Ωptqdt

The phase ξ ¨αΩptq becomes stationary when ξ ¨α1Ωptq “ 0, which corresponds to the case
when ξ is normal to the boundary curve. Going to polar coordinates, one then studies
the behaviour of χ̂Ω as ‖ξ‖ tends to infinity and uses the method of stationary phase.
Studying the coefficients xχ̂Ω,mλy with respect to a band-limited family of functions
allows one to precisely isolate the orientations of the normals at edge and corner points.

The second approach, observed in [73], studies the case when the underlying dictionary
is compactly supported. This assumption poses a unique set of challenges since a limited
smoothness in the spatial domain gives a comparatively limited decay in the frequency
domain, but this study is grounded in the understanding that the singularities of two-
dimensional objects are essentially local properties in the spatial domain. Hence, the
computations are conducted in the spatial domain, using the so-called detector shearlets.
The results are promising and some aspects of their functionality can be extended to
three dimensions.

The results in [72], [73], and our results agree in several respects. In all three studies,
frame coefficients at an edge point have the decay rate of a3{4 when the molecule is
orthogonal to BΩ at a given point, and aN in all other directions. These results are also
in accordance with earlier studies in [72] and [52]. Furthermore, the decay rates for a
corner point p, when the molecule is orthogonal to BΩ at p are in all three cases given as
a3{4. Where the results differ is the case when the given molecules is not orthogonal to
BΩ at a corner point. The results in [73] and results from Chapter 4 suggest that the
rate is a5{4 whereas the results of [72] suggest the rate a9{4, which is claimed to be the
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result of cancellations of certain integrals due to the properties of the construction of the
underlying shearlets. Notice that this is not an immediate contradiction with our results
since we can claim only upper bounds.

The follow-up studies to those [72] can be found in [74], where the authors studied
the case similar to our studies in Section 4.5, as we previously mentioned. There the
authors use a somewhat unorthodox construction of shearlets where the mother shearlet
is defined by

ψ̂pξq “ wpξ1qv

ˆ

ξ2

ξ1

˙

, where suppw, supp v Ď r´1, 1s.

Therefore, the mother shearlet is a classical shearlet, satisfying (1.14), but its support
does not abide by the standard paradigms of the shearlet transform, such as those we
discussed in (1.13), since the support of w is centred around the origin. The results that
follow are analogous to those in the earlier paper [72], and it is claimed that the same
type of cancellations still occur, including for coefficients of the form xfχΩ, ψλy.

Due to this unorthodox nature of the underlying shearlet constructions, its disagree-
ment with other work, and a couple of other peculiarities that a diligent examination of
the proofs seems to uncover, we decided to conduct a very simple numerical study of
the asymptotics of decay rates for shearlets constructed in the initial paper [72], since
the work in [74] is based on those results. To conduct this small experiment we used
MATLAB to compute the values of the coefficients xHη1,η2 ,mλy, for θλ “ 0 and a various
selection of η1 and η2 which correspond to the case when the molecule is not orthogonal
to the wedge Wη1,η2 at p “ 0, and dilation parameters a “ 2´5, . . . , 2´10, and then
extrapolated the behaviour of the decay rate.

The chosen family of shearlets was such that it satisfies the assumptions of the
initial work in [72], where the authors considered a mother shearlet obeying the classical

construction ψ̂pξq “ ψ1pξ1qψ2

´

ξ2
ξ1

¯

such that

supp ψ̂1 Ď

„

´2,´
1

2



Y

„

1

2
, 2



and supp ψ̂2 Ď r´1, 1s,

and where ψ̂1 is a smooth odd function, and ψ̂2 is an even function that decreases on
r0, 1q and obeys ‖ψ2‖2 “ 1.

The results are summarised in Figure 4.4 and Table 4.1.

η1 “ π{6 η1 “ 2π{6 η1 “ π{30 η1 “ ´π{6
Angles η2 “ 5π{6 η2 “ 7π{6 η2 “ 2π{6 η2 “ 3π{6

Extrapolations 1.2504 1.2557 1.2542 1.2536

Table 4.1: Extrapolated decay rates for the results collected in Figure 4.4

Our elementary numerical study seem to confirm that the rate a5{4 is the actual
rate in this context. We make no claims about the robustness or conclusiveness of our
numerical experiment or its results, for which a more detailed study would be needed,
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Figure 4.4: Logarithmic plot of the asymptotic behaviour of the decay rates

rather it is merely meant as an indication. We should add that we believe the results
in [72] and [74] are still essentially valid, though perhaps with some minor tweaks.

4.8 Concluding Remarks

In this chapter we presented arguments that yield upper bounds on the decay rate
of frame coefficients at corner points. While it might be possible to also obtain lower
bounds, this does not seem likely since the existing upper bounds hold only in very specific
cases, that is, only for delicately constructed families of shearlets, look at the discussion
in [69, 73]. Therefore, since our approach is based in generality and level of abstractness,
lower bounds seem out of reach. On the other hand, it might be possible to get a
microlocal characterisation of corner points by perhaps using the geometrical dependence
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of the angle at the corner point, and the orientation parameter of the molecule.
Another possible avenue to explore is the analysis of corner points of the jth order,

that is, instead of considering only α1pt`0 q ‰ α1pt´0 q, we could look at αpjqpt`0 q ‰ ˘α
pjqpt´0 q.

Methods used in the present chapter clearly cannot be adapted to such cases directly,
since as we discussed earlier, the approximation procedure described here comes with
limitations. Thus, a different approach would be needed. At the moment there are some
results for band-limited molecules, but thus far they are not in the generality we would
want them to be.
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Chapter 5

Discussion and Outlook

In the introduction we said that the main goals of this thesis were to create a broad and
comprehensive framework for parabolic dictionaries in the continuous realm that can
answer topics in microlocal analysis. This work was built on top of the pre-existing notion
of discrete parabolic molecules, but adapted to the continuous setting, and grounded in
many other studies such as [4, 5, 15,45,66].

The framework of continuous parabolic molecules was established in Chapter 2, were
we introduced a number of related notions needed for its study. We continued by showing
that this framework encompasses shearlet and curvelet based constructions of many
different types, and concluded by establishing a result on almost-orthogonality of pairs
of continuous parabolic molecules. This entire chapter is founded and inspired by the
work in [5, 9], which is reflected in a number of notions and proof techniques.

In Chapter 3 we set out to prove the effectiveness of our framework, echoing the
principles of [9]. To do that we looked at topics in microlocal analysis and showed
that there are fundamental notions relating to microlocal properties of functions and
distributions which can be reached with our methods. We hope to have pleaded a
convincing case that these results are universal and examined ways of converting the
results from one parabolic dictionary to another.

In Chapter 4 we turned our attention to elements of microlocal analysis which are of
particular interest, edges of regions in R2. We argued that corner points and edge points
of piecewise-smooth regions can be detected by considering the decay of the corresponding
frame coefficients with respect to families of continuous parabolic molecules that exhibit
sufficient localisation in time-frequency. This also brought out some disadvantages of our
framework into view. Due to its inherent nature, we could only derive upper bounds on
frame coefficients and a full assessment might be out of reach at this level of generality.
We examined the results of the related work [8, 73] which assume a more select and
precise choice of the underlying dictionary and tried to argue that a certain consensus
can be reached.

We hope the work presented in this thesis proves the validity of our assumptions.

The future looks promising and there are many questions that merit our attention.
Let us spare a few words to comment on a couple of interesting topics. As we mentioned
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in Section 2.2.1, an interesting question to look at is concerning the properties of a
discrete parabolic frame that was sampled from a continuous one. Specifically, we would
like to know when is the dual frame of a sampled discrete parabolic frame also a family of
discrete parabolic molecules. This is often called the intrinsic localisation of a frame and
is important for a variety of topics. The present state of art gives satisfactory answers
only for simple geometries [77] while the work on more complex settings [56] leaves some
open questions, and does not consider discrete frames that were directly sampled from
the continuous ones.

Furthermore, we would want to simplify many of the assumptions needed for the
proofs of results such as Theorem 3.2.3. Namely, it would be desirable to show that the
dual frame of a CPM is automatically a CPM family.

Work on edge detection can also be improved. The first and obvious point of interest
is regarding the lower bounds on the decay rates. For that, we might try to reexamine
the approaches developed in [52,72,74], which we briefly discussed in Section 4.7. Our
first couple of attempts were to no avail. We also hope that adapting those methods
would also allow for a look into the case of generalised corner points that we described in
Section 4.8.

On a different note, throughout this thesis we discussed the anisotropic systems
that exist on the plane. In a great many applications though, the data naturally
inhabit complex (non-Euclidean) manifolds. For example, the study of cosmic microwave
background is often studied by methods of astronomical imaging [78]. While there are
wavelets based schemes that try to address theses topics, the data is inherently anisotropic
and there is a lack of methods that adopt this point of view. Problems of the same type
exist in other fields such as fracture lines on various materials, seismic imaging, and so
on.
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Appendix A

Various Proofs

A.1 Additional Proofs For Chapter 2

Lemma A.1.1. Let dpλ, νq be as in Definition 2.2.3. Then for all q ą 0 it holds

ż

r0,2πqˆR2

“

1` q´1dpλ, νq
‰´k

dθdb À q2.

Proof. Denote δθ “ θλ ´ θν and δb “ bλ ´ bν . For a q P R` we have

ż

r0,2πqˆR2

”

1`q´1dpλ, νq
ı´k

dbdθ

“

ż

r0,2πqˆR2

“

1` q´1
`

|δθ|2`|δb|2`|xeλ, δby|
˘‰´k

dbdθ

“

ż

r0,2πqˆR2

“

1` q´1
`

|δθ|2`|b|2`|xeλ,by|
˘‰´k

bdθ

“

ż

rθν ,2π`θνqˆR2

“

1` q´1
`

θ2 ` |b|2`|xRJθλ`θν eλ,by|
˘‰´k

dbdθ

“

ż

rθν ,2π`θνqˆR2

“

1` q´1
`

θ2 ` |b|2`|b1|
˘‰´k

dbdθ

ď

ż

RˆR2

“

1` q´1
`

θ2 ` b2
2 ` |b1|

˘‰´k
dbdθ

ď

ż

RˆR2

“

1` q´1
`

qθ2 ` qb2
2 ` q|b1|

˘‰´k
q2dbdθ

ď q2

ż

RˆR2

“

1`
`

θ2 ` b2
2 ` |b1|

˘‰´k
dbdθ

À q2.
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A.1.1 Lemmas Needed for the Proof of Theorem 2.4.1

Lemma A.1.2. Consider the differential operator Lλ,ν as defined in Equation (2.33).
The following holds

Lλ,ν
´

e´2πıξ¨δx
¯

“ αe´2πıξ¨δx,

where

α “ 1` 4π2a´1
M |δx|

2`4π2 a´2
M

1` a´1
M |δθ|2

xeλ, δxy
2.

Consequently, for k P N we have

L´kλ,ν
´

e´2πıξ¨δx
¯

“ α´k
´

e´2πıξ¨δx
¯

.

Proof. Define once again δθ “ θλ ´ θν and δb “ bλ ´ bν , where δxi are components of
δx, for i “ 1, 2. As a reminder, the differential operator Lλ,ν is defined for frequency
variables ξ by

Lλ,ν “ Id ´ a´1
M ∆´

a´2
M

1` a´1
M |θλ ´ θν |2

B2

Be2
λ

.

Hence, we can decompose Lλ,ν as a sum of three operators and deal with them one at a
time. The identity operator is trivial. We have

Id
´

e´2πıξ¨δx
¯

“ e´2πıξ¨δx.

The Laplace operator yields

∆
´

e´2πıξ¨δx
¯

“

ˆ

B2

Bξ2
1

`
B2

Bξ2
2

˙

´

e´2πıξ¨δx
¯

“
B

Bξ1

´

p´2πıδx1qe
´2πıξ¨δx

¯

`
B

Bξ2

´

p´2πıδx2qe
´2πıξ¨δx

¯

“

´

p´2πıδx1q
2
` p´2πıδx2q

2
¯

e´2πıξ¨δx

“ ´4π2|δx|2e´2πıξ¨δx.

Lastly, computing for the third component gives

B2

Beλ
e´2πıξ¨δx “

B

Beλ

´

∇e´2πıξ¨δx ¨ eλ
¯

“
B

Beλ

´

´2πıδx ¨ eλe
´2πıξ¨δx

¯

“ p´2πδx ¨ eλq
2 e´2πıξ¨δx

“ ´4π2xeλ, δxy
2e´2πıξ¨δx.

Thus, combining all of the above, we have

Lλ,ν
´

e´2πıξ¨δx
¯

“

˜

1`
4π2|δx|2

aM
` 4π2 a´2

M

1` a´1
M |δθ|2

xeλ, δxy
2

¸

e´2πıξ¨δx,

as desired.
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Lemma A.1.3. Define

Sλ,M,N1,N2pr, φq “ min p1, aλp1` rqq
M
p1` aλrq

´N1

´

1` a
´1{2
λ |sinpφ` θλq|

¯´N2

.

The following holds∣∣∣∣∣Lkλ,ν ´ψ̂λ pDaλRθλξq φ̂ν pDaνRθνξq
¯

∣∣∣∣∣ À Sλ,M´N2,N1,N2pξqSν,M´N2,N1,N2pξq,

where Lλ,ν is the differential operator defined in Equation (2.33).

Proof. Let us denote

Aλ,M,N1,N2pr, φq “ min p1, aλp1` rqq
M
p1` aλrq

´N1

´

1` a
1{2
λ |sinpφ` θλq|

¯´N2

. (A.1)

Notice that the difference in the definitions of Aλ,M,N1,N2 and Sλ,M,N1,N2 is in the power
of aλ in the third factor.

By Lemma A.1.4 it is sufficient to show∣∣∣∣∣Lkλ,ν ´ψ̂λ pDaλRθλξq φ̂ν pDaνRθνξq
¯

∣∣∣∣∣ À Aλ,M,N1,N2pr, ϕqAν,M,N1,N2pr, ϕq.

We will construct our argument by induction in k. By Lemma A.1.7 the expression

Lλ,ν
´

ψ̂λ pDaλRθλξq φ̂ν pDaνRθνξq
¯

can be written as a finite linear combination of terms

of the form ĉλ pDaλRθλξq d̂ν pDaνRθνξq where the functions cλ and dν satisfy the decay
conditions (2.3) for pR´2,M,N1, N2q, that is, in the process we lose two degrees of smooth-

ness. Therefore, by the same argument it follows that L2
λ,ν

´

ψ̂λ pDaλRθλξq φ̂ν pDaνRθνξq
¯

q

simply means that we ought to apply Lλ,ν to each of the terms ĉλ pDaλRθλξq d̂ν pDaνRθνξq,
where in the process we lose two further degrees of smoothness.

This process can be repeated k times, for k ď R{2 and we it follows that the expression

Lkλ,ν
´

ψ̂λ pDaλRθλξq φ̂ν pDaνRθνξq
¯

can be written as a (finite) linear combination of terms

of the form ĉλ pDaλRθλξq d̂ν pDaνRθνξq, where cλ and dν satisfy bounds of the form

|ĉλpξq|À min
´

1, aλ ` |ξ1|`a1{2
λ |ξ2|

¯M
x|ξ|y´N1xξ2y

´N2 .

Now, denote

Bλ,M,N1,N2pξq “
´

1, aλ ` |ξ1|`a1{2
λ |ξ2|

¯M
x|ξ|y´N1xξ2y

´N2 .

Since Lemma A.1.7 states that the coefficients of this linear combination are uniformly
bounded, it follows∣∣∣∣∣Lkλ,ν´ψ̂λpDaλRθλξqφ̂νpDaνRθνξq

¯

∣∣∣∣∣ (A.2)
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À Bλ,M,N1,N2 pDaλRθλξqBν,M,N1,N2 pDaνRθνξq

Since DaRθξ “
`

apcospθqξ1 ´ sinpθqξ2q, a
1{2psinpθqξ1 ` cospθqξ2q

˘J
, we can write ξ in

polar coordinates as ξ “ pr cospϕq, r sinpϕqq and get

DaRθξ “

ˆ

ar cospθ ` ϕq

a1{2r sinpθ ` ϕq

˙

(A.3)

Plugging (A.3) into (A.2) yields the desired statement.

Lemma A.1.4. Consider Aλ,M,N1,N2 as defined in Equation (A.1). For every 0 ď L ď N2

we have
Aλ,M,N1,N2pr, φq À Sλ,M´L,N,Lpr, φq.

Proof. We will omit indices λ throughout the proof. Since L ď N2 it follows

´

1` a1{2r|sinpφ` θq|
¯´N2

ď

´

1` a1{2r|sinpφ` θq|
¯´L

.

Therefore,

minp1, ap1` rqqM

p1` arqN1
`

1` a1{2r|sinpφ` θq|
˘N2

ď
min p1, ap1` rqqM´L

p1` arqN1

ˆ

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|

˙L

.

What is left for us to do is to show the inequality

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|
À

1

1` a´1{2|sinpφ` θq|
.

We have the following cases

(1) r ě a´1. Then min p1, ap1` rqq “ 1 and a1{2r ě a´1{2. Thus

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|
ď

1

1` a´1{2|sinpφ` θq|
.

(2) a´1
0 ď r ď a´1. We distinguish between two further cases.

(A) min p1, ap1` rqq “ 1.

This implies a ě 1
1`r . Therefore, because p1` rq´1 ě

minp1,a´1
0 q

2 r´1, we have

1 À ar and consequently a´1{2 À a1{2r which gives

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|
“

1

1` a1{2r|sinpφ` θq|

À
1

1` a´1{2|sinpφ` θq|
.
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(B) min p1, ap1` rqq “ ap1` rq. We have

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|
“

ap1` rq

1` a1{2r|sinpφ` θq|

“
1` r

r

1

a´1{r ` a´1{2|sinpφ` θq|

À
1

1` a´1{2|sinpφ` θq|
,

since r´1 ` 1 ď pa0 ` 1q.

(3) r ď a´1
0 . Here we have

min p1, ap1` rqq

1` a1{2r|sinpφ` θq|
ď min p1, ap1` rqq ď ap1` a´1

0 q À a.

Therefore, we conclusion will follow provided we can show

a À
1

1` a´1{2r|sinpφ` θq|
.

To this end, let us define u “ p1, sinpφ ` θqqJ and v “ p1, a´1{2qJ. Using the
Cauchy-Schwarz inequality and inequality of arithmetic and geometric means, we
have

1` a´1{2|sinpφ` θq|“ |xu, vy|ď ‖u‖‖v‖ ď
a

2p1` a´1q ď
3` a´1

2
À a´1

That is, we have 1` a´1{2|sinpφ` θq|À a´1, which is what we wanted to show.

Lemma A.1.5. Assume M ą A ´ 5{4, N2 ě B and N1 ě A ` 3{4 hold for positive
constants A and B. We then have

paλaνq
3{4

ż

R2

Sλ,M,N1,N2pξqSν,M,N1,N2pξqdξ À

ˆ

aM
am

˙´A
´

1` a
´1{2
M |θλ ´ θν |

¯´B
. (A.4)

Proof. Without loss of generality we can assume aλ ď aν , and denote

Iλ,ν “

«

ż

r0,2πq

´

1` a
´1{2
λ |sinpφ` θλq|

¯´N2
´

1` a´1{2
ν |sinpφ` θνq|

¯´N2

dφ

ff

, (A.5)

and

S “ a2
ν

ż

R`
minp1, aλp1` rqq

M minp1, aνp1` rqq
M p1` aλrq

´N1p1` aνrq
´N1rdr.
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In polar coordinates we have

ż

R2

Sλ,M,N1,N2pξqSν,M,N1,N2pξqdξ “ a´2
ν Iφ S.

With the help of Lemma A.1.6 we have

Iλ,ν À a
1{2
λ

´

1` a´1{2
ν |δθ|

¯´N2

.

Therefore,

paλaνq
3{4

ż

R2

Sλ,M,N1,N2pξqSν,M,N1,N2pξqdξ À Spaν{aλq3{4
´

1` a´1{2
ν |δθ|

¯´N2

What is left is to show S À paν{aλq´A´3{4. To that end, let us split R` into three pieces

`

0,max
`

0, a´1
ν ´ 1

˘˘

Y
`

max
`

0, a´1
ν ´ 1

˘

,max
`

0, a´1
λ ´ 1

˘˘

Y
`

max
`

0, a´1
λ ´ 1

˘

,8
˘

and rewrite the integral in the definition of S accordingly. In other words, we now write
S “ aν

2pI1 ` I2 ` I3q.

Without loss of generality we can assume

maxp0, a´1
ν ´ 1q “ a´1

ν ´ 1, and maxp0, a´1
λ ´ 1q “ a´1

λ ´ 1.

It follows

ż a´1
ν ´1

0
minp1, aλp1` rqq

M minp1, aνp1` rqq
M p1` aλrq

´N1
loooooomoooooon

ď1

p1` aνrq
´N1

loooooomoooooon

ď1

rdr

ď

ż a´1
ν ´1

0
minp1, aλp1` rqq

M minp1, aνp1` rqq
Mrdr

ď paνaλq
M

ż a´1
ν ´1

0
p1` rq2M`1dr ď paλaνq

M p1` rq
2M`2

2M ` 2

∣∣∣a´1
ν ´1

0

À aMλ a
´M´2
ν

For I2 we have

ż a´1
λ ´1

a´1
ν ´1

minp1, aλp1` rqq
M minp1, aνp1` rqq

M p1` aλrq
´N1 p1` aνrq

´N1
loooooomoooooon

ď1

rdr

ď

ż a´1
λ ´1

a´1
ν ´1

paλp1` rqq
M p1` aλrq

´N1p1` rqdr
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Since aλ À 1 we have aλp1` rq À 1` aλr, thus

I2 À aMλ a
´N1
ν

ż a´1
λ ´1

a´1
ν ´1

p1` rqM´N1`1dr À aMλ a
´N1
ν

p1` rqM`2´N1

M ` 2´N1

∣∣∣a´1
λ ´1

a´1
ν ´1

À aMλ a
´N1
ν

´

aN1´2´M
λ ´ aN1´2´M

ν

¯

À aN1´2
λ a´N1

ν

Lastly, for I3 we compute

I3 “

ż 8

a´1
λ ´1

p1` aλrq
´N1p1` aνrq

´N1rdr ď paλaνq
´N1

ż 8

a´1
λ ´1

p1` rq1´2N1dr

ď paλaνq
´N1

p1` rq2´2N1

2´ 2N1

∣∣∣8
a´1
λ ´1

À aN1´2
λ a´N1

ν

Combining the bounds for I1, I2 and I3, and using the assumptions stated in the wording
of the lemma, we have

S À a2
ν

´

aMλ a
M´2
ν ` aN1´2

λ a´N1
ν

¯

“ paλ{aνq
M ` paλ{aνq

N1´2 À paλ{aνq
´A´3{4

which is what we wanted to show.

Lemma A.1.6. For aλ ď aν and a N P N the following holds

ż

r0,2πq

´

1` a
´1{2
λ |sinpφ` θλq|

¯´N ´

1` a´1{2
ν |sinpφ` θνq|

¯´N
dφ

À a
1{2
λ

´

1` a´1{2
ν |δθ|

¯´N2

.

Proof. Application of Lemma 5.2 from [9], where we replace φ with φ` θλ and θ with
δθ, yields

Iλ,ν À maxpa
´1{2
λ , a´1{2

ν q´1
´

1`minpa
´1{2
λ , a´1{2

ν q|δθ|
¯´N

,

For Iλ,ν defined in (A.5). Since, aλ ď aν we have a
´1{2
λ ě a

´1{2
ν and it follows

Iφ À a
1{2
λ

´

1` a´1{2
ν |δθ|

¯´N
,

giving the desired statement.

Lemma A.1.7. Let ψλ and φν be functions that satisfy the decay conditions (2.3) for

pR,M,N1, N2q. Then the expression Lλ,ν
´

ψ̂λpDaλRθλξqφ̂νpDaνRθνξq
¯

can be written as

a finite linear combination of terms of the form

ĉλpDaλRθλξqd̂νpDaνRθνξq

such that ĉλ and d̂ν satisfy (2.3) with pR´ 2,M,N1, N2q.
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Proof. This is again essentially just a simple modification of proofs in [5,9]. Let us again
reexamine the differential operator we are dealing with. We have

Lλ,ν “ Id ´ a´1
M ∆´

a´2
M

1` a´1
M |θλ ´ θν |2

B2

Be2
λ

. (A.6)

Therefore, we can again analyse through its three component parts.
It trivially follows that the first term,

Id
´

ψ̂λpDaλRθλξqφ̂νpDaνRθνξq
¯

,

satisfies the claim of the lemma.
Regarding the second term, a´1

M ∆, we can first observe that the Laplacian of a product
of two functions is given as

∆pfgq “ p∆fq g ` f p∆gq ` 2

¨

˝

ÿ

|ααα|“1

Bα
ααfBαααg

˛

‚.

We can observe that it will follows easily that the result is a finite linear combination of
the terms of the same form but with reduced smoothness, since if for example f is in CR

then ∆f is in CR´2. Thus, the only element that is not clear is whether the coefficients
of the linear combination are uniformly bounded for all a, since we have to multiply the
Laplacian by a´1

M , as in (A.6) Let us assess the term p∆fq g in a bit more detail for the
sake of clarity and so that we give the idea how will the rest of the proof work. Plugging
in for

fpξq “ ψ̂λpDaλRθλξq, and gpξq “ φ̂νpDaνRθνξq,

we get

p∆fq g “
´

aλB
p0,2qfpξq ` a2

λB
p2,0qfpξq

¯

gpξq.

Therefore,
a´1
M p∆fq g ď Bp0,2qfpξqgpξq ` aλB

p2,0qfpξqgpξq,

which is a linear combination of terms of the form

ĉλpDaλRθλξqd̂νpDaνRθνξq

where ĉλ and d̂ν satisfy (2.3) with pR´ 2,M,N1, N2q, as desired. The term f p∆gq can
be dealt with analogously. Regarding the last term, let ααα “ pα1, α2qN2

0 be a multi-index
such that |ααα| “ 1. A simple computation yields

ÿ

|ααα|“1

Bα
ααfpξqBαααgpξq “

ÿ

|ααα|“1,|βββ|“1

a
α1`

α2
2

λ a
β1`

β2
2

ν cθλ,θνB
αααfpξqBβββgpξq,

where cθλ,θν is a trigonometric function and cθλ,θν ď 1. Therefore, since

a´1
M a

α1`
α2
2

λ a
β1`

β2
2

ν À 1, for |ααα| “ 1 and |βββ| “ 1,
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it follows that a´1
M

ř

|ααα|“1 B
αααfBαααg satisfies the claim of the lemma.

Let us now address the last remaining term,
a´2
M

1`a´1
M |θλ´θν |2

B2

Be2
λ

. First of all, we have

B2

Be2
λ

pfgqpξq “
ÿ

|ααα|`|βββ|“2

Cααα,βββ,θλ,θνB
αααfpξqBβββgpξq,

and

Cααα,βββ,θλ,θν “ a
α1`

α2
2

λ a
β1`

β2
2

ν Cθλ,θν ,

where Cθλ,θν À 1. Therefore, we have to show that
a´2
M

1`a´1
M |θλ´θν |2

Cααα,βββ,θλ,θν À 1. Let us

without loss of generality take θλ “ 0, as that simplifies some of the expressions.
Given the restriction |ααα|` |βββ| “ 2, the exponent α1 ` β1 `

α2`β2

2 assumes only three

values, 1, 3
2 and 2. Since 1

1`a´1
M |θν |2

ď 1, it follows that whenever α1 ` β1 `
α2`β2

2 “ 2 we

have
a´2
M

1` a´1
M |θν |2

a
α1`

α2
2

λ a
β1`

β2
2

ν À 1.

Terms corresponding to α1 ` β1 `
α2`β2

2 “ 1 are

aν sin2pθνqfpξqB
p0,2qgpξq.

Using the fact sinpθq ď θ we have

a´2
M

1` a´1
M |θν |2

aν sin2pθνq À
a´1
M

|θν |2
aν |θν |2 ď 1.

On the other hand, the terms corresponding to α1 ` β1 `
α2`β2

2 “ 3
2 are

aλa
1{2
ν sinpθνqB

p1,0qfpξqBp0,1qgpξq ` 2a3{2
ν sinpθνq cospθνqfpξqB

p1,1qgpξq.

Therefore, it is sufficient to show

a
´1{2
M sinpθνq

1` a´1
M |θν |2

“ a
´1{2
M

a
2{2
M sinpθνq

aM ` |θν |2
À 1.

On one hand, if |θν | ď a
1{2
M we have

a
1{2
M sinpθνq

aM ` |θν |2
ď a

1{2
M sinpθνq À 1,

since sinpθνq ď θν . On the other hand, for |θν | ě a
1{2
M s we have

a
1{2
M sinpθνq

aM ` |θν |2
ď

sinpθνq

a
1{2
M ` |θν |

À 1.
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A.2 Additional Proofs For Chapter 4

Lemma A.2.1. Let f P Cm and let Pkpxq be its corresponding Taylor polynomial around
p of degree k where k ą l. Assume that Γ “ tmλ : λ P ΛΓu is a family of continuous
parabolic molecules of high-enough order and that Ω is a set that satisfies the conditions
of Theorem 4.4.4. Then

xf χΩ ´ PαααχΩ,mλy À aKλ , (A.7)

holds for K ą 5
4 .

Proof. Without loss of generality let us assume p “ 0 and drop the λ indices. We have

|xfχΩ ´ PkχΩ,my| ď
ż

R2

|fpxq ´ Pkpxq||χΩpxq||mλpxq|dx

“

ż

Baγ p0q
|fpxq ´ Pkpxq||χΩpxq||mpxq|dx

looooooooooooooooooooooomooooooooooooooooooooooon

I1

`

ż

Bc
aγ
p0q
|fpxq ´ Pkpxq||χΩpxq||mpxq|dx

looooooooooooooooooooooomooooooooooooooooooooooon

I2

.

Estimating I1 gives

I1 “

ż

Baγ p0q
|fpxq ´ Pkpxq||χΩpxq||mpxq|dx

À a´3{4

ż

Baγ p0q
|fpxq ´ Pkpxq||χΩpxq|dx

À

ż

Baγ p0q
|x|kdx

À aγpk`2q,

where γ ą 0. On the other hand, for I2 we have

I2 “

ż

Bc
aγ
p0q
|fpxq ´ Pkpxq||χΩpxq||mpxq|dx

À

ż

Bc
aγ
p0q
|mpxq|dx À

ż

Bc
aγ
p0q
|ϕpxq| dx

À

ż

Bc
aγ
p0q

`

1` a´2x2
1 ` a

´1x2
2

˘´N
dx

À

ż

Bc
aγ
p0q
aN

`

x2
1 ` x2

2

˘´N
dx

À aN´3{4

ż 8

aγ
r´1´2Ndr
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À aNp1´2γq´3{4

Therefore, the statement holds for 0 ă γ ă 1
2 such that and γpk ` 2q ą 5

4 and provided
N is big enough.
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Appendix B

Notation

List of Symbols

Symbol Meaning

Miscellaneous

x, ξ, etc. Scalars
b,p, x, etc. d-dimensional vectors, that is, elements of Rd for d ě 1
A,M, etc Matrices

Da Parabolic dilation matrix Da “ diagpa, a1{2q, for a ą 0

Rθ Rotation matrix Rθ “

ˆ

cospθq ´ sinpθq
sinpθq cospθq

˙

ααα Multi-index ααα “ pα1, . . . , αdq P Nd0
xααα Defined as xααα “

śd
i“1 xi, for ααα P Nd0

À A À B means A ď C ¨B with C ą 0 independent of A,B
„ Equivalence; A „ B if A À B and B À A
x¨, ¨y Inner product, or the action of a distribution
‖f‖p, p P r1,8s Lp norm of the function f
‖x‖2 Euclidean norm of a vector x P Rd
|ααα| For ααα P Nd0 defeind as |ααα| “ α1 ` ¨ ¨ ¨αd

x¨y Regularised 1-norm, xxy “
`

1` x2
˘1{2

‖A‖2 Operator norm of a matrix

Sets

N,Z,R, . . . Standard sets of (positive) integers, real numbers, etc.
P Parameter space P “ R` ˆ r0, 2πq ˆ R2

Λ0,ΛΣ,ΛΓ Subsets of P
sing supp f Singular support of f . Defined in (3.2)
WFpfq Wavefront set of f . Defined in (3.4)
Brpxq tx : ‖x‖ ă ru, open ball of radius r centred at x
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|J | Number of elements in a set J
Wη1,η2 Angular wedge with angles η1, η2. Defined in (4.5)

Function Spaces

Cm m times continuously differentiable functions
C8 Infinitely differentiable functions
LppΩq, p P r1,8q Lebesgue measurable functions such that

ş

Ω|fpxq|
pdx ă 8

L8pΩq Lebesgue measurable functions such that |fpxq| ă 8
for almost every x P Ω

SpΩq Schwartz space of functions
Hkpθ0, x0q Microlocal Sobolev space. Defined in (3.1.2)

Operators

Id Identity
f 1pxq Derivative of a one-dimensional function

Bαααfpxq Partial derivative Bαααf “ B|ααα|f

Bx
α1
1 ¨¨¨Bx

αd
d

, with ααα P Nd

∆f Laplacian ∆f “
řd
i“1

B2f
Bx2
i

f ‹ g Convolution pf ‹ gqpxq “
ş

Rd fpx´ yqgpyqdy
Tp Translation operator Tpfpxq “ fpx´ pq
χΩ Indicator function of a set Ω P Rd.

Defined as χΩpxq “ 1 if x P Ω, and 0 otherwise
δ Dirac delta distribution. Defined in 1.16
PV Cauchy principal value. Defined in 1.18
H Heaviside function. Defined in 1.17
Hη1,η2 Indicator function of the wedge Wη1,η2

Glossary of Acronyms

Acronym Meaning

CPM Continuous Parabolic Molecule
FIO Fourier Integral Operator
FT Fourier Transform
STFT Short Time Fourier Transform
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