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Zusammenfassung

Das Ziel der vorliegenden Dissertation ist es, die seismische Gefahrenanalyse
in nächster Umgebung von Erdbeben-Bruchzonen zu verbessern. Dort sind

die Erschütterungen an der Erdoberfläche am stärksten becinflusst durch den

Bruchprozesses des Erdbebens, der sog. "Quelle". Aufgrund unzureichender

Datendichte und der Vielzahl an Faktoren, die zur Komplexität des Bruchvor¬

gangs beitragen können, ist kein umfassendes Verständnis der Variabilität der

Bodenbewegung in der quellnahen Region vorhanden. Zur Verbesserung dieses

Verständnisses können numerische Modellierungen des Bruchprozesses einen

wichtigen Beitrag liefern.

Das Hauptaugenmerk dieser Arbeit liegt dabei auf der Auswirkung von he¬

terogenen Scherspannungs-Verteilungen auf der Bruchfläche auf den Bruch-

prozess und die davon angeregte Bodenbewegung. Zu diesem Zweck führen

wir numerische Simulationen der dynamischen Bruchausbreitung durch, in de¬

nen die Scherspannung durch ein zufallverteiltes Feld mit definierten statis¬

tischen Eigenschaften beschrieben ist. Ein wichtige Beobachtung in diesen

Simulationen ist die Existenz eines Schwellenwerts im gemittelten Spannungs¬
zustand. Oberhalb dieses Schwellenwerts erfolgt ein scharfer Übergang von

kleinen Beben, bei denen der Bruchprozess früh durch die Zonen niedriger
Scherspannung gestoppt wird, hin zu systemweiten Beben, die nur noch durch

die Ausdehnung der vorgegebenen Bruchfläche begrenzt sind. Wir beobachten

dass der Mittelwert der Scherspannung, und damit die Lage ober- oder unter¬

halb des Schwellenwerts, hauptsächlich durch die Amplitude der räumlichen

Spannungsverteilung beeinflusst wird. Während die kleineren Beben im Ver¬

gleich zu echten Daten niedrigere Bruchausbreitungsgeschwindigkeiten und

seismische Abstrahlung zeigen, sind die makroskopischen Quellparameter der

grossen Beben durchweg im Einklang mit Skalierungsbeziehungen beobachteter

Daten.

Die beobachtbare Bodenbewegungen die durch die simulierten Bruchvorgänge
hervorgerufen werden und insbesondere ihre Variabilität wird im letzten Ab¬

schnitt dieser Arbeit untersucht. Die maximalen Bodenbewegungen stimmen

im langperiodischen Bereich gut mit empirischen Abminderungskurven überein

und zeigen bei kurzen Perioden Abweichungen zu kleineren Werten. Die Vari¬

abilität der maximalen Bodenbewegung liegt in derselben Grössenordnung
wie die der empirischen Daten. Dies deutet darauf hin, dass Unterschiede

im Bruchprozess einen beträchtlichen Anteil der gesamten beobachteten Vari-
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2 Zusammenfassung

abilität ausmachen.

Der Inhalt der vorliegenden Arbeit behandelt die numerisch effiziente Berech¬

nung von Spannungsänderungen, die Entstehung, Ausbreitung und Arretierung
von Brüchen in heterogenen Spannungsfeldern und die resultierenden quellna-
hen Bodenbewegungen. Diese Dissertation stellt somit eine umfassende Studie

der quellnahen Effekte dar, welche mittels der gewonnenen Erkenntnisse und

der zur Verfügung gestellten Hilfsmittel potentiell in die seismische Gefahren¬

analyse einfiiessen können.



Abstract

This thesis aims at improving seismic hazard assessment close to earthquake
faults. In this near-fault region the influence of the earthquake source on the

observable ground shaking at the surface is largest. Due to the scarcity of

observational data and the number of factors potentially contributing to the

complexity of the source process, the variability of ground motion in the near-

source region is not fully understood. Numerical modeling can help to improve
this understanding.
The main emphasis of this work is placed on the effects of heterogeneous dis¬

tributions of initial shear stress on the rupture process and the excited ground
motions. To this end we perform numerical simulations of the dynamic rupture

propagation, with initial shear stress described as a spatial random field with

given statistical properties. An important observation in our simulations is

the existence of a threshold value in the average stress level. At the threshold

a sharp transition occurs between small events that are stopped early by the

regions of low initial stress to system-wide events that are limited only by the

imposed fault boundaries. We find that the average stress level, and thus the

position above or below the transition, are mainly controlled by the amplitude
of the stress heterogeneity. While the small events show reduced rupture ve¬

locities and seismic radiation compared to real data, the macroscopic source

properties of the large events are found to be consistent with scaling relations

of observed data.

The ground motions excited by the simulated dynamic ruptures and in partic¬
ular their variability is investigated in the final part of the thesis. A compar¬

ison of peak ground motions to empirical attenuation relations shows a good
match at long periods and an underestimation at short periods. The variabil¬

ity in our peak ground motion estimates is found to be on the same order as

the variability in empirical data, therefore suggesting a strong contribution of

source-effects to the empirically observed variability.
The contents of this work address numerically efficient stress-change calcula¬

tions, investigations on rupture nucleation, propagation and arrest in a hetero¬

geneous stress field and the resulting excitation of near-source ground motion.

The thesis therefore presents a comprehensive study related to near-source

effects which potentially can be folded into seismic hazard assessment by pro¬

viding new understanding and effective numerical tools for the construction of

future earthquake scenarios.
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Introduction

Earthquakes are forceful reminders that the human race inhabits an actively

deforming planet. The larger ones pose a significant danger to man-made

buildings and structures and thereby also to the life and health of their inhab¬

itants. With world population still growing and cities expanding in endangered
regions, the amount of lives and economic value at risk is continuously increas¬

ing.

The task to reduce the risk and protect people from the effects of earth¬

quakes can not be formulated as a purely scientific problem. It has political,
economical, societal and sometimes religious dimensions. For example it is

known in principle how to improve the earthquake resistance of buildings, but

still the majority of houses in many earthquake-prone regions do not fulfill

the basic requirements of earthquake-safe design. Although a discussion of the

particular reasons for this is beyond the scope of this thesis, it should be kept
in mind that in general it needs more than scientific understanding to prevent
natural phenomena like earthquakes from becoming human disasters.

Nevertheless, or maybe even because of that, scientists should strive to

improve their understanding of earthquakes, because to spend the always lim¬

ited resources for earthquake preparedness most effectively, it is important to

gather the best available estimates of future earthquakes and their potential

dangers. The techniques to do so comprise many fields: geologic mapping of

faults, laboratory experiments on rock samples, paleoseismic investigations of

past events, historical studies of earthquake reports and recordings, seismolog-
ical and statistical analysis of instrumentally recorded seismicity and geodetic
measurements of the ground deformation. There has been progress in each

individual discipline, leading to an unprecedented level of knowledge and un¬

derstanding of earthquake processes.

All these studies combined can provide an estimate of the potential type
and size of a future earthquake on a given fault. Ideally, one would like to

know when that earthquake will happen. The topic of earthquake prediction
or forecasting has been the subject of many studies and scientific debates since

decades of seismological research and will not be covered here. In this thesis we

will rather focus on the next question one would like to have answered: What
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6 Introduction

happens, if a given earthquake takes place? In many applications, planning
of buildings etc., it is important to quantify the level of ground shaking a

given site is likely to experience in a defined time interval (e.g., the lifetime

of a building). The process of estimating this likelihood by combining all the

available information is known as seismic hazard assessment (SHA).

Many factors contribute to the motion of the ground experienced at a given
site: First of all, there are factors related to the origin of the seismic waves,

often termed "source effects". The seismic source is basically a sudden move¬

ment of rock masses past each other and the way this displacement takes place
influences the characteristics of the seismic waves that are emitted by this

process. These waves can then be modified in frequency and amplitude due

to the structure of the earth's crust, ("path effects"). Finally, so called "site

effects", the structure close to the site of interest (e.g., the soil conditions,

topography) can additionally influence the incoming seismic wave field locally,
such that recorded motions can vary on very short spatial scales. So the ob¬

served ground motion at the earth surface results from all three effects, where

the relative contribution of each can strongly vary. In the region close to the

seismic fault, the source process is expected to play an important role. The

seismic source process and its effect on the ground motion in the near field are

the main focus of this thesis.

Comprehensive studies of near-field ground motion based on observations

have always suffered from a scarcity of recordings. In recent years the number

of events with many near-fault recordings has increased, but they still remain

the exception. Thus the data available today is still not sufficient to reliably
estimate the statistical properties of ground motion close to active faults. De¬

spite this limitation, researchers have derived so called empirical attenuation

relations from the available data, often mainly based on observations at larger
distances and extrapolated to the closest distances. These relations typically

provide a measure of ground motion (e.g., peak ground acceleration) as a func¬

tion of earthquake magnitude and distance. In applications in seismic hazard

assessment the expected variability of ground motion around the average esti¬

mate is of great importance. However, due to the inhomogeneous datasets it

has been difficult to estimate the variability and its potential dependency on

distance, magnitude and frequency.

This is exactly the point, where numerical modeling may contribute to

the assessment of seismic hazard. Simulating the processes on the fault that

are responsible for the radiation of the seismic waves can help to understand

the physical factors leading to the variability of observed near-source ground
motion. Since all physical models are simplifications of the real world, the

important question that has to be answered is which physical effects have to

be included and which can be neglected, in other words: how detailed does a
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model have to be? The general answer is: As detailed as necessary, as simple
as possible. Therefore, to find the right level of detail one has to define the

set of observations the model is supposed to explain. Then it is aimed for

the simplest model with the fewest parameters that is still able to predict the

observed data.

In the case of constructing earthquake source models for ground motion

prediction, observational constraints are the macroscopic earthquake param¬

eters like the ruptured surface, the seismic moment and the duration of the

event. For many earthquakes kinematic models of the source process have

been derived by fitting the recorded ground motions. These models describe

the pattern and timing of displacements which is compatible with the observed

ground motion, but not necessarily obeys the physical principles of fracture

mechanics. Nevertheless, the heterogeneous distributions of fault displacement
obtained from the kinematic models constitute important evidence for com¬

plexity in the faulting process, which any model of the physical fault processes

should be able to reproduce. These models of the rupture process and the fric-

tional sliding of rock interfaces past each other are termed dynamic models.

In contrast to the kinematic models they are based on fundamental principles
of fracture mechanics and rock physics.
Basic models originating from fracture mechanics are circular or elliptical
cracks expanding symmetrically on a rupture plane under completely homo¬

geneous conditions. While such models were instrumental in elaborating fun¬

damental relations and still serve as important reference cases, they proved to

be too simple to explain the observed complexities in real earthquakes. Which

is not surprising, since of course it is known from geology that rocks are not

homogeneous and fault structures are never perfectly planar. Instead we are

faced with complex networks of connected faults, subject to variable physical
conditions and embedded in heterogeneous rock formations. Therefore very

general conclusions that have been reached in previous studies were that the

geometry of the fault plays an important role and many of the parameters of

earthquake models have to be inhomogeneously distributed over a fault.

This thesis focuses on the heterogeneity in the initial shear stress on a planar
fault. As outlined above, in reality there is likely a heterogeneity in more pa¬

rameters, but we deliberately keep much of the remaining model as simple as

possible to isolate the effects of the stress heterogeneity. Theoretical consid¬

erations and observational studies provide first order limits on the plausible
stress heterogeneity and guide our parameterization of stochastic fault stress.

However, in the future it will become essential to further constrain the stress

parameters by independent observations.

It is rather straightforward to produce some kind of randomness in a given
model parameter. It is however not possible to understand the effect of this

randomness on the model behavior from a single realization of such a model.
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Many models have to be calculated to reliably estimate the average behavior

and its variability. In this thesis we do not present something like a best model,
but rather aim at understanding the effect of different kinds of stochastic stress

heterogeneity on the response of the model.

This knowledge might prove very helpful in a research direction that is

currently gaining increasing interest. Simulations of potential future earth¬

quakes can be performed on an unprecedented computational scale with the

steadily improving high-performance computing facilities. But such scenario

simulations will gain much more reliability and acceptance if they are able to

provide some error bounds on their results. A potential way to achieve this

is to consider the uncertainty in the unknown source process of a simulated

future earthquake by running multiple models with some randomized input

parameters. The results of this thesis may provide important guidance on de¬

signing the input models for such deterministic scenario simulations.

The general organization of the thesis is as follows: The first part of the the¬

sis introduces stress heterogeneity through a more technical study. In Chapter
1 we explore an efficient numerical tool to compute the static stress change
distribution on a planar fault associated with a given distribution of displace¬
ment on that fault. We expand the approach by Andrews [1980] and validate

the computed stress changes against results obtained with the analytical for¬

mulations derived by Okada [1992]. Since the formulation by Andrews [1980]
relates displacement and stress changes in the frequency domain, the method

can make use of the Fast Fourier Transform and is therefore computationally

very efficient. This property makes it an interesting tool when stress changes
have to be calculated for a large set of synthetic slip distributions as envisioned

for scenario simulation using the pseudo-dynamic approach of Guatteri et al.

[2003]. In addition the method became very useful at a later stage of the the¬

sis, as will be shown in Chapter 3 and Appendix A for computing the stress

changes due to quasi-static slip during the nucleation stage of an earthquake.

The main question addressed in Chapter 2 and 3 is to what extent simple
analytical models can be used to predict the average behavior of a given class

of complicated models of dynamic earthquake rupture. Whereas Chapter 2

starts with simplified 2-dimensional models, Chapter 3 extends this in more

detail to the three-dimensional case. The common main feature of the dy¬
namic models is a heterogeneous, random initial stress field characterized by a

few statistical parameters. By systematic variation of these parameters we are

able to extract their influence on the average model behavior. To first order,
this average behavior can be reasonably well predicted by simple analytical
models. These results constitute an important foundation for construction of

earthquake scenarios with randomized input parameters.
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The last part of the thesis establishes a direct link to current problems in

seismic hazard assessment by taking a look at the actual ground motion that

results from the dynamic rupture simulations of the preceeding chapters. The

dynamic rupture models themselves are only concerned with the processes on

the fault, but it is mandatory to validate their predictions in terms of actual

ground motion with observed data. To this end we compute synthetic seismo-

grams at a number of hypothetical stations surrounding the fault and compare

them to the empirically derived attenuation relations. We find a generally good
agreement between the empirical and synthetic results, but we also note signif¬
icant discrepancies in particular cases, pointing out strengths and weaknesses

of both the empirical relations as well as our ground motion estimates.

The thesis is finally rounded up by a summary of the main findings and

a discussion of their relevance and applicability to seismic hazard assessment,

along with an outline of potential future research directions.
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Chapter 1

Fast Computation of Static

Stress Changes on 2D Faults

from Final Slip Distributions

J. Ripperger and P. M. Mai

Published in Geophysical Research Letters as:

Ripperger, J., and P. M. Mai (2004), Fast computation of static stress changes
on 2D faults from final slip distributions, Geophys. Res. Lett., 31, L18610,
doi: 10.1029/2004GL020594
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12 1 Past Computation of Static Stress Changes

Abstract

Computing the distribution of static stress changes on the fault plane of an

earthquake, given the distribution of static displacements, is of great impor¬
tance in earthquake dynamics. This study extends the approach developed

by Andrews [1980], and compares it against existing analytical formulations.

We present calculations for slip maps of past earthquakes and find that the

stress-change results are accurate to about 1 - 2 % of the maximum absolute

stress change, while the computation time is greatly reduced. Our method

therefore provides a reliable and fast alternative to other methods. In partic¬

ular, its speed will make computation of large suites of models feasible, thus

facilitating the construction of physically consistent source characterizations

for strong motion simulations.

1.1 Introduction

One of the fundamental quantities in earthquake source physics is the static

stress change associated with earthquake faulting. The static stress change on

the fault plane itself is linked to the dynamics of earthquake rupture and hence

also to the associated energy release and seismic radiation. Its knowledge is

therefore required in dynamic rupture modeling of past (and future) earth¬

quakes [Peyrat et ai, 2001]. Moreover, stress-drop distributions for simulated

slip maps in scenario earthquakes for near-source strong-motion simulations

allow to constrain the temporal rupture evolution [Guatteri et al, 2003] and

the energy budget of earthquake rupture [Guatteri et al, 2004].
Estimating the distributed stress changes on the fault plane directly from

seismological data is cumbersome [Peyrat and Olsen, 2004], and usually it is

inferred from imaged slip distributions [e.g., Bouchon, 1997]. Kinematic source

inversions have revealed the complexity of earthquake rupture at all scales

[Heaton, 1990; Somerville et ai, 1999; Mai and Beroza, 2002]. Therefore, also

static stress changes on the rupture plane are highly heterogeneous, exhibiting
locally large stress drop in the region of high slip but also zones of stress

increase.

Okada [1992] derived analytical expressions to compute static stress changes
for given final displacements in an elastic homogeneous half space. In contrast,
finite difference methods (FDM) [e.g., Ide and Takeo, 1997; Day et al, 1998]
and the discrete wavenumber method by [Bouchon, 1997] require knowledge of

the entire slip-time history at each point of the fault, but these approaches re¬

turn the complete spatio-temporal evolution of stress changes on a fault plane.
However, computations are time consuming for all methods mentioned so far,
particularly for large grid sizes.

In this study, we propose a shortcut to calculating stress changes on a 2D

fault plane, based on the work by Andrews [1980]. He presented a wavenumber

representation relating the distribution of static slip to the associated collinear
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static stress change. We give a brief introduction of Andrews' method and

our extensions to it and discuss its range of applicability. We then examine

the method under various initial assumptions and evaluate its performance in

terms of computational speed and accuracy, when compared to the analytical
solutions obtained with Okada's formulations. This comparison is performed
for synthetic slip distributions as well as for examples of inverted slip maps of

past earthquakes.

1.2 Method

1.2.1 Description

For a given slip distribution D(x) on a planar fault Andrews [1974] presented
the following expressions for the two components (parallel and perpendicular
to the slip direction), of shear strain on the fault:

2(A + /x) d2£>(x)
t
d2D(x)

X + 2fJL dxn
+

dx\
dx\\dx±

2(A + /x)
1

a2D(x)
dxwdxi

dx»dx_]_

(1.1)

(1.2)
A + 2n

Based on equation (1.1), Andrews [1978, 1980] developed a formulation which

relates the slip-parallel shear-stress change to the slip distribution in the wavenum-

ber domain:

Aan(k) = ür,|(k)Z?(k) (1.3)

Here, written as functions of the wavenumber vector k, D is the static slip

distribution, A<7|| is the component of shear-stress change parallel to the slip
direction and K» is the static stiffness matrix given by

*i(k) = 4
"

vV+*j

2(A + /i)
A + 2/x

A:,,2 + k±7 (1.4)

with fey and k± being the wavenumbers in the directions parallel and perpendic¬
ular to the slip direction, respectively, and A and // being the Lamé constants.

Starting from eqviation (1.2) and proceeding in an analogous manner, we derive

a similar expression for the component of shear-stress change perpendicular to

the slip direction:

A<7X(k) - K±(k)D(k)t (1.5)

where the slip-perpendicular static stiffness function is given by

2
\An2+k^

2(\ + ß)
A + 2/z

1 k\\k\ (1.6)
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Figure 1.1: Comparison of calculation times observed on a 1.7 GHz PC. They are propor¬

tional to N2 for Okada's and Bouchon's method and to N \ogN for Andrew's

method. However, for Andrew's method also the proportionality factor is

much smaller, so the total increase over the plotted range is only in the range

of seconds, making the curve appear to be a horizontal line.

Calculating the static stress changes for a given slip distribution therefore only
requires the Fourier transformation of slip into the wavenumber domain, ap¬

plication of equation (1.3) and (1.5) and the inverse transformation of Acr(k)
back into space domain. Varying rake angles are treated by splitting the total

slip at each point in an along-strike and down-dip component and calculating
parallel and perpendicular stress changes for each slip component separately.
Then the resulting two distributions of the down-dip stress component are

summed up, as well as the two distributions of the along-strike stress compo¬

nent. Especially for grids with a large number of points, Andrews' method

reduces calculation time by several orders of magnitude compared to Okada's

and Bouchon's method (Figure 1.1).
A general problem in calculating stress changes from slip arises if non-zero

slip occurs at the edges of the fault plane. Non-zero slip at the fault boundaries

constitutes a discontinuity in slip that will always lead to unrealistically high
values of stress change at the edges. In our tests with synthetic slip maps

we avoid this problem by using slip distributions which decrease to zero at

all boundaries. In the case of inverted slip distributions for past earthquakes
we reduce the influence of non-zero slip at the boundaries with the following
procedure: The numerical grid is extended outward across the physical fault

edges by 10 grid points, over which slip is tapered to zero. For both methods,
computations arc performed for the expanded slip distribution, but we only
retain the inner part of the stress change distribution, corresponding to the

original fault dimensions.

1.2.2 Range of Validity

Strictly speaking, equations (1.3) and (1.5) are valid for stress changes on

a 2D fault plane embedded in a homogeneous full space, and hence several



1.3 Example Calculations 15

limitations apply.
First of all, the shape of the fault to be modeled is restricted to a single 2D

fault plane, thus excluding more complex fault geometries, e.g., multiple seg¬

ments. In contrast, Okada's code allows for modeling arbitrary displacement
and observation point positions. This is not a serious limitation, however,
since for many seismological applications the assumption of a 2D fault plane
constitutes a good approximation of the true, complex fault geometry.

Secondly, both Andrews' and Okada's formulation assume a homogeneous
medium. We can approximately account for variations in shear wave velocity
and density by scaling the calculated stress change with rigidity //. However,
this can not take into account variations in Poisson's ratio v.

Finally, being defined for a full space, Andrews' method lacks the effect

of the free surface, whereas Okada's formulations are valid for a half space.

The resulting differences in the stress changes depend on the actual slip dis¬

tribution, with the effect being stronger if large slip occurs at shallower depth.
For the special case of strike slip on a vertical fault, the free-surface effect can

be approximated by including a mirror image of the slip distribution above

the free surface (Steketee [1958]), resulting in very small stress differences of

1-2% even for events with very large surface slip (e.g., Landers). However,
the free-surface effect is generally alleviated by the fact that material strength

usually decreases towards the free surface (rigidity often varies by a factor of

about 2 between the uppermost and lowermost part of the fault plane, see

next section for details). If depth-dependent rigidity is taken into account,
the absolute stress change values are decreased in the uppermost low-strength

part, also decreasing the differences due to the missing free-surface effect.

1.3 Example Calculations

1.3.1 Synthetic Slip Distributions

As a first test, we assume a simple strike slip fault embedded in a full space.

To emulate the full space in the calculations with Okada's method, we position
the fault top at 200 km depth. The fault plane is vertically dipping and has

extensions of 20 km x 20 km, discretized with a spatial sampling of 0.2 km.

Rigidity is set to ß — 3.3xl010N/m2 and a Poisson ratio of v — 0.25 is assumed.

Slip on the fault plane is modeled as d(x,z) — dmax exp(—r(x,z)2/a2) with

rfroax = 1 m, a — 2500 m and r(x, z) being the distance to the center of the fault

plane at (10,10) km. This yields a mean slip of 0.048 m and a magnitude of

roughly Mw — 5.8.

The static stress changes in the slip-parallel component range from a max¬

imum stress drop of 13.6 MPa to a maximum stress increase of 1.5 MPa. The

absolute differences in both shear-stress components between the results of An¬

drews' and Okada's method are very small with maximum values of 0.05 MPa,
equal to about 0.36 % of the maximum stress drop.
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We repeat the calculation with Okada's method for the same slip distribu¬

tion with the top of the fault plane coinciding with the free surface. In this

case the influence of the free surface results in a difference of about 0.036 MPa

(sa 0.26%) at the surface. If we switch from strike slip to dip slip with the

same distribution, we observe slightly higher differences of 0.12 MPa at the

free surface, equal to 0.9% of the maximum stress drop. For source models

with most of the slip happening in a depth of around 10 kilometers, the effect

of the free surface is therefore negligible.

1.3.2 Past Earthquakes

In the next section we evaluate how Andrews' method performs for past earth¬

quakes. We use published slip distributions obtained from inversion of strong-
motion and/or telcscismic data. The slip models are interpolated onto a grid
with 0.2 km spacing using a spline interpolation. In general the choice of the

interpolation method is not trivial, but is of minor importance here, as we are

interested only in the relative differences between the methods.

Morgan Hill

The 1984 Morgan Hill, California, earthquake provides an example of a pure

strike-slip event on a buried fault. We use the slip model from Beroza and

Spudich [1988]. The fault plane has dimensions of 10 km width and 30 km

length. It extends from a depth of 2.5 km to roughly 12.5 km with a dip of 85°.

The model comprises strike-slip displacement only (Figure 1.2a).
The calculated stress changes are scaled with the depth-dependent rigidity

model (Figure 1.2d), derived from the velocity and density profiles specified by
Beroza and Spudich [1988], The differences between the static stress changes
calculated with Okada's and Andrews' method have mean and maximum ab¬

solute values of 0.09 MPa and 1.82 MPa, respectively, corresponding to 0.1%

and 1.9% of the maximum stress drop of 95 MPa.

Northridge

The 1994 Northridge earthquake constitutes an example of a thrust event on a

shallow dipping fault. We use the slip model obtained by Hartzeil et al. [1996],
neglecting the slight rake variations in their model and treating the total slip

amplitude to be pure dip slip (Figure 1.3a). The fault plane extends from 5 km

to 21 km depth with a dip of 40°. It has dimensions of 20 km along strike and

approximately 25 km down dip. A homogeneous medium is assumed, because

the whole fault plane is located within a single layer of the velocity model

used by Hartzell et al. [1996]. Figure 1.3 displays the stress changes calculated
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Figure 1.2: Mortem Hill eatthquake (a) Slip distribution interpolât«! irom the model

by Fxiozn and Spudith [1()88] (b) Static stress drop dislribnlion calcul ited

Willi Andrews' mclliod (c) Dilleienee between tlie two ( ah ulated sttess-diop

distributions, AaokmU, — A<7Allll,,w^ The t«^*ul.tTity ot the pattern is due to

Ihe interpolation ol the slip map (d) Depth depeiidenl rigidity model used

to scale Ihe stiess changes Mon/jontal lmtis maik Ihe (anil extensions (e)
OuintlJallve distribution lunction of the stiess-dlop difference displayed in c)
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with Andrews' method and the di(Ieien< e to the Okada results The most pro¬
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mnuenre ol the fiee sulfate Ilowevoi, the diflerences remain small (0 1 MPa

mean and 0 5MPa maximum absolute value, equal to 0 3% and I 3% oi the

maximum stress diop of J>7MPa)

Luma Pricta

The 1989 Loma Pncta earthquake finally is a case in which sigmhtant amounts

of both dip slip and stiike slip have omined We use1 the inveiled slip dis¬

tribution from Bcroza [1991] The modeled fault plant1 has a width ol 14km

and a length of 40 km, exlemhng Irom about 5 km to 18 km depth with a dip

ol 70° (Figure 1 4) The observed stress drop difleren<es aie again m I he same

range (0 3 MPa mean and 1 5 MPa maximum absolute value, equal to 0 4 %

and 2 1 % of the maximum stress diop ol 72MPa)
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1.4 Conclusions

We have expanded the approach by Andrews [1980] foi computing static stress

changes on a two-dimensional fault plane fiom a given slip distribution, in

order to account for both slip-parallel and slip-perpendicular stress changes.

Computations with this method are fast, and especially for large grid sizes the

increase in computation specxl compared to other methods ib enoimous.

However, it has to be kept in mind that the formulation is valid only

for stress changes on a fault embedded in a homogeneous full space. Under

these assumptions, the calculated stress changes show little or no deviation

(i.e.« 0.3% of the maximum stiess change) from results obtained with the

analytical formulations derived by Okada [1992]. To evaluate the performance
of Andrews' method for realistic model setups, we applied it to published slip

maps fiom past earthquakes. We found, that the errors generally romain neg¬

ligible (max «2%, mean «0.3%).
Tn particular, the accuracy is considered sufficient for the purpose of con¬

straining dynamic rupture models and constructing physically consistent source

characterizations for strong-motion simulations [Guattcriciat.,2003].espe¬ciallyinthelatterfieldofresearch,thespeedofthemethodwillprovideanimportantadvantage,allowingfastcalculationsforlargesetsofslipmodels.
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Abstract

Earthquake rupture is a notoriously complex process, at all observable scales.

We introduce a simplified semi-dynamic crack model to investigate the con¬

nection between the statistical properties of stress and those of macroscopic

source parameters such as rupture size, seismic moment, apparent stress drop

and radiated energy. Rupture initiation is treated consistently with nuclc-

ation on a linear slip-weakening fault, whereas rupture propagation and arrest

are treated according to the Griffith criterion. The available stress drop is

prescribed as a spatially correlated random field and is shown to potentially
sustain a broad range of magnitudes. By decreasing the amplitude of the

stress heterogeneities or increasing their correlation length the distribution of

earthquake sizes presents a transition from Gutenberg-Richter to characteristic

earthquake behavior. This transition is studied through a mean-field analy¬

sis. The bifurcation to characteristic earthquake behavior is sharp, reminiscent

of a first-order phase transition. A lower roll-off magnitude observed in the

Gutenberg-Richter regime is shown to depend on the correlation length of the

available stress drop, rather than being a direct signature of the nucleation

process. More generally, we highlight the possible role of the stress correlation

length scale on deviations from earthquake source self-similarity. The present

reduced model is a building block towards understanding the effect of struc¬

tural and dynamic fault heterogeneities on the scaling of source parameters

and on basic properties of seismicity.

2.1 Introduction

Kinematic source inversions indicate that earthquake rupture is complex on a

broad range of length-scales [Mai and Beroza, 2002]. However the details of

fault dynamic weakening are beyond their intrinsic resolution limits [Guatteri
and Spudich, 2000], which is in contrast with the high resolution of modern

dynamic earthquake simulations. This warrants the introduction of more el¬

ementary rupture models that can nevertheless elucidate essential aspects of

earthquake complexity. In linear elastic fracture dynamics (subshcar) rupture

is controlled by two parameters: stress drop and fracture energy [Freund, 1998;

Husseini et al, 1975]. Both can be non uniform. Slip distributions inferred

from seismological and geodetic data provide a valuable constraint on possible
stochastic parameterizations of stress drop [Mai and Beroza, 2002; Lavallée and

Archuleta, 2003]. Fracture energy might be the only dynamic parameter that

can be robustly inferred from frequency-limited strong motion data [Guatteri
and Spudich, 2000]. Rupture under non uniform stress or strength has been

previously studied through numerical simulation [Day, 1982; Boatwright and

Quin, 1986; Oglesby and Day, 2002] or statistical approaches [Heimpel, 1996;

Rundle et al., 1998]. It is still important for strong ground motion prediction

and for studies of source scaling to understand how the heterogeneity of me-
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chanical fault parameters and initial conditions leads to variability of dynamic

rupture properties. A computationally intensive approach consists on the sta¬

tistical analysis of a large number of dynamic simulations with stochastic fault

properties [Ripperger et al, 2005]. As a preliminary step we explore here a

simplified model based on fracture mechanics with emphasis on the effects of

heterogeneous stress drop. Our aim is to identify and quantify the aspects of

the spatial distribution of stres drop that control the overall tendency and vari¬

ability of macroscopic source properties such as earthquake size, average rup¬

ture velocity, apparent stress drop, seismic moment and radiated energy. Here

stress drop heterogeneities are mapped onto initial stress heterogeneities that

mimic the result of prior seismicity and are prescribed as correlated stochastic

fields parameterized by a few statistical quantities. We explore the parameter

space using an efficient semi-dynamic model, formulated in the next section,

that despite its simplicity encapsulates the main ingredients. In Section 3

a transition from Gutenberg-Richter (GR) to characteristic-earthquake (CE)
frequency-size statistics is identified. The role of the stress correlation length

on the scaling of source properties is highlighted and explained through a

mean-field analysis of crack arrest. These results and further extensions are

discussed in Section 4.

2.2 Model Assumptions

2.2.1 Stress Drop

We consider a ID antiplane fault with coordinate x along strike. Linear

slip-weakening friction is assumed, with uniform yield strength rp, dynamic

strength t^ and characteristic slip-weakening distance Dc. Neglecting dynamic
overshoot and undershoot, the final stress is fixed to r^. The stress r0(x) at the

onset of an earthquake results from the large scale tectonic stressing and from

the previous seismicity contributing over a broad range of scales. Dynamic
crack propagation is primarily sensitive to stress drop Ar(x) — tq(x) —

Td,

strength excess rp
— tq(x) being essential only during nucleation and inplane

super-shear transition. Simulating 3D seismic cycles in well resolved contin¬

uum models is still at the edge of our computational capabilities. Alterna¬

tively we can draw hypothetical stress fields from a statistical distribution,
characterized by a few parameters, and study the properties of the resulting

earthquake ruptures. Mai and Beroza [2002] found that coseismic slip distri¬

butions from finite-fault source inversions can be described as random fields

with von Karman auto-correlation function. Our focus here is on correlated

spatial distributions of available stress drop, with well defined standard devi¬

ation std and correlation length ac. We consider normally distributed fields

with truncated power law spectrum:

Ar(fc) <x std (a"2 + k2)^H'2+1^ (2.1)
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where A; is the along strike wavenumber and H the roughness (Hurst) exponent.
If H > 0, the auto-correlation function is well defined:

_

(x/ac)H KH{x/ac)
C{x}-

2"-i r(H)
{L1)

where Kfj is the modified Bessel function of the second kind, of order H, and T

is the Gamma function. The mean value of Ar(x) is not prescribed arbitrarily
but results from the nucleation process, as described in the next section.

2.2.2 Nucleation Criterion

In previous numerical studies [e.g., Oglesby and Day, 2002] the hypocenter
location has been treated as a free parameter. Here, instead, it is determined

in consistency with a mechanical analysis of nucleation. Instabilities on linear

slip-weakening faults are preceded by aseismic slip, driven by tectonic load, in

regions where stress overcomes the yield strength. As shown by Uenishi and

Rice [2003], this stable nucleation stage ends when the half-size of the slipping
zone reaches the critical length

a„ = 0.5789 -^- (2.3)

This length is "universal" in the sense that it is independent of the spatial
distribution of the initial stress r0(x). This result assumes that aseismic slip
remains smaller than Dc and that stress peaks are well separated leading to

weakly interacting nucleation sites. Both requirements are satisfied in particu¬
lar when ac^$> a„. The uniform stress increase rc required to reach instability
and the location of the center of the nucleation zone are given by the minimum

of a filtered version of the strength excess:

tc = min[(rp - r0) * $c] (2.4)
X

where * denotes space convolution. The "nucleation filter" <£>c is the first

eigenfunction of the elastostatic problem, rescaled to a„ and normalized to

unit average. For all practical purposes it is approximated by

$c(£) = (0.6944 - 0.2312 £2) y/\ - £2 (2.5)

for |£| < 1, where £ — x/av [Uenishi and Rice, 2003]. The nucleation location

and rc are insensitive to stress heterogeneities of length scales much shorter

than a„. The stress drop At available for the ensuing earthquake is inherited

from the nucleation process. For ac 3> aUl the aseismic stress drop can be

neglected and

At(x) ~ r0(a;) + Tc-Td = Tp-Td + t0(x) - max[r0 * $c] (2.6)

Note that the contribution from the last two terms is proportional to std. We

further restrict our attention to bilateral ruptures by symmetrizing each stress

drop field with respect to its nucleation point, relocated at x = 0 without loss

of generality.
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2.2.3 Propagation and Arrest Criteria

Dynamic rupture begins with an initial slip acceleration stage [Campillo and

Ionescu, 1997; Ampuero et ai, 2002] that we will not consider in our model.

Soon after, crack-like rupture develops and the size of the process zone becomes

small enough to warrant a small scale yielding approximation. The details of

the friction law can then be ignored and rupture is governed by the balance

between the energy release rate G flowing towards the crack tip and fracture

energy, Gc — (rp — t^) Dc/2 for linear slip-weakening. For a mode III crack of

half-size a, rupture velocity Vr and stress drop Ar(x):

G("'°'AT) = Vî^AÏG>,Ar) <2-7)

with

G*(a,Ar) = ^ (2.8)

where cs is shear wave velocity, ß shear modulus and K* the stress intensity
factor that would prevail immediately after rupture arrest. Following the Grif¬

fith criterion, the rupture propagates with G — Gc, which provides a "crack

tip equation of motion" [Freund, 1998], and stops if G* < Gc. In general K*

is a convoluted function of crack growth history a(t) and stress drop Ar(i),
especially complicated by the interaction between the two crack tips [Rose,
1976; Leise and Walton, 2001]. After rupture arrest waves multiply diffracted

at the crack tips bring K* progressively, with oscillations, to its static value

Kq. For symmetric non uniform stress drop:

K0(a) = V5FH - r Ar^
dx (2.9)

7T JQ y/a2 — X2

A "semi-dynamic" approximation combines equations (2.7) and (2.8) with the

assumption K* ~ KQ. Although exact only for semi-infinite straight cracks, it

has been applied with success to dynamic fracture problems involving branch¬

ing and crack-microcrack interactions [Bouchbinder et al., 2004, 2005]. For

our purposes, this approximation encapsulates the main dependency on stress

drop heterogeneity, as will be illustrated later by favorable comparisons to fully

dynamic 3D simulations. The criterion for crack arrest becomes

G0 = ^l
= Gc and ^ < 0 (2.10)

2fi da

2.3 Rupture Properties in Stochastic Stress

Drop Fields

For each realization of Ar(x), K0(a) is computed by numerical integration of

equation (2.9). The final earthquake size is determined as the crack size a at
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Figure 2.1: Frequency-size statistics in the semi-dynamic model: cumulative crack size dis¬

tributions (left) and seismic moment histograms (right). Each curve contains

104 realizations of the stochastic stress field, with H = 1, ac = 5au and differ¬

ent values of std as indicated by labels (normalized by rv
— r<j). The straight

lines on the left are visual guides for power law distributions with exponents

as labeled. A transition from GR-like to CE-like behavior is observed. The

lower roll-off moment M* of the GR is higher for smaller std and is related to

both the nucleation length av and the correlation length ac.

which Gq(o) becomes smaller than Gc. Figure 2.1 shows the distribution of

earthquake sizes obtained at fixed H and ac for different values of std (nor¬
malized by strength drop rp — r<f). Each curve contains 104 realizations of the

heterogeneous stress field. The seismic moment is computed as [Madariaga,
1979]

M0 - 2 J Ar(x)\/a2 - x2 dx (2.11)
Jo

Note that in this 2D model M0 is a seismic moment per unit of out-of-plane

length and has units of force instead of newton-mcters.

For high values of std the frequency-size distribution is reminiscent of a

Gutenberg-Richter distribution (GR), with fast decay at large magnitudes and

a lower roll-off moment M*. At lower std we observe instead a characteristic-

earthquake distribution (CE), with event sizes dominated by the highest mag¬

nitude, ultimately determined by the finite size of the modelled fault seg¬

ment. To understand this transition we analyze the mean-field properties of

the model. Figure 2.2-a shows the stress drop distribution stacked over 104

realizations as a function of hypocentral distance.

Assuming ac 3> av this ensemble-averaged stress drop is related to the the

auto-correlation function (2.2) by

At(x) ^rp~Td + m std \C{x/ac) - 1] (2.12)
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Figure 2.2: (a) Initial stress distribution as a function of hypocentral distance: typical real¬

ization (rough solid line), ensemble-average (smooth solid curve) with standard

deviation (dashed curves), (b) Ensemble-averaged stress intensity factor and

(c) total energy change as a function of crack size for some values of std within

the range indicated by labels. Points A, B and C are stable, unstable and

critical equilibria respectively, they verify K = Kc and are energy cxtrema.

As std is reduced, A and B collapse into C, then disappear, (d) Crack length
a* corresponding to mean-field stable (solid curve, A) and unstable (dashed
curve, B) equilibria as a function of std. The stable crack size is associated

to the roll-off moment M* of the frequency-size statistics. A discontinuous

transition occurs at a critical std (point C).



28 2 Heterogeneous Stress Drop

where m is a slowly decreasing function of the ratio between ac and whole fault

size. The associated ensemble-averaged stress intensity factor (Figure 2.2-b) is

K0(a) « sfïûi x,
(2 r C(x ac) ,

A

Tp-Td + m std I- / dx - 1

V71" io Va2-z2 /
(2.13)

For cracks growing far beyond the correlation length, following Dyskin [1999]
the behavior of Kq(a) is best understood as the competition between a uniform

background stress drop, Ar — tp
— Tg — m std, and a pair of tangential point

forces, F — m std ac J0°° C(£)d£, located at the crack center:

^o(o)«v/5rö (at+--j (2.14)

Note how these two contributions have opposite dependencies on both a and

std. For large enough std the arrest criterion (2.10) applied to K0 leads to a

typical crack size a* that corresponds to the roll-off moment of Figure 2.1. If

std is reduced the background stress drop At becomes higher and F smaller,

Ko(a) curves upwards and a* increases (Figure 2.2-b). Above a critical value

stdc, for which

FAt = nGc/4, (2.15)

the arrest condition can no longer be met and ruptures run away, breaking the

whole fault length. This transition is better visualized in Figure 2.2-c in terms

of the total energy change

AE = f [Gc - G0{a')} da' (2.16)
J Civ

The Griffith criterion for a stable equilibrium crack (2.10) is equivalent to a

minimization of AE with respect to a. For large std there is a distinct energy

minimum corresponding to the stable equilibrium at crack arrest (point A
in Figure 2.2). At a larger a there is an energy maximum corresponding to

an unstable equilibrium state (point B). As std decreases the two equilibria

collapse (point C) and disappear. The typical event size a* docs not diverge

continuously at the transition but jumps to oo from a finite critical size (Figure
2.2-d). From the condition (2.15) the critical size is found to scale as

a* oc
^ (2.17)
a„

and the critical std as

stdc ta (rp - rd)/m (2.18)

Two important source quantities are plotted in Figure 2.3, for a fault in the

GR regime. An apparent stress drop is defined with reference to a constant

stress drop crack:

At' - M0/(tt/2 a2) (2.19)
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Figure 2.3: Apparent stress drop (a) and apparent stress (b) for 103 events with std =

0.4. All stresses are scaled by tp
—

t<j. The observed magnitude-dependence,

stronger for earthquake sizes comparable to the stress correlation length, is

due to nucleation near stress peaks.

(Note again that MQ is in newtons.) Stress drop shows a tendency to decrease

with moment, especially for earthquake sizes comparable to the correlation

length ac. This is expected from nucleation in regions of high stress. If stress

is assumed constant (= Td) after the passage of the rupture front radiated

energy is related to the total energy change during rupture (2.16) by [Husseini
and Randall, 1976; Freund, 1998]:

ER -AE (2.20)

Radiated energy is overall constant in the logarithmic scale of Figure 2.3-b,

although some weak tendencies are observed at the lowest (a < a„) and largest

magnitudes (a > ac). The scale-dependency of these quantities is a combined

signature of the correlation length ac and the nucleation length a„.

2.4 Discussion

The statistical properties of Ar(x) may be non stationary during the earth¬

quake cycle. In models of seismicity featuring intermittent criticality the vari¬

ability and correlation length increases as a large event approaches. As we

make no attempt to describe the evolution of seismicity our analysis relates to

ensemble statistics over snapshots of fault zones taken at a fixed stage of their

cycle. In this way we identify intrinsic statistical features for given std and ac,

which can be useful to interpret more complete models of seismicity. These

intrinsic statistics may be directly observable over a limited time window only
if the time-scale of non-stationarity is longer. Fracture energy has been often

understood as a material property although the paradigm of scale-dependent
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Gc has resurrected recently. A recurrent claim is that a constant Gc leads

inevitably to run-away cracks, which is incompatible with the GR distribution

of earthquakes sizes. This argument holds for uniform stress drop but may not

be reasonable for events breaking on natural faults that have sustained prior

seismicity. The present model illustrates how a broad distribution of magni¬
tudes can be generated solely by stress heterogeneities, without requiring a

systematic scale-dependent Gc. In turn, assuming for instance Gc oc a favors

rupture arrest and promotes larger apparent stress drops. Statistical properties

of rupture arising from uncorrelated heterogeneities of Gc have been studied

by Heimpel [1996] and remain to be merged with the results of the present

study.
A roll-off in frequency-size distributions at a low moment M* is usually

associated to catalog incompleteness. However, in dense borehole and deep
mine monitoring networks M* has been suggested to be above the detection

threshold [Heimpel and Malin, 1998; Richardson and Jordan, 2002] and has

been interpreted as a signature of a minimal nucleation size av, yielding an

estimate of Dc in the high end of the laboratory range or much higher. Our

analysis indicates that M* may strongly depend on the correlation length of

stress. The associated source size a* can be much larger than av and, in the

absence of an independent estimate of ac, it cannot be mapped directly into a

nucleation length.
The transition from GR to CE frequency-size statistics in the present semi-

dynamic 2D model is relevant to understand some features of fully dynamic
3D simulations. Figure 2.4-left shows three ruptures simulated with the same

stress drop distribution but different standard deviation std. At a critical value

stdc the rupture percolates through the whole fault. As shown in Figure 2.4-

right for a large collection of dynamic calculations [Ripperger et al., 2005] this

transition is well explained by the analysis proposed here, adapted to 3D with

expressions of Ko for circular mode I cracks averaged over the crack contour

as in Dyskin [1999]. The present model suggests that this is a first-order,

discontinuous, transition. Although our presentation has focused on the effect

of std a similar transition can be driven by an increasing correlation length at

fixed std, as can be deduced from (2.18) noting that m is a decreasing function

of ac.

The current framework can be extended in many ways but also has intrinsic

limitations. At present, only bilateral, symmetric, ruptures are considered and

thus the effect of directivity has not been assessed. A generalization requires
an efficient determination of the crack path in a random energy landscape.
The model applies to events that do not break the whole seismogenic depth,
otherwise the scaling of the energy release rate G should be modified. We

consider only single connected cracks, although interaction and coalescence

between many nucleation sites or dynamic triggering ahead of the rupture
front is typically seen in our fully dynamic 3D models. Interaction between

more than two cracks is hard to include. Our focus has been on crack-like
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Figure 2.4: Properties of a collection of fully dynamic 3D rupture simulations with non

uniform initial stress, (a-c) Rupture fronts for three simulations that differ

only by the amplitude (std) of the available stress drop (gray scale), (right)
Dependence of rupture area on fault-average stress drop (gray squares). Rup¬
tures with small std, large stress drop, percolate through the whole fault. The

transition to run-away events is well captured by dynamic simulations that

start with the ensemble-averaged stress (circles) and by a mean-field analysis
for circular mode I cracks (triangles).
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ruptures, however earthquakes are often interpreted as short rise-time rupture

pulses. Expressions of G for pulses are available but the relation between pulse

width and some characteristic healing length contained in the stress/strength
heterogeneity spectrum is still poorly understood. Although important aspects

of 3D dynamic rupture cannot be rendered by the present model we believe it

is a useful tool to guide the analysis of more complex models.

2.5 Conclusion

We have introduced a semi-dynamic model of earthquake rupture, based on

fracture mechanics, to study the effect of spatially correlated stress drop hetero¬

geneities on macroscopic source parameters and general properties of seismic-

ity. We identified a transition in magnitude-frequency statistics from Gutenberg-
Richtcr to characteristic earthquake, driven by the amplitude of stress drop

heterogeneities. The stress correlation length plays an important role, ap¬

pearing as a characteristic short length in the scaling behavior of macroscopic

source properties, and may mask or may be confused with the signature of the

nucleation process.
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Abstract

One of the challenging tasks in predicting near-source ground motion for future

earthquakes is to anticipate the spatio-temporal evolution of the rupture pro¬

cess. The final size of an event but also its temporal properties (propagation
velocity, slip velocity) depend on the distribution of shear stress on the fault

plane. Though these incipient stresses are not known for future earthquakes,

they might be sufficiently well characterized in a stochastic sense.

We examine the evolution of dynamic rupture in numerical models of a fault

subjected to heterogeneous stress fields with varying statistical properties. By

exploring the parameter space of the stochastic stress characterization for a

large number of random realizations we relate generalized properties of the re¬

sulting events to the stochastic stress parameters. The nucleation zone of the

simulated earthquake ruptures in general has a complex shape, but its average

size is found to be independent of the stress field parameterization and is de¬

termined only by the material parameters and the friction law. Furthermore,

we observe a sharp transition in event size from small to system-wide events,

governed mainly by the standard deviation of the stress field. A simplified
model based on fracture mechanics is able to explain this transition. Finally,
we find that the macroscopic rupture parameters (e.g., moment, moment rate,

seismic energy) of our catalog of model quakes are generally consistent with

observational data.

3.1 Introduction

The region close to active earthquake faults is the most challenging to deal

with in terms of seismic hazard assessment. Not only is it the zone most likely
to experience strong shaking and severe damage, but it is also the region with

very large variability in observed ground-motion intensities (PGA) [e.g., Shakal

et al, 2006]. While part of the ground motion variability can be attributed to

local site effects and/or (de-) amplification of waves due to complex geological

structure, the contribution of earthquake source complexity to this variability
is still not fully understood.

Despite an increasing number of strong motion recordings in recent years, ob¬

servations for the very near-source region are still scarce, in particular for large

earthquakes. Inferring the details of the source-rupture process and its effects

on the resulting near-source motions is therefore strongly limited by the avail¬

able data; this is even more accentuated when it comes to deducing statistical

properties of earthquake ruptures. Events like the 1999 Taiwan earthquake

generated a wealth of recordings, but this dataset still contains information

only about one single realization of a large crustal thrust-faulting earthquake
that produced extensive surface faulting. On the other hand, recent large

strike-slip earthquakes, like the 1999 Izmit and the 2002 Denali earthquakes
resulted only in few near-source recordings. Our ability to study earthquake
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source complexity and to make statistically sound inferences about its effects

on near-source ground motions, using observations alone, is therefore limited.

Nevertheless, inversion of seismic and/or geodetic data of past earthquakes
have inevitably shown that earthquakes are complex at all spatio-temporal

scales [e.g., Hartzell and Heaton, 1983; Beroza and Spudich, 1988; Wald and

Heaton, 1994; Sekiguchi et ai, 1996; Delouis et al., 2002, and many others].
The potential origins of this imaged source variability are heterogeneities in

fault stress, heterogeneities in material and friction parameters and complexity
of the fault geometry.
This paper deals with the first possibility, i.e., with heterogeneous stress dis¬

tributions on the fault plane. Early work on heterogeneous stress focused on

generic cases, i.e., simple geometric configurations of high or low stress patches

[e.g., Day, 1982; Fukuyama and Madariaga, 2000]. A number of studies have

successfully constructed dynamic rupture models with highly heterogeneous
stress fields to reproduce data for past events [e.g., Miyatake, 1992a,b; Beroza

and Mikumo, 1996; Bouchon, 1997; Olsen et ai, 1997; Ide and Takeo, 1997;

Nielsen and Olsen, 2000; Peyrat et al, 2001; Zhang et al, 2003]. These low-

resolution images of dynamic earthquake rupture allow us to visualize stress

heterogeneity on the fault plane, but they still represent only particular real¬

izations of source complexity for a small number of earthquakes. They have

not been used to attempt a more general, quantitative investigation of stress

heterogeneity and its effects on rupture dynamics.

Unfortunately, the parameters and quantities governing the dynamics of an

earthquake (e.g., stress on the fault) cannot be determined experimentally

prior to an earthquake. What might be estimated with sufficient accuracy,

however, are statistical descriptions of the stress field. Oglesby and Day [2002]
went in that direction by numerical modeling of dynamic ruptures with various

cases of strength variabilities combined with heterogeneous stress, using ran¬

dom stress fields that were constructed in a somewhat ad-hoc manner. Their

work, however, did not attempt to statistically quantify the effects of differ¬

ent parameterizations of stress variability on the dynamic rupture process and

the resulting ground-motions. In contrast, earlier work by Andrews [1980,
1981] discusses static and kinematic stochastic models of earthquake rupture,

with stress heterogeneity described by a power-law decay of its wave-number

spectrum, and their effects on the radiated wave-field. Following this line of

thought and adding some simplifying assumptions (e.g., rupture geometry),
Frankel [1991] established some general connections between stress hetero¬

geneity, the characteristics of far-field displacement amplitude spectra and the

frequency-size statistics of earthquakes. Based on this approach, fractal de¬

scriptions of fault slip have been used [e.g., Herrero and Bernard, 1994; Zeng
et al., 1994; Gallovic and Brokesova, 2004] for ground-motion simulation, while

other studies estimate statistical parameters to characterize the heterogeneity
of slip [e.g., Mai and Beroza, 2002; Lavallée and Archuleta, 2003; Liu-Zeng
et al, 2005; Lavallée et al., 2006] and relate those to the faulting process.
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In the present study we employ a concise and quantifiable statistical de¬

scription of stress distribution in order to examine the dynamic rupture behav¬

ior due to different parameterizations of stress heterogeneity. The motivation

for this work stems from the preceding discussion and the question of how

heterogeneity in the initial stress conditions on the fault plane affects rupture

nucleation, propagation and arrest. Under what general conditions does rup¬

ture nucleate and propagate and exhibit properties similar to observed earth¬

quakes? Rather than focusing on single events we carry out a large number of

fully spontaneous dynamic rupture simulations for many realizations of het¬

erogeneous initial stress fields for a variety of stochastic-field parameters. This

allows us to investigate ensemble statistics of dynamic rupture under inhomoge-
neous stresses and to determine general patterns in the response of this system

that can then be compared against analytical predictions and observations. It

is important to point out that we are not modeling scismicity evolution or full

earthquake cycles. Our statistical description represents ensemble statistics

of possible fault zone states. These states can either be determined by the

maturity of the fault in terms of their geological evolution [e.g., Wesnousky,

1988; Hitlers et ai, 2007], or can be viewed as a particular state due to the

background scismicity just before an impending earthquake.
In contrast to previous works with rather generic characterizations of stress

heterogeneity, we adopt a spectral description of initial stress as a self-affine

correlated random field with a power-law decay at high wave numbers. This

approach follows the characterization of slip in past earthquakes by Mai and

Beroza [2002], and allows us to generate many different stress patterns that

differ in their details (i.e., for each realization) but are statistically identical.

In choosing this method, we vary the parameters describing the fractal stress

distribution, always retaining some common characteristics of the different

classes of heterogeneous input stress fields. Moreover, instead of imposing a

nucleation point and size, we apply a simplified approach to mimic tectonic

loading, coupled to an algorithm for finding the physically most consistent

rupture nucleation region (generally of geometrically complex shape).
We point out that we also fix fracture energy for simplicity since its scale-

dependency is still actively debated [e.g., Abercrombie and Rice, 2005; Mai

et al, 2006], and its non-homogeneous parameterization, in conjunction with

heterogeneous stress, yields a vast parameter space that would be difficult

to fully explore. Moreover, we instead attempt to isolate and understand

the effects of stress heterogeneity on dynamic rupture before including (po¬
tentially correlated) heterogeneous distributions of two (or more) dynamic

quantities into the modeling strategy. Within the simplifying assumptions in

our dynamic modeling, our technique provides a fully self-consistent physical
model for earthquake nucleation and propagation, allowing us to investigate
the statistics for a large number of rupture simulations with different param¬

eterizations of stress heterogeneity.
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Figure 3.1: a) Geometry of the problem. Slip is occurring on a rectangular fault in the

xz-plane. b) Linear slip-weakening friction law. Once stress has reached the

static yield level rs, strength decreases linearly with slip, until it reaches the

dynamic frictional level Td at the critical slip-weakening distance Dc. The area

under the curve represents fracture energy Gc.

The paper is laid out as follows: In section 3.2 we introduce the model setup,

the numerical scheme, and the stochastic characterization of heterogeneous
stress we use. We then present the results for various stress heterogeneity pa-

rameterizations in terms of nucleation and propagation behavior of a large set

of model quakes; we then investigate the resulting dynamic ruptures in terms

of their overall scaling properties, their moment-rate functions and radiated

seismic energy. This enables us to infer which heterogeneity characterization

is perhaps the most plausible when comparing our simulations against obser¬

vations. Our results suggest that it should be possible to place constraints

on stress heterogeneity from independent observations which potentially could

help to infer general properties of the rupture process of future earthquakes
on a given fault.

3.2 Method

3.2.1 Model Setup

To single out the effects of the heterogeneity in shear stress, we restrict the rest

of our model to relative simplicity. We consider a planar fault embedded in a

homogeneous, elastic full space. This setting can be treated numerically very

efficiently with a boundary integral method. The dynamic rupture calculations

presented here are performed using a spectral boundary integral method coded

by Dunham [2005], following the methodology of Geuhelle and Rice [1995]. The

fault is rectangular and slip on the fault is governed by a linear slip-weakening
friction law (Figure 3.1). The critical slip-weakening distance Dc is assumed to

be uniform over the whole fault, as are the static yield strength ts and frictional

sliding strength r^. By fixing Dc in the slip-weakening model, along with con¬

stant strength drop ts
—

r^, we constrain fracture energy Gc and hence seismic

radiation to values roughly consistent for moderate-size to large earthquakes

(Mw ~ 6.4-6.8), representing a magnitude range particularly important for



38 3 Dynamic Rupture with Stochastic Fault Stress

near-source seismic hazard. In contrast, small earthquakes generated via this

approach will be characterized by relatively high fracture energy, resulting in

rather low seismic radiation in the higher-frequency range. However, since we

focus on studying earthquake dynamics for seismic hazard applications, we

deliberately accept the limitations our current modeling strategy places on the

smaller magnitude events.

There is no free surface, but the fault is surrounded by unbreakable barriers on

all sides, which are modeled by setting rs to a practically unreachable value.

Following Ampuero et al. [2006] we adopt a spectral description of initial shear

stress as a self-affine correlated random field with a power-law decay at high

wave numbers. In the wave-number domain the stress field is constrained to

a two-dimensional amplitude spectrum r(k), where k — y/kx2 + kz2 and kx,

kz are the wave-number components in the x and z directions, respectively.
In particular, the spectrum has a plateau below a given corner wave number

kc, while above kc the decay is governed by the Hurst exponent H [e.g., Voss,

1988; Mai and Beroza, 2002]:

T[k)(X { k-V+* for k>kc.
{6A)

Particular random realizations are constructed in the Fourier domain by spec¬

ifying the amplitude according to equation (3.1) and adding phase values con¬

sisting of random numbers uniformly distributed between [0, 27r]. After per¬

forming the two-dimensional inverse Fourier transform under the constraint of

Hermitian symmetry, the resulting distributions t(x,z) in the space-domain

(Figure 3.2) have an approximately Gaussian distribution of amplitude values.

The stress distributions are then scaled to a given standard deviation std con¬

trolling the absolute amplitude variations. Thus, apart from the probability

density function (pdf), the random stress fields are controlled by the three

parameters H, ac and std, where ac denotes the correlation length ac — 2 ir/kc.
This parameter also appears in the spectral description of von Karman fields

adopted in Mai and Beroza [2002] and Ampuero et al. [2006]. Variations of

these three parameters will be studied in the main part of this paper.

Recent work by Lavallée and Archuleta [2003] and Lavallée et al. [2006] sug¬

gests that slip and stress distributions on real faults may follow a non-Gaussian

pdf with a broader range of values. A more general class of pdf's allowing for

the occurrence of extreme values is provided by the Levy pdf [Lavallée et ai,

2006]. However, the Levy distributions are characterized by four parame¬

ters instead of the two needed for a Gaussian distribution, thus constituting
a higher degree of complexity. Considering the other simplifying assumptions
outlined above, we do not consider it necessary to go beyond the simpler case of

Gaussian pdf's in this study. In particular the assumption of uniform strength

drop limits the admissible range for extreme stress drop values. Accordingly,
initial tests with heavy tailed Levy distributions yield either extremely large

preslip values (larger than Dc) due to very narrow stress peaks and/or regions
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Figure 3.2: Illustration of random stress field generation, (top) Prescribed Fourier am¬

plitude spectra for three different combinations of Hurst exponent II and cor¬

relation length ac. Shown are one-dimensional slices (at kz = 0) of the two-

dimensional spectra r{kx,kz), normalized to max(r) = l. (middle) Example
random realizations of initial stress for the wave number spectra given above.

(bottom) Along-strike profiles of the stress fields above. Profiles are taken at

the center of the fault. Upper and lower dashed lines indicate the yield and

frictional stress level, respectively.
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where stress is far below the frictional sliding strength. Both cases are rather

unlikely to appear on real faults. Additional tests considering uniformly dis¬

tributed random stress values indicated no significant differences in the model

response compared to the case of Gaussian distributions.

3.2.2 Loading and Nucleation

In our modeling approach, we assume that tectonic loading occurs as uniformly

increasing shear stress on the fault plane, raising the initial stress field to a

critical state, i.e., to a stress state where any further loading leads to dynamic

rupture propagation. In this context "dynamic" refers to propagation not

driven by tectonic loading anymore, but by the stress changes induced by
the propagating rupture itself. We further assume that nucleation can be

accurately described as a quasi-static process, also governed by linear slip-

weakening. This case has been studied analytically for two-dimensional (2-
D) in-plane and antiplane ruptures by several researchers [e.g., Campillo and

lonescu, 1997; Uenishi and Rice, 2003]. One remarkable result of the analysis

by Uenishi and Rice [2003] is the existence of a critical nucleation length,
which depends only on the material properties and the slope of the friction

law, but not on the particular shape of the stress function. For the in-plane
fracture mode this length is given by

^ = 1-1S&T^W (3-2)

where ^ and v are the shear modulus and Poisson ratio of the medium, re¬

spectively. For the antiplane fracture mode the term \~v has to be dropped.
The slope of the slip-weakening friction law is defined as W — (ts — Ta)/Dc,
where rs and tj, are the static and dynamic frictional strength, respectively.
Some results for special cases of 3-D ruptures were given by Uenishi and Rice

[2004], but there is no analytical solution available for the general 3-D case.

Here, we approximate the loading process by finding the critical state of stress

(i.e., the last stable stress state just prior to dynamic instability) through an

iterative procedure. It involves dynamic rupture calculations for small subsec¬

tions of the fault plane and is described and discussed in detail in Appendix
3.8.1. It is important to note that the procedure employed neglects the ef¬

fects of quasi-static preslip and therefore tends to underestimate the size of

the nucleation zone while overestimating the critical load (i.e., the increase in

stress necessary to reach the critical stress state), affecting therefore also the

actual values of stress in our numerical results. We have recently developed
an improved algorithm to correctly solve the quasi-static problem associated

with uniform tectonic loading, including preslip and the resulting stress re¬

distribution (to be presented in a forthcoming paper). Initial results show

that our general conclusions are not affected by the bias introduced by the

approximating procedure used throughout the present paper.
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Parameter Symbol Value

Density P 2800 kg/m3
P-wave velocity Vp 6000 m/s
S-wave velocity vs 3464 m/s
Critical slip-weakening distance Dc 0.2 m

Yield strength rs 24MPa

Frictional sliding strength Td 15MPa

Grid spacing Ax 150 m

Time sampling At 0.013s

Fault dimensions 15x30 km

Table 3.1: General modeling parameters used in all dynamic rupture simulations presented
in this paper. The only exception being Figure 3.3, where some results for

Dc = 0.4 m have been added.

3.3 Parameters and Non-dimensional Quanti¬
ties

To characterize and generalize the properties of the dynamic rupturing process,

we explore the space of parameters quantifying the stochastic shear stress,
while the frictional parameters and the fault geometry are kept constant. The

general parameters which are not varied in this study are listed in Table 3.1.

We will discuss our results in terms of the following nondimensional quantities:
First of all, the Hurst exponent H controls the high wave number falloff of the

stress spectrum. It is related to the fractal dimension Pby fl- E + 1 — H,
where E is the Euclidean dimension, and hence for our 2-D distributions D —

3 — H. We consider H — 0, 0.5, 1, equivalent to

\r(k > kc)\ oc AT1, AT15, k~2. (3.3)

This is the same range as discussed by Andrews [1980] for his static stochas¬

tic fault model, where \T(k)\ oc k~l is required for strict geometrical self-

similarity of the ruptures with stress drop being independent of rupture size.

By fitting focal mechanism data of earthquakes in Southern California, Smith

[2006] estimated a 1-D falloff exponent of ^0.8 for stress, equal to a 2-D falloff

|t(A;)| ex fc~13 or a Hurst exponent of H « 0.3, which lies within the range of

our parameterization.
The second quantitiy is given by the ratio av/ac of the nucleation length av

to the correlation length ac of the stress field. As a proxy for the nucleation

length we use the critical length for 2-D in-plane rupture as given by equation

(3.2). For the parameters listed in Table 3.1 the nucleation length is therefore

av zz 1153 m. For the correlation length ac — 2ir/kc we choose one value on the
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order of the whole fault length (ac — 33.33 km) and one where the correlation

length is substantially shorter than the fault dimensions (ac — 5 km), thereby

yielding av/ac « 0.035 and 0.231, respectively.
The ratio std/(rs — r^) of the standard deviation of the stress field to the total

strength drop constitutes the third nondimensional quantity. From the view¬

point adopted here stress heterogeneity arises from previous seismicity. The

amplitude of stress concentrations at the edges of previous ruptures is on the

order of rs — rd and the amplitude of troughs due to dynamic stress overshoot

are expected to be less than 30% of ts
— Td- Then, with a fixed value of rs

— Td

and an approximately Gaussian distribution of stress values, this would imply

a value of std/(rs — Td) smaller than approximately 0.16. We cover a wider

range by varying this ratio from roughly 0.11 to 0.33 (rs — rd = 9 MPa, std = 1,

2, 3MPa), where the last case may lead to stress troughs unrealistically far

below the frictional strength.
In addition, it proves insightful to consider a quantity describing the average

stress level at the critical stress state in relation to the total strength drop. We

use the nondimensional ratio of average available stress drop to total strength
drop

f" = (Ft) <3-4>
\T3-Td/

where the angle brackets denote averaging across the fault plane.

3.4 Properties of the Dynamic Rupture Pro¬

cess

Let us now examine the characteristics of nucleation, propagation and arrest

for more than 400 dynamic rupture models with variable degrees of stress het¬

erogeneity. We will first investigate the conditions of the critical load and

the associated stress levels. The size and shape of the triggering patch, the

initiation of rupture, its propagation style and the stress-dependent size tran¬

sition will be discussed. All these parameters are generally only accessible in

numerical simulations, and cannot be easily inferred from observational data.

3.4.1 Critical Load

The critical load Atc°° is defined as the amount of stress which has to be added

uniformly to reach the critical stress state (see section 3.2.2 and Appendix

3.8.1), starting from a stress state at which the maximum of the shear stress

coincides with the yield strength. We expect to see a dependence of the critical

load on the ratio av/ac. The smaller the nucleation length av is in relation to

the correlation length ac, the less loading is expected to be necessary. For

av < ac we empirically find the critical load Arc°° to depend on the ratio a„/ac
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Figure 3.3: Scaling of critical load Ar with ratio a^/ac and H. Each symbol and its error
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Since At is normalized by the standard deviation of the stress field std,
results for different std would plot almost exactly on top of each other. Hence

only the results for std = 1 MPa are shown to improve clarity. Two data points

appear for each parameter set because results for Dc = 0.2 m and Dc = 0.4 m

are displayed.

as:

Ar?° ex std

{H+\)/2

(3.5)

Note that the critical load scales linearly with the standard deviation of the

stress field std, a result that follows from dimensional analysis when slip is

smaller than Dc, a typical situation during nucleation. These relationships

are depicted in Figure 3.3, where results for a larger value of Dc (Dc — 0.4m)
and thus a larger av are included to better illustrate the scaling over a broad

range. So if the statistical properties of the stress field and the friction law are

known or can be approximately inferred from independent observations, these

relationships provide a good estimate of the amount of tectonic loading neces¬

sary to initiate dynamic rupture and of the duration of precursory aseismic slip.

3.4.2 Stress Level

After the tectonic load is applied, stress on the fault is in a critical state, where

any additional loading will trigger dynamic rupture. As mentioned in section

3.3, the average stress level at this critical stress state is expressed by To, de¬

fined as the average ratio between stress drop and total strength drop.

Figure 3.4 depicts the dependency of this measure on the statistical stress pa¬

rameters. Two main features can be identified: (1) Stress levels are higher for

smaller values of std/(rs — r^), which is the expected behavior, because at the
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deviations. Each symbol and its error bars represent the mean and the stan¬

dard deviation of 30 random realizations. Note the strong influence of the

standard deviation.

critical stress state, for smaller std all points on the fault will on average be

closer to the yield stress than for larger std. (2) Stress levels increase slightly
with decreasing Hurst exponent H. Stress levels from a reference 2-D analysis,

however, do not exhibit the latter dependency, so probably the stress levels

are biased towards higher values by our approximative procedure of finding
the critical stress state (see section 3.2.2 and Appendix 3.8.1).
In either case, the average stress level at the critical stress state is most strongly
influenced by the quantity std/(rs — r^), i.e., by the amplitude of the stress

heterogeneity. In the following, the stress level will be shown to be a key pa¬

rameter in our model, controlling the propagation and final size of the ruptures.

3.4.3 Triggering Patch

As mentioned in section 3.2.2, the ruptures in our simulations are triggered by
a patch of the fault with stress slightly above the yield level of the material.

The individual triggering patches are found through the iterative procedure de¬

scribed in Appendix 3.8.1 and are ultimately determined by the shape of each

particular random realization of the initial stress function. As a first-order

characterization of triggering patch size we use the radii of circumscribed and

inscribed circles (Figure 3.5). We find that the inner radius is an approxi¬

mately constant property over all the parameter variations of the stress field.

This confirms that nucleation takes place on a common length scale, depending
only on the friction law and the material parameters, similar to what has been

shown for the 2-D cases [Uenishi and Rice, 2003]. The critical half lengths for
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the 2-D cases from equation (3.2), as well as the critical elliptical radii from

equation (3.13) are shown in Figure 3.5 for reference. It can be seen that the

radii of the inner fitting circles are coinciding roughly with the critical half

length of the in-plane case.

In general, the outer radii show a larger variability within each parameter set,
and an increase with decreasing Hurst exponent H. The latter reflects the

transition from close to circular to more complex patch shapes due to the in¬

crease in small-scale complexity in the stress distributions.

3.4.4 Initiation of Rupture

After triggering by the "initial kick" of the stress increment in the trigger¬

ing patch (see Appendix 3.8.1), slip velocities remain at rather low levels

(< 0.001 m/s) for some time during which the size of the slipping region does

not change much. Eventually an exponential increase in slip velocity marks the

transition to fast dynamic propagation. Figure 3.6 (top) illustrates this expo¬

nential seismic nucleation phase (moment rate Mo(t) oc cxp(smi)) predicted by

Campillo and Ionescu [1997] and Ampuero et al. [2002] and discussed in 2-D

by Ampuero and Vilotte [2003], The characteristic frequency sm of this phase
is a robust and observable attribute directly related to a frictional property:

It is proportional to the slip weakening rate W:

Sm"W,i~Ùs) * 9'3HZ- (3"6)

This attribute can be measured from the initial stages of the waveforms in the

same way as the dominant frequency cji defined by Allen and Kanamori [2003]
or Olson and Allen [2005] for their early warning system strategy (Figure 3.6,

bottom). The dominant frequency Lüt at time step i of our numerical simulation

can be defined by

(3.7)

where Vi and Ai are the squared moment rate and moment acceleration smoothed

by a first-order Butterworth filter with cut-off frequency /*. In recursive form,

V- = aVUi + (Mo)(2,

Ai = aAi_!+ (m0). , (3.8)

where a — 1 — f*At and At is the time stepping interval. We take /* — 1 Hz

after Allen and Kanamori [2003]. Shortly after slip has reached Dc, the dom¬

inant frequency reaches a maximum. As shown by the histogram in Figure
3.6 (bottom), measuring sm as the frequency at these local maxima yields a

distribution of sm values spanning approximately 4-9Hz with a peak around

Lui
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Figure 3.6: (top) Moment rate functions for all simulations aligned at the time to = 0

where moment rate first reaches 1016 Nm/s. The gray line represents scaling
oc exp (sm t) for reference, (bottom) Dominant frequency of the moment rate

functions over time. The histogram illustrates its distribution at the (local)
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7 Hz. These values are lower than the value given by equation (3.6), which

would be asymptotically reached for rupture sizes many times larger than the

initial nucleation size. In our case, slip reaches Dc and nucleation ends before

the dominant frequency has reached its asymptotic value, at slipping zone sizes

of roughly 2-3 times the size of the triggering patch. According to Favreau

et al. [2002] (in particular their Figure 10), for a quasi-elliptical slipping patch
2-3 times larger than the critical size the dominant frequency is expected to

be roughly 0.6-0.7 times the asymptotic value sm, which is in agreement with

our numerical observations.

3.4.5 Rupture Propagation Style

One important constraint on the rupture behavior is the choice of the fixed

fault size. Since the fault is surrounded by unbreakable barriers, rupture is

forced to stop once it hits the fault boundaries. This imposes upper limits

on the final size and seismic moment of the events, but also affects rupture

propagation: If the rupture nucleates close to one of the boundaries, it will

encounter the barrier much earlier on one side than on the other. This ef¬

fectively leads to unidirectional, occasionally pulse-like, rupture propagation
as illustrated in Figure 3.7. Crack-like propagation prevails for small events

not reaching the fault borders and for large events with hypocenters at the

center of the fault plane. Conceptually, the propagation style of the pulse-like
events can be placed somewhere between classical cracks and self-healing slip

pulses. This has been previously recognized by Johnson [1990] as a possible
mechanism of creating the short slip rise times that have been inferred for real

earthquakes [Heaton, 1990]. Interestingly, all seven earthquake source models

cited by Heaton [1990] exhibit a distance of the hypocenter from the fault

boundary of only about 10-30% of the total fault dimension, hence favoring
unidirectional propagation. In our simulations, the width of the slipping zone

(i.e., "pulse width") and the rise time of slip are still large compared to the

examples given by Heaton [1990]. However, the largest part of pulse width

and rise time is related to very slow slip velocities, so it might be difficult

for waveform inversions to distinguish our pulse-like ruptures from self-healing
pulses.
The hypocenter position with respect to the fault boundaries is the controlling
factor regarding unidirectional or bidirectional propagation. This is in good

agreement with results obtained by McGuire et al. [2002], who found that uni¬

directional propagation dominates for crustal strike-slip events and who were

able to explain this observation by a model with hypocenters uniformly dis¬

tributed over a fault with fixed size, comparable to our simulation setup.
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Figure 3.7: Snapshots of slip velocity on the fault plane for typical examples of (a) crack¬

like and (b) pulse-like propagation styles. Black stars indicate hypocenters;
white areas are not slipping.

3.4.6 Stress-dependent Size Transition

For all values of the average stress level fQ higher than a threshold value, the

dynamic rupture cannot be stopped by the stress fluctuations and results in

a system-wide event. For lower average stress levels we observe a transition

to smaller event sizes. This is illustrated in Figure 3.8, where the average

stress level was varied by changing the standard deviation of the initial stress

distribution. On average, this transition occurs at average stress levels of 0.3,
as shown in Figure 3.9, in which rupture area is plotted as a function of r0 for

H— 1 and ac — 5 km. For other values of H we obtain similar plots, whereas

for the cases with ac — 33.33 km the transition is less clearly visible, because

the size of the "smaller" events below the transition is still comparable to the

whole fault size. To stop propagating ruptures in our simulations the stress

amplitude variations have to be so large that some areas of the fault have

initial stress below the frictional strength. On real faults such areas can result

from dynamic overshoot of previous events or from aseismic creep. However,
this appears to be plausible only, if these areas constitute a minor fraction of

the total fault area and overshoot is less than about 30 % of the total strength

drop. The threshold value of r0 — 0.3 translates to roughly 20 % of the fault

area being below frictional strength.
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Figure 3.8: Contours of rupture front (black lines) plotted every second, superimposed
on a gray scale map of (to - Td)/(rs — t^) across the fault. In these three

simulations the average stress level fo was varied by using different values for

the standard deviation of the initial stress (std = S, 2.5 and 2MPa in Figures

3.8a, 3.8b, and 3.8c, respectively). All other parameters are the same in these

three examples.

Let us explore how final event size is related to the statistical stress parame¬

ters averaged over a large ensemble of simulations. We start with an analysis
of a mean stress field obtained by averaging over 10,000 random realizations,

aligned at their individual maxima. This mean stress field basically consists of

a single peak, the shape of which depends on the autocorrelation function of

the individual random realizations. The height of the peak is determined by
the standard deviation. The results for this mean field can serve as a reference

for the single realizations. The results are overlain in Figure 3.9 and labeled

as "mean field". They highlight the sharpness of the transition to system-wide
events.

However, not all events seem to follow the trend outlined by the reference field.

A closer look reveals that near the transition additional effects like dynamic

triggering and crack interaction become important. These can lead to complex
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Figure 3.9: Ruptured area for all simulations with H — \ and ac = 5km, plotted versus

average stress level 7^, which was varied by changing the standard deviation of

the initial stress. Rupture area is normalized by fault size. Black triangles rep¬

resent runs where the initial stress is the mean of 10,000 individual realizations,

aligned at their stress maximum. For these averaged stress functions the sharp
transition from small to system-wide ruptures is clearly visible. White circles

indicate predictions for the mean stress fields of a simplified model assuming
circular mode I cracks.

rupture patterns, disconnected slip patches and larger final rupture sizes than

predicted by the mean field analysis.

Furthermore, we evaluate the rupture size predictions of a static crack model,

based on expressions for circular mode I cracks (see Appendix 3.8.2). This

simplified model is an extension of similar 2-D models discussed by Ampuero
et al. [2006], who highlighted the role of the stress heterogeneity amplitude
for the transition from moderate to system-wide events. The results of the

current simplified 3-D model are included in Figure 3.9 (labeled "circular").
The model slightly underpredicts the rupture area below the transition but in

general the transition itself is well captured.

3.5 Implications for Observable Macroscopic

Properties

Previously, we have analyzed the properties of the dynamic rupture process

using quantities that are in general only accessible in numerical simulations.

However, our approach also allows us to calculate earthquake source parame¬

ters that can be inferred from seismic observations. We therefore investigate
these macroscopic source parameters, computed for the large number of dy-
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Figure 3.10: Plot of rupture area versus seismic moment. Note the saturation in the

scaling relation at the fixed size of the fault plane at 15 x 30 km = 450 km2

(dashed line). A few simulations were performed on a larger fault plane (gray

circles). Reference lines are drawn for a scaling of area oc M0' .

namic rupture models and relate them to observations. For the source-scaling

analysis of small and large events, recall that the model constraints on fracture

energy limit the possible range of rupture behaviors and seismic radiation, de¬

creasing in particular the generation and emission of high-frequency energy.

3.5.1 Seismic Moment and Radiated Energy

The events in our simulations span a range of seismic moments of roughly 2.5

orders of magnitude (~ 7xl016-4xl019Nm). Figure 3.10 displays the scaling
of rupture area with seismic moment. Rupture area S here is defined as all

the fault area with slip larger than 1% of the maximum slip. We observe a
2/3

scaling given approximately by S oc M0' , comparable to the constant stress

drop scaling of observed seismicity [e.g., Kanamori and Anderson, 1975; Wells

and Coppersmith, 1994]. At the upper end, the rupture area saturates at the

fixed fault size. For a few simulations the assumption of the fixed fault size

is relaxed. The fault is enlarged by 9km in each direction (i.e., from 15 x 30

to 33 x 48 km in total) and the unbreakable boundaries are replaced by stress

functions slowly decreasing (over 1.5 km) to a negative stress drop value of

10% of the total strength drop. In these cases (gray circles in Figure 3.10) the

MJ scaling persists.

The total energy ET radiated by the rupture process can be calculated
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Figure 3.11: Scaling of radiated energy with seismic moment for all simulations with

ac = 5 km. Reference lines are drawn in gray to highlight the change from

Er oc Mo to ET oc Mq3 when the fixed fault size is reached at around

Mo = 1019 Nm. This change in scaling is partially due to enhanced radi¬

ation, when rupture is stopped abruptly at the fixed fault boundaries.

during our simulations in a straightforward mariner (see Appendix 3.8.3). As

can be seen in Figure 3.11, we find that radiated energy scales approximately

linearly with seismic moment for all events smaller than the whole fault, thus

implying constant apparent stress Aaa (the ratio of radiated energy to seis¬

mic moment, multiplied by the shear-modulus Aaa — fiEr/M0). For events

spanning the entire fault, radiated energy scales roughly as Er <x Mq, which

translates into strongly increasing apparent stress for increasing magnitude.
This is generally not observed in real data, and is an effect of the increased ra¬

diation due to the abrupt stopping at the unbreakable boundaries (see section

3.5.2 for further discussion).

3.5.2 Moment Rate Spectra

From our simulations we can readily extract time histories of the total moment

release rate. Some examples of moment rate functions for different events are

shown in Figure 3.12. We calculate Fourier amplitude spectra of the moment

rate functions which were all zero-padded to 213 — 8192 samples to enhance

frequency resolution. From the spectra we obtain their corner frequency fc
and falloff exponent n using the expression [e.g., Abercrombie, 1995]

«(/) =
fto

i + UlfcT
(3.9)

and solving for the best fitting set of ffo, fc and n. For n = 2 this expression is

the spectral shape proposed by Brune [1970]. Fitting is performed in a least

squares sense on the logarithm values of the spectrum to reduce biasing by the
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Figure 3.12: Typical examples of moment rate functions for one of the smallest and one

of the largest events.

large values at low frequencies. The fitting range was restricted to frequencies
between zero and

/max —
vs 3464 m/s
4Ax 4 x 150 m

5.77 Hz, (3.10)

where Ax is the spatial grid sampling and vs is the shear wave velocity of

the medium. Numerical noise is clearly observed in most cases for frequencies

larger than 9 Hz, so we are confident that the fitting procedure is not biased

by these high-frequency oscillations. Figure 3.13 shows amplitude spectra of

the example moment rate functions from Figure 3.12 plus the corresponding
fitted spectra.
In all cases the plateau value Q0 of the spectrum obtained in the fitting pro¬

cess exactly reproduces the seismic moment M0 computed from the final slip
distribution. The estimated corner frequencies for all events are plotted as a

function of seismic moment in Figure 3.14a. They scale with seismic moment

approximately as fc oc Mq as expected for crack models of rupture. We can¬

not find a systematic deviation from this scaling for the pulse-like ruptures, in

accordance with the interpretation that these events are not self-healing pulses.
An alternative explanation could be, as mentioned above, that the width of

the "pulse" is too large to yield a corner frequency significantly different from

that of a crack-like rupture.

Figure 3.14b displays the results for the spectral falloff exponents. For all

the events spanning the whole fault size, the exponent n is roughly 2-2.5.

For smaller events, however, we find significantly higher exponents, clustering
around n — 3, corresponding to a steeper high-frequency falloff.

As pointed out by Madariaga [1977], high-frequency radiation is dominated

by strong changes in rupture velocity and a lower bound for the spectral falloff
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Figure 3.13: Spectra of moment rate functions for the examples in Figure 3.12. Their best

fitting model spectra are overlain in light gray, along with the corresponding
values of corner frequency and spectral falloff. The vertical dashed line marks

the upper limit of the spectral fitting procedure of roughly 5.8 Hz.
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Figure 3.14: Spectral parameters of moment rate functions for all simulations plotted

against seismic moment: (a) Corner frequencies. They show the expected

scaling with seismic moment of /c oc MJ~
' indicated by the black refer¬

ence scaling line, (b) Spectral falloff. Note that the small events and the

smoother stopping large events with stress tapered at the edges (gray circles)
show falloff exponents n clearly higher than 2.
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exponent is given by n — 2 for sudden jumps in rupture velocity, e.g., instanta¬

neous stopping of a crack occurring simultaneously along its front. Madariaga

[1977] also notes that for abrupt, but not simultaneous stopping, the exponent

n will become higher. In addition, Dahlen [1974] considered a crack model

including self-similar nucleation and smooth stopping for which he derived a

high-frequency asymptotic limit with n — 3.

These findings offer a consistent explanation for the different spectral falloffs

of our simulated ruptures. Nucleation in our model is similar for small and

large events and it is a slow and smooth process, not expected to generate

significant high-frequency radiation. The small events are strongly affected by

our simplistic assumption of constant fracture energy. Their fracture energy is

relatively high compared to the energy available to drive the rupture and the

events are therefore characterized by unusually low average rupture velocities

of roughly 20 % of the shear wave velocity. In addition, they stop early and

smoothly by propagating into regions of the fault with low initial stress. Thus,

overall the small events experience no strong changes in rupture velocity and

little high-frequency radiation is excited. In contrast, the large events accel¬

erate to higher average rupture velocities before they are abruptly stopped

by hitting the unbreakable boundaries, exciting strong stopping phases that

increase the high-frequency radiation.

We have repeated a number of simulations in which the unbreakable boundaries

are replaced by a slowly decaying stress field. These tapered stress fields also

stop the ruptures, but over a broader zone and thus more gently. Compared to

their untapered counterparts, these events show increased spectral exponents

of 2.5-3 (gray circles in Figure 3.14b). This confirms that a large part of the

high-frequency radiation in our dynamic simulations originates from abrupt

stopping of the ruptures at the fault boundaries.

In addition, the larger ruptures might generate radiation by repeated accel¬

eration and deceleration due to the heterogeneity in initial stress. However,

we do not observe systematic changes of the exponent n with the parameters

describing the stress distribution. Probably because most of the ruptures hit

the unbreakable boundaries and the resulting stopping phases mask differences

in radiation during propagation.

Also, the abrupt fluctuations of rupture velocity required for sustained high-

frequency radiation (n — 2) are less efficiently generated by stress heterogeneities
than by heterogeneities of fracture energy, which are not included here. The

reason is that, whereas Gc enters the "crack tip equation of motion" by its local

value, stress drop contributes as a weighted spatial average through the inte¬

gral defining the stress intensity factor. More singular stress distributions than

the ones considered here, such as stress concentrations at the edges of previous

events, might be required to generate high-frequency radiation [Madariaga,
1983].
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3.5.3 Hypocenter Location and Slip Distribution

In general, the distributions of final slip in our simulations reflect the het¬

erogeneity of the initial shear stress. In particular, stress fields with high
Hurst exponent, long correlation length and small standard deviation yield
"smoother" distributions, while "roughness" of slip increases with lower Hurst

exponent, shorter correlation length and larger standard deviation of stress.

All events not reaching the fault boundaries consist of a single slip patch with

the hypocenter located within the region of highest slip (i.e., within the zone

of slip d larger than 2/3 of the maximum slip dmax), often directly coincid¬

ing with the location of <imax. For the larger events the artificially imposed
fault boundaries become important. If ruptures nucleate in the central part

of the fault (more than 5km distance from any boundary), the hypocenters
are still close to the region of highest slip and in more than 95 % of the events

hypocentral slip is larger than 2/3<imax. In contrast, hypocenters located very

close to the boundaries (distance to boundary < 2 km) are in general more

remote from the location of largest slip and only ^7% of these events have

hypocentral slip d>2/3dmax. However, for most of these events hypocentral

slip is still large (88% have 1/3dmax <d< 2/3dmax). So overall the stress load

determined hypocenter positions in our simulations are compatible with the

hypocenter locations in imaged finite source rupture models [Mai et al., 2005],
where it is found that hypocenters are located within or close to regions of

large slip.

3.6 Discussion

Let us investigate how our numerical simulations compare against analytical

predictions and observations of real earthquakes.

3.6.1 Nucleation

In this study we have assumed that linear slip-weakening friction is also the

governing process during quasi-static nucleation. Our results on nucleation

agree well with and extend earlier studies based on the same assumption [e.g.,
Campillo and Ionescu, 1997; Favreau et al., 2002; Uenishi and Rice, 2003;

Ampuero and Vilotte, 2003]. In particular the common length scale of the nu¬

cleation zone (section 3.4.3) and the exponential growth during the nucleation

phase (section 3.4.4) match well the expectation.
Olson and Allen [2005] observed a magnitude dependency of the dominant fre¬

quency measured from the first three seconds of seismograms, which cannot be

explained by our assumed constant W. It may require a power law nonlinear

slip-weakening model [Cochard et al., 2006] or a fault with heterogeneous Dc
where larger events show some tendency to nucleate in regions of longer critical

slip distance (as defined in rate-and-state friction models [Hillers et al, 2006,
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Figure 14]).

3.6.2 Rupture Arrest

We find that the average final sizes of the ruptures are predicted reasonably
well by a simplified model based on fracture mechanical considerations of cir¬

cular mode I cracks (section 3.4.6 and Appendix 3.8.2), constituting a three-

dimensional extension of the 2-D model by Ampuero et al. [2006]. This simpli¬
fied model may serve as a guide in choosing stress parameterizations for future

scenario calculations, e.g., for a given target event size.

3.6.3 Fracture Energy

In our present approach, both strength drop and Dc arc constant and hence

fracture energy (i.e., the energy dissipated at the tip of the rupture) is also

uniform across the fault plane and independent of rupture size. However, sev¬

eral studies have indicated a scale dependence of fracture energy [e.g., Ohnaka,

2003; McGarr et ai, 2004; Mai et ai, 2006]. Though the origin and the details

of this scale dependence are still a subject of ongoing debate, it is clear that

the assumption of homogeneous fracture energy is a strong simplification. We

consider it justified from the viewpoint that an integral aspect of our work

is to explore and demonstrate ways of dealing with stochastic descriptions of

stress in a generic sense and to estimate the first-order response of a complex

system. The simulations presented in this paper should thus be understood as

a starting point for more refined and complex modeling to be guided by and

to be built on the current results.

Several ways of including scale-dependent fracture into numerical simulations

have been suggested: Aochi and Ide [2004] proposed a renormalization ap¬

proach, while Andrews [2005] demonstrated that the scale-dependent nonelas-

tic behavior off the fault plane can be mimicked by simply limiting the slip

velocity in an elastic medium. Other ways to include scale-dependent fracture

energy in our simulations could be a parameterization of Dc depending on

hypocentral distance and/or stress heterogeneity or the use of a slip-weakening
friction law in which strength continues to drop as a small power of slip as sug¬

gested by Abercrombie and Rice [2005].
We expect the following changes to our results for scale dependent fracture en¬

ergy. The rupture velocity and the seismic radiation properties of the smaller

events will better match observational data. Moreover, we expect it to become

easier for ruptures to stop with smaller amplitude variations in initial stress

and fewer areas (or none) of initial stress below r^.

Finally we would like to point out that including systematic scale dependen¬
cies of Gc into the analysis of Appendix 3.8.2 is straightforward. The scale

dependencies discussed in recent literature [e.g., Abercrombie and Rice, 2005;
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Andrews, 2005] would yield a transition in event size similar to the one de¬

scribed above, but at a different average stress level (see Appendix 3.8.2).

3.6.4 Slip Pulses

Heaton [1990] pointed out that in many source inversions of real earthquakes

slip rise times have to be significantly shorter than the overall event duration

to obtain an acceptable fit to the recorded seismograms. As an explanation,
Heaton [1990] proposed a model in which velocity-weakening friction results

in self-healing pulses of slip propagating over the rupture plane. As discussed

in section 3.4.5, despite crack-like rupture propagation modes are prevailing in

our simulations, some of the events show pulse-like features resulting from nu-

cleation close to the fault boundaries. Assuming that because of their limited

resolution, waveform inversions might not be able to distinguish between these

pulse-like ruptures and self-healing pulses, this mechanism could offer an alter¬

native explanation for the short rise times of slip inferred for real earthquakes.

Alternatively, extending our current model with some healing mechanism is ex¬

pected to enhance the generation of rupture pulses, probably with even shorter

rise times.

3.6.5 High-Frequency Radiation

Our results on the spectral falloff underline the importance of the stopping
of earthquake ruptures. Do they just slow down gently, or come to a halt

abruptly? Our simulations document how these different mechanisms lead to

variations in the high-frequency falloff. The spectral falloff with n — 3 of the

smallest simulated events is generally not observed for real earthquakes in this

magnitude range, but is probably a result of the assumed scale independence
of fracture energy. However, this case (fracture energy being large compared
to the strain energy driving the rupture) may in some cases occur at a much

lower magnitude level. Studies on microearthquakes recorded at borehole sta¬

tions do indeed show a certain variability in the spectral falloff exponents.

Abercrombie [1995] states that n = 2 represents a good average, but also notes

that the individual falloff exponents show a significant scatter up to around

n = 3.5. A similar range of values for n was reported by Venkataraman et al.

[2006]. In one area they even found a systematic increase in falloff exponents

with decreasing event size.

3.6.6 Fault Boundary

In general, all our simulated events yield macroscopic rupture properties in a

physically reasonable range. However, the scaling relations of these proper-
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ties are only compatible with observational data for events smaller than the

whole fault size. For the whole fault events the unbreakable fault boundary
has been shown to strongly affect the scaling of area, moment and radiated

energy. Hence replacing this strong discontinuity in strength by a more grad¬
ual change will improve the match of observed scaling relations.

3.6.7 Plausible Stress Characterization

For stress distributions with the lowest standard deviation (std/ (ts — t^) ^

0.1) we always obtain whole fault events with supershear rupture propagation
over much of the fault plane. Such an abundance of supershear propagation is

not observed in real earthquakes, rendering these stress models implausible in

conjunction with the assumption of homogeneous fracture energy. If fracture

energy is heterogeneous, however, a stress distribution with small-amplitude
variations or even homogeneous stress also can produce globally subshear rup¬

tures, as demonstrated by Ide and Aochi [2005]. On the other hand, extremely

high values of the standard deviation (std/ (rs — r^) > 0.4) always lead to the

rupture of a single high-stress patch, not being able to propagate to a neighbor¬

ing patch. These single asperity ruptures generate a single isolated slip patch,
not comparable to many of the imaged slip distributions of large earthquakes.
Our results therefore suggest that (at least in the simplistic case of homoge¬
neous fracture energy) a standard deviation of stress in the intermediate range

is most plausible. As shown in section 3.4.6, the most complex rupture be¬

havior (including dynamic triggering and rupture jumping) is observed close

to the stress-dependent transition in event size.

The stress distributions with correlation length on the order of the total fault

dimension also yield slip distributions with a single high-slip patch only. There¬

fore correlation lengths substantially smaller than the fault size are needed to

generate the complexity in imaged slip distributions with multiple high-slip
patches [e.g., Mai and Beroza, 2002].

3.7 Conclusions

We have investigated the effects of correlated random initial stress on dynamic

earthquake rupture. This work establishes links between statistical properties
of these stress fields, the governing friction law on the fault and macroscopic

rupture properties. Although the details of the actual stress field on a real

fault are not accessible to direct measurement, its statistical properties might
be reasonably well estimated. Our results provide insights into how these sta¬

tistical characterizations of fault stress affect the overall rupture behavior and

seismic observables. In this context, not only the average macroscopic rupture

properties, but also their variability, will be important input to scenario cal¬

culations for improved seismic hazard estimates in the near-fault region.
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3.8 Appendix

3.8.1 Approximation of Tectonic Loading

As noted in section 3.2.2, we approximate tectonic loading and quasi-static
nucleation by an iterative procedure. We start with a heterogeneous stress

distribution t(x,z), where the maximum of the stress distribution has just
reached the static yield level rs of the material. The main task is to find

the critical load At, which is the amount of tectonic stress increase At°°

necessary to bring the fault to the critical stress state at the onset of dynamic
instability. Our method of finding At consists of the following steps:

1. A starting value for At is chosen.

2. The set of grid points is determined for which the original stress t(x, z)
plus the tectonic load exceeds the static yield stress level of the material;
that is, we find all grid coordinates x, z for which t(x, z) + At > rs.

3. Within the set of grid points found in step 2 we search for connected

clusters of points. Two grid points are defined as connected if they are

direct neighbors either in the x or z directions. The largest cluster is

defined as the one containing the most grid points and will be termed

the "triggering patch". At all points belonging to the triggering patch,
shear stress will be set to a small value rtrig above the yield stress to

initiate rupture in the dynamic simulation. The value of rtng should be

sufficiently small to still be in accord with the notion of nucleation origi¬
nating from quasi-statically growing slipping zones. On the other hand it

does not have to be smaller than daily variations of stress superimposed
on the tectonic load, where Coulomb stresses from Earth tides can be of

the order of a few kPa [Cochran et al, 2004]. Still, the choice of rtng is

somewhat arbitrary and we have experimented with different values be¬

tween 0.1 and lOkPa. Since results only varied slightly, we have chosen

Ttrig — lOkPa for all the results presented in this paper.

4. To avoid simultaneous triggering at multiple locations, stress is set to

a small value rredUce below yield stress at all remaining points found in

step 2 which do not belong to the triggering patch. Since preslip at

those points is expected to be small, stress should not have dropped very

much at those points and we use a value of reduce — lOkPa for all our

simulations. However, we do not expect a strong influence for variations

of this value.

5. We carry out a dynamic simulation with the resulting shear stress. To

save computation time, the simulation is restricted to a small subsection



62 3 Dynamic Rupture with Stochastic Fault Stress

(9 km x 9 km) of the fault surrounding the triggering patch and to ~5 s

simulated time. After this duration, in all our simulations either slip
has stopped completely on the whole fault or a slip velocity threshold of

0.001 m/s has been exceeded, indicating continued rupture expansion.

6. If slip velocity during this simulation has not reached the threshold value

of 0.001 m/s, we start over at step 1 with an increased value of Ar00. If

the slip velocity threshold has been exceeded, we start over at step 1

with a decreased value of At00.

Employing this procedure iteratively, we finally obtain the smallest load that

still loads to sustained rupture, i.e., an approximated value of the critical load

Arc°°. Using this critical load, we go through steps 2- 4 of the above procedure
to obtain the critical state of the stress field. This stress distribution is used

as the initial stress tq(x, z) in the dynamic rupture computation on the entire

fault. Rupture in this whole fault dynamic simulation is triggered by the small

increment Ttrig above yield stress inside the triggering patch.
We test the scheme described above, first for one of the 3-D cases treated

analytically by Uenishi and Rice [2004]. The stress function is pure shear in

the in-plane direction (x) and is given by

~{x,z)
1

x2 +
( 1 N)' z2

2 U —

V// (3.11)

According to Uenishi and Rice [2004], for homogeneous loading of this stress

function, the slipping patch always has an elliptical shape with constant aspect
ratio. For v — 0.25 they provide the following approximate values of the critical

elliptical radii ac and be:

2ae « 2.598-^, (3.12)
W

2 6e « 1-951^,
Applying our loading procedure (with grid spacing Ax —150 m and trigger¬
ing stress Ttrig — lOkPa) to this stress function, we compare the obtained

results with the theoretical prediction, as shown in Figure 3.15. The size of

the triggering patch is smaller than predicted (elliptical radii of approximately
0.8 ae and 0.8 6e), whereas the critical load Arc°° is overestimated by a factor of

about 2. This is due to the fact that our approximation neglects the effect of

quasi-static preslip. Stress starts to decrease at the location of this quasi-static

preslip, but at the same time stress is increased in the surrounding regions,

effectively leading to earlier nucleation (i.e., with less loading necessary). If

successively smaller increments rtrig inside the triggering patch are used, its

size tends asymptotically toward the theoretical prediction, but the overesti-

mation of the critical load is increased. So in choosing the triggering stress

Ttrig there is a trade-off between the errors of the approximation of nucleation
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Figure 3.15: (top) Triggering patch (black) obtained through the approximative loading
procedure for the stress function of equation (3.11) compared to the theo¬

retical prediction (dark gray ellipse) for a grid spacing of 150 m. (bottom)
Stress profiles along the in-plane direction. Shown are the initial stress (light
gray), the correct critical stress state including the drop of stress in the center

due to quasi-static preslip (dark gray) and the approximation of the critical

stress state (black). Dotted lines indicate theoretical 3-D nucleation length.
Horizontal dashed line indicates yield strength.
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size and critical load.

As mentioned in section 3.2.2 we have developed an improved algorithm

(to be presented in a forthcoming paper) to compute the critical load. This

enabled us to perform a similar comparison also for the heterogeneous stress

distributions, where no analytical solution is available. We find that the critical

load is overestimated by our approximation procedure by factors ranging from

1.4 to 1.8 with an average of 1.6. This affects the ratio between stress standard

deviation std and average stress level tq and therefore the values in Figure 3.4

are slightly shifted upward with respect to their true value. However, the

scaling relation of the critical load given by equation (3.5) remains valid, as

do the general results obtained in this paper.

3.8.2 Analysis of the Transition to Runaway Ruptures

We propose here a mechanical interpretation of the transition from small to

fault-wide earthquake sizes illustrated in Figures 3.8 and 3.9. This explanation
is based on fracture mechanics concepts and is largely inspired by the work of

Dyskin [1999]. It extends the discussion presented by Ampuero et al. [2006] to

3-D cases. A number of approximations are made that are ultimately tested

by comparison to the average properties of our dynamic simulations (Figure
3.9). The evolution of a slip-weakening crack with a relatively small process

zone can be fairly well described by the Griffith criterion and small-scale-

yielding fracture mechanics. Upon arrest, the dynamic stress intensity factor

K shows damped oscillations around its static value, generated by multiple
wave diffractions along the rupture front. In a rough approximation, the final

earthquake size is given by the following arrest criterion (e.g., in the mode II

direction) :

^Y^K02 = GC (3.13)

where Kq is the static stress intensity factor and fracture energy is given by
Gc — (ts — Td) Dc/2. Realistic rupture fronts have complicated geometry,
but for the sake of mathematical tractability we employ the expression of K0
for circular mode I cracks. This approximation is justified by our interest in

statistically averaged properties arising from isotropic stress drop distributions,
and by considering the anisotropy of the shear modes as a second-order effect.

For a crack of radius a and a heterogeneous stress drop Ar, it is given in

cylindrical coordinates (r, 6) by Lai et al. [2002], after Fabrikant [1989], as

*„(.,,).
» fr .^t'^.^» (a«,

ny/ira J0 J0 a,2 + r2 — 2ar cos(0 — <p)

Clearly, Kq fluctuates along the crack rim, but we will assume that the arrest

condition can be applied to the average stress intensity factor

1 f2*
^o(o) = — J K{9)d6, (3.15)
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which can be simplified to:

K0(a) = -±= rr^d=rdrd<t>. (3.16)
Ti"V7 Jo Jo Va2 - r1

To estimate the average event-size we first compute K0(a) by numerical inte¬

gration of equation (3.16) with an ensemble-averaged Ar(p, 9) obtained by av¬

eraging 10,000 realizations of the stress field aligned on their nucleation point

(or, approximately, on their maxima). We then apply the arrest criterion

(3.13) to estimate the final radius a. Figure 3.9 shows a satisfactory compar¬

ison between this approach (open circles), the dynamic simulations based on

the ensemble-averaged stress (black triangles) and the average trends of the

dynamic simulations based on individual realizations of the stress field. In

the remainder of this appendix we quantify analytically the conditions for the

earthquake size transition.

A crack that has grown considerably larger than the correlation length of the

heterogeneous stress field can be modeled by a crack subjected to uniform

loading by the average stress drop (Ar) plus a pair of concentrated forces

F representing the excess of stress drop in the nucleation area. We can ob¬

tain F numerically from our ensemble-averaged stress field (average of 10,000

realizations, aligned at maxima) as

^//(Al (Ar))dS. (3.17)

Alternatively, if we assume ac 3> av, the shape of the mean stress field can be

approximated by the autocorrelation function of stress C, normalized by std2,
and we can write:

F = (At(0)-(At)) f[c(x,z)dS, (3.18)

where Ar(0) is the stress drop at the hypocenter. Defining the integral above

as c(H) ac2, with c(H) being dimensionless, and again using ac ^> av to assume

Ar(0) ~ ts — T(i, we can write

F = (rs - Td - (At)) c(H) ac2. (3.19)

For the circular mode I crack with radius a the average stress intensity factor

resulting from F and (At) is:

% = (^+2<AT>^ (3'20)

The two terms in (3.20) have competing contributions, the first decreases

whereas the second increases as a function of a. We find that K0 reaches

a minimum

K—s{W$Y' <321)
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at the radius

ßmin —
3F

2TT (At)'

For a stable equilibrium crack to exist we need

Amin < Kc = y/2fMGc/(l-u),

which yields the following condition:

F(Arf<^tKrA^0AlKr4

(3.22)

(3.23)

(3.24)
\3

211
K*

Combining with (3.19) the condition above can be written in terms of (At) as

(rs-r,-(Ar))(Ar)3<
(3tt)3 Kc

(3.25)
211 c(H)ac2'

When (3.25) is violated the fault tends to generate runaway ruptures. Intro¬

ducing the nucleation half length of an in-plane rupture

1.158 ß Dc
au —

l-VT. Td

it can then be shown that the critical (Ar)c and am;n are given by

(At), sa (rs - rd)
(3 tt)3

-,1/3

and

7T

291.1582 c(H)ac2

1.158 c(H)2ac

(3.26)

(3.27)

(3.28)

respectively. Considering the amount of simplifying assumptions involved in

the derivations above, these estimates are in fair agreement with the results of

our dynamic simulations.

If fracture energy scales with crack size as Gc ~ G® + ja, it can be shown, by
similar arguments to those above, that a sharp transition to runaway rupture
exists at average stresses of order ^J(tt/ry)/^(2(1 — u)), which can be higher
than in the constant Gc case.

3.8.3 Estimation of Radiated Energy

As shown by Kostrov [1974] and recently summarized by Rivera and Kanamori

[2005], the radiated energy ET can be expressed through surface integrals over

the fault plane:

Er = \j K -tJ) ^UiVjdS - J 2leSdS

- dt (Tij - T°.) Aùi V,

Jto JE(t)

dS. (3.29)
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Here, S is the fault plane and £(£) is the ruptured fault surface at time t up to

the trailing edge of the process zone. The unit normal vector to the fault plane
is Uj. Initial and final stress states are denoted by r?- and r^-, respectively; and

Au and Au are slip and slip velocity. The effective fracture energy is 7eff and

to and t\ are times before and after the earthquake.
Since the slip velocity Ail is zero outside the currently rupturing zone £(£),
we can evaluate the last integral over the whole fault plane. By doing this, we

also include the process zone and thus the second term in equation (3.29). So

what we are actually evaluating is the following equation:

Er=1-^(r!j-T^j)AuiujdS
- J dt J (rtj - rg) Aik i/t dS. (3.30)

Jto v/e

This form is more convenient for numerical evaluation than the one proposed

by Favreau and Archuleta [2003], which is obtained from 3.30 by integration

by parts of the second term. Because we are only simulating pure strike-slip

events, we further neglect the down dip slip components. We therefore obtain

the following simplified expression for ET, which can be conveniently evaluated

numerically from the quantities available during our simulations:

Er = \ ff (r1 -t°) AuUxdz (3.31)

- dt (r - t°) Au dx dz.

Jt JJx,z
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Abstract

This study investigates the near-field ground motion resulting from dynamic
rupture models with heterogeneity in the initial shear stress parameterized in

a stochastic manner. The ground velocity seismograms are synthesized by con¬

volving the time histories of slip velocity obtained from spontaneous dynamic

rupture models with Green's functions of the medium response calculated with

a discrete wavenumber / finite element method. Peak ground velocity (PGV)
estimated on the synthetics generally matches well with an empirically derived

attenuation relation, whereas spectral acceleration (SA) only shows an accept¬
able match at periods longer than 1 s. Usage of the geometric mean to average

the two orthogonal components leads to a systematic bias for the synthetics,
in particular at the stations closest to the fault. This bias is avoided by using
measures of ground motion that are independent of the sensor orientation.

The contribution from stress heterogeneity to the overall ground motion vari¬

ability is found to be strongest close to the fault and in the backward direc¬

tivity region of unilaterally propagating ruptures. In general, the intra-cvent

variability originating from the radiation pattern and the effect of directivity
is on the same order or larger than the inter-event variability. The inter-

event ground-motion variability itself originates to a large extent from the

hypocenter-station configuration and to a lesser extent from the differences in

the dynamic rupture process due to the stress heterogeneity.
Compared to the peak ground motion recorded during the 2004 Parkfield,
California earthquake our simulated seismograms show enhanced spatial cor¬

relation which may be attributed to the simplicity of the assumed crustal

model. Nevertheless, the intra-event PGV variability in the near-fault region
determined for the Parkfield dataset is of the same order of magnitude as for

our simulations.

4.1 Introduction

Recent, well instrumented earthquakes generated a large number of ground
motion recordings from sites close to the active fault (e.g., 1999 Chi-Chi, Tai¬

wan, 2000 Tottori, Japan and 2004 Parkfield, California). In these datasets,
the observed variability of ground motion intensity measures such as peak
ground acceleration (PGA) or peak ground velocity (PGV) in the near-field

is large [e.g., Shakal et al, 2006]. This variability potentially originates from

differences in the local site conditions close to the recording stations, from

varying path effects such as focusing or scattering of the seismic waves and

finally from properties of the seismic source itself. This contribution of earth¬

quake source complexity to the ground-motion variability is generally thought
to be significant, especially in the region of less than one or two fault lengths
distance.

Early studies on near-source ground motion employed simple theoretical and
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numerical models to understand its first order characteristics [e.g., Aki, 1968;

Haskell, 1969; Archuleta and Frazier, 1978]. With increasing computational

power and larger number of recordings available, many studies have inverted

observed data to construct models of the source process (For a collection of

inverted source models see Mai [2004]). These models are kinematic, i. e. they
provide a spatio-temporal distribution of the displacements taking place on

an earthquake fault that is compatible with the observed ground motion, but

not necessarily obeys the physical principles of rock fracturing. In contrast,

dynamic models attempt to simulate the physical rupture process and the

frictional sliding of the rock interfaces past each other. They are typically con¬

trolled by initial conditions and a constitutive law relating displacements and

stresses on the fault plane. They have been successfully used to model ground
motion of recent earthquakes [e.g., Olsen et al, 1997; Peyrat and Olsen, 2004].
Each of these source inversions, kinematic or dynamic, provides an image of

the rupture process of one particular past event.

To estimate seismic hazard in a given region it is required to anticipate the

ground motion due to a future earthquake. To this end, scenario simulations

have been performed [e.g., Graves, 1998; Graves and Pitarka, 2004; Olsen

et al, 2006] to evaluate ground shaking for specific regions. Only a few studies

systematically investigated the influence of different source parameters on the

resulting near-source ground motion [e.g., Inoue and Miyatake, 1998; Aagaard
et al, 2001, 2004] and even less attempt to quantify the uncertainty in the

employed source parameters and the associated variability in ground motion.

One way to account for the uncertainty in the initial conditions is to parame¬

terize one or more input variables in a stochastic sense [e.g., Oglesby and Day,

2002], perform an ensemble of statistically similar simulations and evaluate

the average prediction and its variability. This approach is expected to play
an increasingly important role, in particular due to the advance in computing
capabilities [e.g., Olsen et al, 2006].
Recent studies by Ampuero et al [2006] and Ripperger et al. [2007] explored the

stochastic parameterization of initial shear stress for simulations of dynamic

earthquake rupture. These papers mainly investigated the modeled rupture

process on the fault plane, but since the approach ultimately aims at improv¬

ing seismic hazard assessment, it is mandatory to verify the ground motions

predicted by these simulations against observations.

Rather than trying to model particular seismograms of an individual event,
we are interested in the general characteristics of the ground motion, e.g., its

peak amplitude and the spatial distribution and variability of these parame¬

ters. For observed ground motion large datasets of these general characteristics

have been distilled into empirical attenuation relations. These are essentially
equations describing how a measured quantity like peak ground velocity is ex¬

pected to vary with magnitude of an event and observer distance. Often these

equations also contain several additional factors to account for different fault¬

ing mechanism and local site response. In the present study we investigate
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how the ground motion intensities of the synthetic seismograms for a subset of

the dynamic rupture simulations described in Ripperger et al. [2007] compare

with recent empirical attenuation relations. An example for such a comparison
is provided by Aochi and Douglas [2006], who performed a similar analysis for

dynamic rupture models with homogeneous initial stress.

Our study is laid out as follows: In the next section we briefly summarize the

approach and the main results of Ripperger et al. [2007] and describe the selec¬

tion of the dynamic rupture simulations. The following part describes the setup
of the study and the techniques used to compute the synthetic seismograms.
The fourth and main part of the paper is concerned with the estimation of

ground motion characteristics of engineering interest from these synthetic seis¬

mograms and their comparison with empirically derived attenuation relations.

In the fifth part we finally investigate how the variability in peak ground mo¬

tion compares with that of a real event, using the large strong-motion dataset

available for the 2004 Parkfield, California earthquake.

4.2 Dynamic Earthquake Rupture Simulations

The study of Ripperger et al [2007] focused on exploring statistical descrip¬
tions of the initial stress heterogeneity on a fault and understanding how the

stochastic stress parameters control the rupture behavior. Shear stress r0(x, z)
on the fault plane was modeled as a random field with a normal distribution of

values and a given standard deviation. The wave-number spectra of the stress

distributions were constrained to follow a power-law decay at high wave num¬

bers, similar to the parameterization in the stochastic fault model of Andrews

[1980]. Based on the spectral characterization of fault slip in kinematic source

models [Mai and Beroza, 2002] the wave-number spectra were set to a constant

level below a given corner wave number associated with the autocorrelation

length ac of the stress field. The Hurst parameter H controlling the fall-off at

high wave numbers was systematically varied, as well as the correlation length
ac and the standard deviation std of stress.

Apart from the shear stress, the model setup was chosen rather simple. Fric¬

tion on the fault is governed by a linear slip-weakening constitutive relation,
where the yield strength ts, frictional sliding strength rd as well as the crit¬

ical slip-weakening distance Dc are uniform. Thus also the fracture energy

Gc — 1/2 Dc(ts — Td) is uniform. The fault itself is planar and is embedded

in a homogeneous elastic full space. This setup is well suited to be treated

numerically by a boundary integral method. The simulations were performed

using the code MDSBI developed by Dunham [2005] using the methodology of

Geubelle and Rice [1995]. The detailed model parameters are listed in Table

4.1.

The standard deviation std of the stress field was found to exert the strongest
influence on the overall characteristics of the rupture because it mainly controls

the average level of stress r0 at the beginning of the rupture. The dimension-
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Parameter Symbol Value

Density P 2800 kg/m3
P-wave velocity vp 6000 m/s
S-wave velocity vs 3464 m/s
Critical slip-weakening distance Dc 0.2 m

Yield strength rs 24MPa

Frictional sliding strength Td 15MPa

Grid spacing Ax 150 m

Time sampling At 0.013s

Fault dimensions 15x30 km

Table 4.1: Model parameters of all dynamic rupture simulations of Ripperger et al. [2007]
studied in this paper.

less T0 is defined as f0 — ((t0 — rd) / (rs — Td)}, where angle brackets denote

averaging across the fault plane. A threshold in the average stress level was

identified, above which ruptures tend to become unstoppable by the stress

heterogeneity itself.

For the computation of ground motion we selected a subset of the large col¬

lection of dynamic rupture simulations of Ripperger et al [2007]. First of all,
we restrict the analysis to a range of seismic moment Mw — 6.7-6.9, where

the chosen value of the fracture energy is appropriate. Secondly, only events

are considered which do not exhibit wide-spread super-shear rupture velocity.
This was achieved by excluding events with average rupture velocity above 0.8

times the shear-wave velocity. In total these criteria yielded 61 events out of

a suite of more than 400 simulated ruptures. Their final slip distributions and

rupture front contours are displayed in Figure 4.1 and their average macro¬

scopic rupture properties are summarized in Table 4.2 for each set of stress

field parameters H, ac and std. The properties of the selected dynamic events

arc consistent with empirically derived macroscopic source scaling laws [e.g.,
Wells and Coppersmith, 1994]. While this is also true for the ratio Er/M0
of radiated energy to seismic moment, we note that Er/M0^i l-4xl0~5 as

obtained for our simulations is in the lower range of values estimated for sim¬

ilar sized real earthquakes [e.g., Kanamori and Brodsky, 2004]. This likely
indicates that real events can exhibit large-scale fluctuations in their rupture

propagation velocity that are more pronounced than the variations present in

our dynamic simulations (Figure 4.1).
All selected rupture models have the same correlation length ac — 5 km of the

stress field. Due to the differences in the Hurst exponent H the initial stress

fields have different contents of high-wavenumber variability. However, as

noted by Ripperger et al. [2007], this does not strongly influence the over¬

all rupture behavior, which is mainly determined by the average stress level
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Figure 4.1: Final &hp distributions of all runs and contours of the rupture front every
second
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H ac std r0 Mw Area No. N

[km] [MPa] [km2]

61 events with variable hypocenters:
0.0 5.0 3.0 0.54 6.87 450 1-9 9

0.5 5.0 2.0 0.53 6.87 450 10-15 6

0.5 5.0 3.0 0.48 6.83 450 16-35 20

1.0 5.0 2.0 0.44 6.81 450 36-45 10

1.0 5.0 3.0 0.38 6.76 447 46-61 16

30 events with fixed hypocenter:

0.5 5.0 2.0 0.45 6.80 450 Fig. 4.2 30

Table 4.2: Stress field parameters and averaged macroscopic properties of the dynamic

rupture simulations selected from Ripperger et al. [2007] and the 30 new ones

from this study. "No." refers to the event numbers in Figure 4.1 and N gives
the total number of selected simulations with the given parameter set H, ac

and std,

7q. With average stress levels of r0 —0.35-0.60 all selected events are located

above the size transition discussed in Ripperger et al. [2007], i. e. their final size

is mainly determined by the fault extensions as reflected in the very similar

rupture area. The differences in the average stress level result in differences in

the amount of slip on the fault and therefore in the moment magnitudes Mw-
The above mentionend selection criteria ensure that these variations in the

macroscopic rupture properties remain within certain limits that allow all the

selected models to bo reasonably well considered as realizations of the same

earthquake. Furthermore, in the comparison to empirical attenuation relations

in the main part of this study, we will mainly analyze the residuals, i. e. the

differences between each model and the corresponding empirical estimate for

its particular moment magnitude. Since this effectively evens out the differ¬

ences of average stress level, the main differences between the models is their

hypocenter location and the relative distribution of the high- and low stress

patches.
The hypocenter-station configuration is expected to be responsible for a

significant part of the ground motion variability [e.g., Aagaard et al., 2001],
Therefore, in addition to the simulations selected from Ripperger et al. [2007],
we performed 30 new simulations in which the initial stress field was shifted

to make the hypocenters coincide at the same point at z —15 km and x — -

10km (Figure 4.2). Hence the ground-motion variability of these 30 rupture

models originates solely from the different random phases of their initial stress

fields, which will allow us to separately study this source of variability. The

30 new simulations were performed for only one set of stress field parameters

(H — 0.5, ac — 5 km and std — 2 MPa) with their average macroscopic source

properties listed in Table 4.2. They differ from the previous simulations in the
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Figure 4.2: Initial stress distributions and resulting final slip distributions of 10 examples
out of the 30 runs with hypocenter fixed at x = —10 km, z = 15 km. Overlain

on the slip distributions are the contours of the rupture front every second.

The lowermost panels show slip-velocity functions at the center of the fault.
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way the static stress loading and nucleation is computed. In contrast to the

approximate nucleation scheme employed in Ripperger et al. [2007] the new

procedure [Ampuero and Vilotte, 2007] includes the effect of quasi-static pre-

slip inside the nucleation zone. However, the differences during the nucleation

phase are not expected to significantly alter the results in terms of the peak

ground motions.

4.3 Computation of Synthetic Ground Motion

During the simulations of dynamic rupture propagation described above the

time histories of slip-velocity have been stored for each grid point of the fault.

These slip-velocity traces are then convolved with Green's functions of the

medium response for a desired fault-receiver geometry to obtain synthetic seis-

mograms of ground velocity.

4.3.1 Fault and Receiver Geometry

Our synthetic ruptures are assumed to be strike-slip events taking place on a

vertical fault plane. Since the dynamic rupture simulations were performed for

a homogeneous full space, we place the top of the fault at a depth of 5 km. For

more shallow faulting the influence of the free surface on the dynamic propa¬

gation might become significant, but for depths larger than 5 km this effect is

thought to be negligible.

Seismograms were computed for a set of 50 hypothetical stations surround¬

ing the fault at various azimuths and distances. The particular receiver con¬

figuration was chosen to sample the distance range between 1 and 60 km in

terms of the closest distance to the surface projection of the fault (commonly
denoted as "Joyner-Boore distance" r^) with approximately equal azimuthal

coverage. Within the fault extensions we positioned receivers along lines run¬

ning parallel to the fault at various distances. In addition, beyond the ends of

the fault receiver profiles extend radially outward with azimuths of 0°, 30° and

60°. The receiver locations are specified in Table 4.3 and illustrated in Figure
4.3. Note that the empirical attenuation relations we compare our results

against are provided as functions of distance to the rupture plane rrup and

distance to the seismogenic part of the rupture plane rseiS- With our chosen

setup, these two distance metrices are identical and can be simply expressed
as

rrup = rseis = \Jrjb2 + (5 km)2. (4.1)

Since largo earthquakes are more likely to nucleate in the deeper part of

the seismogenic zone [e.g., Mai et al, 2005], we only allow hypocenters to be

located in the lower half of the fault plane, i.e. between 12.5km and 20km
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rjb sa 1km Vjf, Pa 3 km Tjb*S 10 km rjbœ 30 km rib~ 60 km

X y X y X y X y X y

16.0 0.3 18.0 0.3 25.0 0.3 45.0 0.3 75.0 0.3

15.9 0.5 17.6 1.5 23.5 5.0 41.0 15.0 67.0 30.0

15.5 0.9 16.5 2.6 20.0 8.5 30.0 26.0 45.0 52.0

15.0 1.0 15.0 3.0 15.0 10.0 15.0 30.0 15.0 60.0

7.5 1.0 7.5 3.0 7.5 10.0

0.0 1.0 0.0 3.0 0.0 10.0 0.0 30.0

-7.5 1.0 -7.5 3.0 -7.5 10.0

-15.0 1.0 -15.0 3.0 -15.0 10.0 -15.0 30.0 -15.0 60.0

-15.5 0.9 -16.5 2.6 -20.0 8.5 -30.0 26.0 -45.0 52.0

-15.9 0.5 -17.6 1.5 -23.5 5.0 -41.0 15.0 -67.0 30.0

-16.0 0.3 -18.0 0.3 -25.0 0.3 -45.0 0.3 -75.0 0.3

Table 4.3: Coordinates of receiver locations (in km) at which ground motions are com¬

puted, sorted by the closest distance to surface projection of fault plane, com¬

monly known as Joyner-Boore distance r^. Also see Figure 4.3 for a map of

the receivers.
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depth. For all events that originally had shallower hypocenters, we flipped the

whole event upside down, which is possible because the dynamic rupture sim¬

ulation was performed for a full space. The obtained hypocenter distribution

is illustrated in fault-plane view in Figure 4.4.

As mentioned above, to single out the ground motion variability due to the

initial stress heterogeneity only, we computed 30 additional models, where the

hypocenter was fixed at z — 15 km and x —-10 km, which makes the ruptures

propagate primarily unilateral.

4.3.2 Green's Functions

To calculate the Green's functions we utilize the discrete wavenumbcr / finite

element method (DWFE) by Olson et al. [1984] as implemented in the COMP-

SYN package by Spudich and Xu [2003]. The codes in this package make use of

the reciprocity theorem and provide the Green's functions in form of tractions

on a fault plane resulting from a delta pulse at the receiver location. These

tractions rxx, Txy and txz are specified in the frequency domain and on an

irregular spatial grid that varies for different frequencies. We therefore inter¬

polate the traction values on a rectangular grid and subsequently perform the

inverse Fourier transform to retrieve traction time histories at the same points
of the fault, where the slip-velocity traces are available from the dynamic sim¬

ulations.

The three components of ground velocity vx, vy, vz at each receiver site are

obtained by convolving the slip velocity signal Aù(t) with the corresponding
traction time history at each point (i,j) of the fault and finally summing the
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contribution of all grid points:

ij

vv(t) = 5^Aii(M,,7')* WM,J) (4-2)
ij

V^) = J^Aù(M,.7)*Tx*(M>i)
ij

The COMPSYN package allows for computing Green's functions for an arbi¬

trary ID velocity-density structure. However, we restrict the comparison to

the simplest case of a homogeneous half-space. The Green's functions are de¬

signed to be accurate up to a frequency of 4 Hz. The time series are computed
for a maximum duration of 45 s with a time sampling of 0.0216 s. The convo¬

lution of slip velocity and traction time series is performed utilizing the Fast

Fourier Transform.

One disadvantage of the COMPSYN package is that the Green's functions arc

computed assuming a fully clastic medium, therefore not including any kind of

inelastic attenuation. One way to approximately account for attenuation is to

subsequently filter the seismograms with a so called ^-operator [Futterman,
1962], which is dependent on travel time and the Q-value of the medium. We

have performed this filtering for a number of Q values, taking r^/vs as a proxy

for the direct shear-wave travel time. We will show some results in the section

on PGV, but where not explicitly noted otherwise the results presented in this

paper are obtained without this filtering.

4.4 Ground Motion Characteristics

For seismic hazard assessment and engineering purposes many different at¬

tributes of ground motion records have been measured to express their intensity
and damage potential. The most commonly used are peak ground acceleration

(PGA) and spectral acceleration (SA) at different periods. But recently the de¬

structive potential of velocity pulses has been acknowledged more widely [e.g.,
Wold et al, 1999; Boatwright et al, 2001] and peak ground velocity (PGV) has

received increased attention. For all these measures of ground motion intensity
large datasets have been compiled from recorded seismograms and researchers

derived empirical attenuation relations that essentially describe the decay of

shaking level with distance from the earthquake source.

In the following sections we will present examples of our synthetic waveforms

and compare the measures of ground-motion intensity and their variability to

recent empirical attenuation relations.
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Figure 4.5: Map of horizontal PGV values (GMRotD50) for a single bilateral event (No. 10

in Figure 4.1), along with seismograms of the receiver ring at rjf, « 60km.

4.4.1 Example Waveforms

Two typical examples of simulations and their associated synthetic velocity

seismograms are presented in Figures 4.5 and 4.6. Figure 4.5 shows a bi¬

lateral event (No. 10 in Figure 4.1) starting approximately at the center of

the fault. Accordingly, the seismograms in both rupture propagation direc¬

tions are very similar in shape and amplitude. The fault-parallel component
is largest at the receivers located in the direction perpendicular to the fault

while the fault-normal component exhibits the largest amplitudes at stations

in both directions along the fault strike. Both features are expected from the

S-wave radiation pattern of a double-couple source [e.g., Aki and Richards,

2002, p. 81].
The predominantly unilateral rupture propagation of event no. 12 is illustrated

in Figure 4.6. The signature of the unilateral propagation [e.g., Somerville

et al, 1997] can clearly be seen in the seismograms. A strong velocity pulse is

visible in the fault normal component in the forward directivity direction, its

amplitude exceeding that of the bilateral case. No such pulse is apparent in

the backward directivity direction, where the amplitudes are generally lower

than in the bilateral case.
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4.4.2 Peak Ground Velocity

Peak ground velocity (PGV) is the most preferable measure to estimate on

our synthetic seismograms, because it is sensitive to the frequency range that

is covered by the rupture simulations. In contrast, peak ground acceleration

(PGA) in real data is typically associated with higher frequencies that are

not accurately resolved in the synthetics which are limited to a maximum fre¬

quency of 4 Hz.

We compare our results to the attenuation relations for PGV derived by Camp¬
bell [1997, 2000, 2001]). These relations give PGV as a function of distance of

the receiver to the seismogcnic rupture plane rseig, which wc simply take as the

distance to the top of the fault plane at 5 km. Furthermore the relations are

parameterized in terms of moment magnitude M\y, style of faulting and local

site geology. For a first comparison we set Mw — 6.8 and set the appropriate
factors for pure strike-slip faulting and a "hard rock" site condition, since this

site class comes closest to our assumed homogeneous half-space.
One issue that deserves careful consideration for the comparison of horizontal

PGV is the way the two horizontal components of ground velocity arc treated.

This is illustrated in Figure 4.7. Separate PGV estimates of the fault-parallel
and fault-normal component are presented in panels (a) and (b) of Figure 4.7.

The fault-parallel component shows a large variability, mainly resulting from

the receivers in approximately nodal positions of the radiation pattern, i. e.
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Figure 4.7: Comparison of PGV values of all 61 events of Fig 4 1 with empirical atten¬

uation relation The individual PGV values are plotted in gray, their mean

and standard deviation are indicated by the black circles and "+" signs, re¬

spectively Solid and dashed lines display the attenuation relation of Campbell

[1997] and its one sigma bounds for a M\y =68 event on a hard rock site (a)
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both horizontal PGV values (d) PGV values of vector sum of the two hori¬

zontal components (e) Rotation independent geometric mean of PGV values

as defined by Boore et al [2006] (f ) Same as (e) with Qs = 100
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close to the continuation of the fault trace along strike. For his regression

analysis Campbell [1997] used the geometric mean of the separately derived

PGV values as depicted in Figure 4.7c. At larger distances, the average PGV

values agree very well with the empirical attenuation curve. At the shortest

distance the average PGV value seems to decrease. This feature is only an

effect of the orientation of the two components of the receiver. It vanishes for

other estimates of horizontal PGV that are independent of receiver orientation

such as the maximum amplitude max(y/vx2 + vy2) displayed in Figure 4.7d.

This is a physically more reasonable measure, since it represents a peak in

horizontal velocity occurring at a single point in time. In contrast, the geo¬

metric mean of the two PGV components can originate from two separate wave

arrivals in the two components at different times and is generally strongly de¬

pendent on the particular receiver orientation. Since the maximum amplitude
as defined above is always equal to or larger than the geometric mean of the

separate PGV estimates, the obtained average PGV values are well above the

empirical relation.

Very recently the issue of sensor orientation has also been addressed by Boore

et al. [2006] and the authors propose the orientation-independent measure GM-

rotD50. It comprises a rotation of the two orthogonal components from 1° to

90° in 1° steps and an evaluation of the geometric mean for each pair of ro¬

tated times series. The final measure is the median value of all 90 values of the

geometric mean. The resulting PGV values are depicted in Figure 4.7e. An

empirical attenuation relation of this measure is not yet available, but Beyer
and Bommer [2006] investigated the relationship between GMrotD50 and em¬

pirical attenuation curves based on the geometric mean definition, finding only
minor differences. Thus GMRotD50 constitutes a better measure than the ge¬

ometric mean to compare the empirical data (with typically random sensor

orientation) and our simulations (with components oriented exactly parallel
and normal to the fault plane) and will be used throughout the remainder of

the paper.

A difference observable in Figure 4.7e is the lower fall-off rate with distance

of our PGV estimates compared to the empirical relation, which is potentially
caused by the omission of inelastic attenuation. The effect of applying the at¬

tenuation correction via the i*-operator [Futterman, 1962] is shown in Figures
4.7d for Q — 100. For assumed values of Q = 200 or larger (not shown), appro¬

priate for average crustal rocks, the difference compared to the purely elastic

case is very small. A slight reduction of PGV values is observed for Q —100,
where the fall-off with distance of our synthetic PGV values is comparable
with the empirical attenuation relation and the mean PGV value is within the

1-sigma bounds of the empirical attenuation relation.



4.4 Ground Motion Characteristics 85

PGV

rjb [km] fj,r uT ae aa

61 events variable hypocenters:
1 0.12 0.62 0.60 0.44

10 0.10 0.54 0.50 0.41

30 0.43 0.55 0.48 0.48

60 0.74 0.60 0.51 0.54

30 events fixed hypocenter:
1 -0.08 0.81 0.48 0.74

10 -0.03 0.67 0.31 0.65

30 0.30 0.72 0.24 0.74

60 0.61 0.80 0.24 0.83

Table 4.4: PGV Residuals. jur, aT: mean and standard deviation of residuals for all re¬

ceivers at the given distance. ae and aa: average inter- and intra-event standard

deviations, respectively. aE is the average over all receivers at a given distance

while <t0 is the average over all events.

4.4.3 PGV-Variability

Having confirmed the overall agreement of our PGV estimates with the em¬

pirical attenuation relation, we now proceed to a closer inspection of the vari¬

abilities. Part of the variability in the PGV values plotted in Figure 4.7 is due

to the differences in moment magnitude Mw — 6.7-6.9 of the events compared
to the assumed Mw — 6.8 for the attenuation relation. To compare each PGV

value with the appropriate value predicted from the attenuation relations, we
define the residual r as

r = In (PGVsyn) - In (PGVemp) = In (^~^-) > (4-3)

where PGVsyn and PGVemp are the PGV values from the synthetic seismograms
and the empirical prediction, respectively. Figure 4.8 presents the distribution

of these residuals separated for each distance range. The mean value of the

residuals is always positive and generally increasing with distance. This re¬

flects the slight overprediction of PGV values with increasing distance as noted

above. The standard deviation ar of the residuals remains approximately con¬

stant at ar — 0.54-0.62 for all distances. This variability is somewhat larger
than the standard deviations of 0.39-0.55 specified for the empirical attenua¬

tion equation, but still of the same order of magnitude.
The origin of the variability in the PGV residuals is further investigated by

looking at the residuals for each station separately. Figure 4.9 illustrates how

the variability at each distance range is composed by the inter-event variability
ae (i. e. variability at single receivers due to different events) and the intra-event
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variability aa (i. e. variability within all the recordings of a single event at dif¬

ferent receivers). As a general trend, the inter-event standard deviation ae of

the residuals is lowest in the azimuthal range around 90°, i. e. perpendicular to

the fault plane from the hypocenter. This is the region where directivity does

not play a role and thus the variability here is thought to represent only the

differences in the rupture process due to the stress heterogeneity and the av¬

erage stress level. Apart from the distance range of 1 km, where the standard

deviation of the residuals is poorly defined at the central azimuthal range, the

inter-event variability shows values of roughly ae^0.30. This is lower than

the total standard deviation aT for each distance range as estimated above.

As can be seen in Figure 4.9, the higher total ar originates from two sources.

First of all, the inter-event variabilities are higher (ae ^0.6-0.7) at the lower

and upper ends of the azimuthal range, i. e. in the region, where a receiver may

either be situated in a forward or backward directivity position. Secondly, the

S-wave radiation pattern leads to intra-event variabilities aa cs 0.5 in the same

range as the average inter-event variability. This is reflected by the differences

in the mean PGV value along a receiver ring, showing up in Figure 4.9 as

the distinct "W-shape" of the average residual curve (higher residuals in the

regions of 0°, 90° and 180° and lower values in between), especially at larger
distances.

We can further focus on the variability originating from the stress heterogeneity
by analyzing the 30 model runs with fixed hypocenter. They have absolutely
identical stochastic stress parameters (H — 0.5, ac = 5 km and std — 2 MPa) and

with the hypocenter fixed at x — -10, 2 = 15 they are forced to have approx¬

imately the same unilateral rupture propagation. The remaining inter-event

variability of the ground motion estimates is therefore thought to originate

purely from the random nature of the stress field.

Figure 4.10 presents the PGV residuals at each receiver ring for these 30

simulations. Several observations can be made. First of all, the inter-event

variability ae at each single receiver is lower than the total standard deviation

for the whole suite of simulations, which is expected because of the forced

similarity of the rupture process.

Secondly, the average inter-event variability of the residuals decreases from

(je^O.48 at 7jb — lkm towards ae& 0.24 at 7^ = 60 km. This demonstrates

that the influence of the random fault stress on the ground motion gets weaker

with distance from the source. This is again the expected behavior, since the

distant stations experience more an integrated effect of the rupture process,

while the near-fault stations are sensitive to local rupture complexities.
Thirdly, the largest variability for a single station within a given distance range

is always observed in the backward directivity region whereas the smallest vari¬

ability is always observed in the forward directivity region. This indicates that

the directivity pulse due to the forced unilateral rupture propagation domi¬

nates the PGV estimate in the forward direction, while the differences in the

rupture process are more likely to show up in the PGV measure in the back-
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Figure 4.10: Same as Figure 4.9, but for the 30 simulations with fixed hypocenter. The

directivity effect clearly shows up as high positive residuals at small azimuths

(i. e. in the forward directivity region) and negative residuals at large azimuths

(i.e. in the backward directivity region). The inter-event variability at each

station is smaller compared to Figure 4.9.



90 4 Near-Field Ground Motion

ward direction.

Finally, the average residuals vary strongly with azimuth, clearly reflecting
the directivity pattern. The resulting intra-event variability of aa « 0.7-0.8 is

dominating the overall variability of a distance range (oy «0.7-0.8).

4.4.4 Spectral Acceleration

Spectral acceleration (SA) at different periods is a widely used parameter to

quantify ground motion intensity in seismic hazard analysis and engineering
seismology. In the following we compare SA estimates of our synthetic groimd
motions with empirical attenuation relations derived by Campbell and Bozorg-
nia [2003]. The choice of this particular set among other published attenuation

relations [e.g., Abrahamson and Silva, 1997; Ambraseys et al., 2005] was mo¬

tivated by the separate treatment of the "firm rock" site class (same as "hard

rock" in Campbell [1997]), which we consider more appropriate to compare

with our assumed homogeneous half-space than the generic "rock" class used

by most other attenuation relations.

At short distances, the spectral acceleration relation for "firm rock" by Camp¬
bell and Bozorgnia [2003] is similar to the relation by Abrahamson and Silva

[1997] for generic "rock", but it decays faster at larger distances. Detailed

comparisons between different spectral acceleration attenuation relations can

be found for example in Campbell and Bozorgnia [2003],

The computation of SA values for our synthetic seismograms is done by
differentiating the ground velocity time histories to obtain acceleration traces

and subsequently using the method of Newmark [e.g., see Chopra, 2001] to

compute SA values for periods of T —0.25, 0.5, 1 and 4s with a damping
coefficient of C = 5%. The empirical attenuation relations by Campbell and

Bozorgnia [2003] provide SA as a function of distance to the seismogenic rup¬

ture plane rseis. As additional parameters for the attenuation equation we

assume a Mw — 6.8 strike-slip event and set the appropriate factors for the

"firm rock" site conditions. The comparison for the four different periods is

shown in Figure 4.11.

Our SA values are consistently lower than predicted by the empirical relation.

The differences are largest for T — 0.25 s, and decrease towards longer periods
until at T = 4 s the empirical relation is well matched at the farthest receivers.

The fall-off rate with distance is generally in good agreement with the empiri¬
cal relation, the exception being the nearest receivers (1km and 3 km distance

to the surface projection of the fault) at the longest period of T = 4s.

We analyzed the variability in the spectral acceleration (SA) residuals in the

same way as for the PGV-variability. In analogy to eq. (4.3) we define the

SA residuals as rSA = In (SAsyn) - In (SAemp). For the period of T= 1 s Fig¬
ure 4.12 illustrates the distribution of the residuals for different distances and

Table 4.5 summarizes their variabilities. In general, the spatial distribution of
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events of Fig. 4.1. Mean and standard deviation of the residuals are in¬

dicated by solid and dashed black lines, respectively. For comparison, the

corresponding standard error estimate of the empirical attenuation relation

by Campbell and Bozorgnia [2003] is specified as "std,emp".
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SA

Tjb [km] nr uT aE aa

61 events variable hypocenters:
1 -0.46 0.62 0.61 0.44

10 -0.44 0.57 0.52 0.46

30 -0.48 0.58 0.50 0.54

60 -0.41 0.63 0.53 0.59

30 events fixed hypocenter:
1 -0.57 0.80 0.53 0.71

10 -0.62 0.69 0.40 0.67

30 -0.62 0.79 0.37 0.80

60 -0.57 0.81 0.37 0.83

Table 4.5: SA Residuals for period T= Is. fir, aT; mean and standard deviation of resid¬

uals for all receivers at the given distance. ae, aa: inter-event and intra-event

standard deviations for each distance range. ae is averaged over the receivers

while <t0 is the average value over all events.

the variability and its inter- and intra-event components are very similar to

the values obtained for PGV.

4.5 PGV Variability of the 2004, Parkfield Earth¬

quake

4.5.1 Intra-event Variability

The large number of ground-motion histories recorded close to the fault during
the 2004, Parkfield, California earthquake make this event a prime candidate

for an estimation of the intra-event variability. However, since most of the

Parkfield stations have a local site geology classified as "soil" a direct compar¬

ison to our synthetics obtained for a homogeneous halfspace is not possible.

Furthermore, rupture in the Parkfield event reached the surface, whereas our

simulations assume a buried rupture. Nevertheless the Parkfield recordings
currently provide the best available dataset for evaluating the intra-event vari¬

ability in the near-fault region of a strike-slip earthquake.
In a first step we make use of the PGV and distance data provided in Table 1

of Shakal et al. [2006]. There, PGV is given for each station as the larger of the

East-West or North-South components and distance is expressed as the closest

distance to the fault surface trace. From the 95 stations listed in the table we

selected all stations within the first 10km from the fault, excluding the ones

associated with buildings and also Fault Zone 16 for which no PGV value was
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Figure 4.13: (left) Intra-event variability of PGV obtained from the data given in Table

1 of Shakal et al. [2006], The values above the symbols denote the number

of stations per distance bin. The black curve was obtained by excluding 11

of the 12 UPSAR array stations, which are located close to each other at

roughly 9 km distance from the fault, (right) Similar analysis for stations

with local geology classified as "soil".

specified. These criteria yielded a set of 58 stations remaining for analysis. To

make the estimation of the standard deviation more reliable, the variability
at each given distance r from the fault is evaluated for all stations within a

distance bin given by r± 2 km. The PGV intra-event variability was calculated

as the standard deviation of the logarithm of the PGV values in each distance

bin and is displayed in Figure 4.13. From 0 to 7 km the variability is roughly
constant at values between 0.60 and 0.65. The apparent strong decrease at

distances larger than 7 km can be largely attributed to the 12 stations of the

UPSAR, array [Fletcher et ai, 1992, 2006] which are located within a radius

of about 1 km from each other at a distance of roughly 9 km from the fault.

If all of the array stations apart from the central one arc excluded (Fig. 4.13),
the variability continues on the same level out to 10 km distance.

The analysis described above used data from all available stations, irre¬

spective of their local site geology. In a second step we therefore estimate the

variability of ground motion within a single site class. For a comparison to

our synthetic results the "rock" site class would be the most interesting, but

only the stations classified as "soil" are available in sufficiently large numbers

for a statistical quantification. The geological classification for the stations of

the California Strong Motion Instrumentation Program (CSMIP) was taken

from the COSMOS web site (http://www.cosmos-eq.org) but was not avail¬

able for the USGS stations. From the 58 stations of the previous analysis we

again exclude the UPSAR array stations apart from the central one. Of the

remaining 47 stations, 22 are classified as soil stations. Figure 4.13b shows the
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intra-event variability for these stations. The number of stations per distance

bin is of course much lower than before, making these estimates less reliable.

One curve displays the variability for the larger horizontal component as be¬

fore, while the other is obtained for the GMRotD50 of PGV Boore et al [2006]
calculated from the velocity waveforms. For this we used the corrected veloc¬

ity traces as provided in the COSMOS database. To use the same frequency
band as in our synthetics, the seismograms were additionally lowpass filtered

(cutoff 4 Hz) with a 4th order causal Butterworth filter. Through filtering the

PGV estimates are lowered by ~10 % on average, which results in an average

increase of the variabilities by 10 % in the case of GMRotD50 and 14 % when

using the larger horizontal component.

For our simulated velocity seismograms we found PGV intra-event vari¬

abilities within the first 10 km of ^0.4 for variable hypocenter positions and

roughly 0.7-0.8 for uni-laterally propagating ruptures (Table4.4). Since the

2004 Parkfield, California earthquake propagated mainly unilaterally, the PGV

intra-event variabilities determined for the Parkfield recordings are in the same

range as the variabilities obtained for our simulated velocity seismograms.

4.5.2 Spatial Correlation of PGV

The spatial variability of peak ground velocity of the Parkfield earthquake
was analyzed by Shakal et al [2006] using the approach described by Boore

et al, [2003], essentially characterizing the spatial correlation of peak ground
motion by studying how its variability is changing with increasing interstation

distance. In the following we will perform the same analysis for our synthetic
data. It consists of the following steps:

1. For all possible station pairs (1225), the interstation distance A is cal¬

culated.

2. For each pair, the difference between the logarithms of the PGV value is

calculated, after accounting for the different fault distances. The latter

correction is done using the PGV attenuation relation of Campbell [1997].
Thus the difference in ]n(PGV) is calculated as

AlnPQV = ln(PGVi) -

ln(PGV2)ln(PGVemp(ri))
ln(PGVemp(r2))

(4.4)

where PGVi^ are the simulated PGV values at two stations and PGVemp^i^)
arc the empirical PGV estimates of Campbell [1997] for the distances r1)2

of the two stations from the fault.

3. The station pairs are sorted by interstation distance in ascending order.
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4. The standard deviation OAinPGV °f A In PGV is calculated for each set

of 15 consecutive station pairs.

5. The obtained value of the standard deviation is plotted versus the median

value of the interstation distance of the 15 pairs.

To model the variation of G& \n pgv with interstation distance A a relationship
of the form

OAinPGV = aindohs- W1 + — -F(A) (4.5)

was used by Boore et al [2003], where <7;ndobs denotes the standard deviation

of an individual observation about a regression. As long as pairs of stations

are considered, N — 1 (Boore, 2007, personal communication) and o"indobs V%
is the variability reached asymptotically at large interstation distances. The

function F(A) defines the spatial correlation and is given by Boore et al. [2003]
as

F(A) - 1 - exp(-VCÄ) (4.6)

where C is a constant inversely related to a spatial correlation length. The

PGA data of the 1994, Northridge earthquake was approximately fit by using
C = 0.6 and <7indobs = 0.188 [Boore et al, 2003]. The PGV data of the 2004,

Parkfield earthquake was shown to be consistent with C — 0.6 and <7indobs ^ 0-24

(values estimated by graphically matching Figure 20 of Shakal et al [2006]).
We computed regressions on our synthetic data (Figure 4.14) assuming a

functional form of equation (4.5) with N = 1. The curves are least-square fits

over the range from 0 to 30 km with the two free parameters tfindobs and C.

The obtained regression curves are displayed in Figure 4.14 for the 61 models

with variable hypocentcrs and the 30 models with fixed hypocenter separately.
Added to the plots in Figure 4.14 is a regression on the median values and the

curves of Boore et al [2003] and Shakal et al [2006] with the values specified
above.

For the 61 events with variable hypocenters the regression on the median values

yields Cindobs^O.SO and C = 0.089. For the 30 runs with fixed hypocenter we

obtain values of <Jindobs~0.73 and C — 0.013. The obtained values for <7irK}0bs

roughly match the average intra-event variabilities estimated in section 4.4.3

(Table 4.4), but are higher than the value found by Shakal et al [2006] for

the Parkfield earthquake. Our generally lower values of C indicate longer
correlation lengths than estimated by Boore et al [2003] and Shakal et al

[2006].

4.6 Discussion

Directivity is generally found to play an important role in the simulated ground
motions. Somerville et al [1997] proposed empirically derived modifications
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Figure 4.14: Regressions on standard deviation of the difference of Zn(PGV) for all station

pairs versus interstation distance (a) for the 61 events with variable hypocen-
tcrs and (b) for the 30 events with fixed hypocenter. The solid black line

represents the fit to the median values. The dash-dotted line reproduces the

curve of Shakal et al. [2006, Fig. 20] fitting the PGV data of the 2004, Park-

field earthquake. Our analysis used the GMRotD50 value of PGV instead

of the larger horizontal component as in Shakal et al. [2006]. Finally the

stippled line reproduces the curve presented in Boore et al. [2003, Fig. Al] to

fit the PGA data for the 1994, Northridge earthquake.

based on the hypocenter-recciver geometry to incorporate the effects of direc¬

tivity into SA attenuation relations. We applied these modifications to the

attenuation relationship of Campbell and Bozorgnia [2003] and repeated the

calculation of the SA-residuals. The newly obtained residuals are smaller, i. e.

the SA values are closer to the empirical relation and their overall variability is

reduced, thus confirming that the modifications of Somerville et al. [1997] cap¬

ture the basic features of rupture directivity correctly. However, the achieved

improvements are generally minor (e.g., 0.01-0.04 log units for both fir and

oy at 1 s period) and cannot account for the total discrepancies between SA of

simulated and empirical ground motion estimates.

The prominence of directivity effects in our simulations indicates that the seis¬

mic energy is radiated coherently despite some small-scale heterogeneity in the

initial shear stress. As noted already by Ripperger et al. [2007], heterogeneity
in fracture energy might be more efficient in changing the rupture velocity to

be more variable and thus lead to less coherent radiation.

Nevertheless the random nature of the stress field leads to some variability
in the ground motion, but this variability is in many cases superseded by the

intra-event variability originating from the radiation pattern and directivity.
Averaged over many events with different propagation directions, the total

standard deviation of the residuals is on the order of oy ^ 0.55-0.65. This is

in accord with the results by Aochi and Douglas [2006], who found a scatter
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in the simulations of o> *=s 0.46-0.69 (0.2-0.3 in logw units) irrespective of the

chosen scenario. Their simulations model rupture dynamics, but with com¬

pletely homogeneous stress and friction parameters and for only one event for

each scenario, hence their scatter only represents the intra-event variability.
These values of the intra-cvent variability and also some of those obtained for

our simulations may appear high and are in fact sometimes larger than stan¬

dard deviations given in empirical attenuation relations. However, a high PGV

intra-event variability of aa « 0.6 was obtained for the complete set of stations

of the 2004 Parkfield earthquake. It is attributed to the mainly uni-directional

nature of the rupture process. The even higher variabilities of aa^0.7-0.9

obtained for the subset of soil stations may be partially biased by the small

number of stations used for the analysis, but may also reflect a true increase

in the variability due to strong effects of local site geology. These local site

effects along with the three-dimensional crustal structure of the Parkfield area

are probably also responsible for the shorter spatial correlation lengths of the

Parkfield ground motion compared to our synthetics for which a homogeneous

half-space has been assumed.

The importance of the directivity effect has also been elucidated by studies

involving kinematic source models [e.g., Aagaard et al, 2001], There the most

important source parameters influencing the ground motion were found to be

the depth of the fault, the rupture velocity and the hypocenter-station geom¬

etry, in particular the duration a rupture travels towards the observer.

Accordingly, one approach to predict the average ground motion level and its

variability could be to construct many kinematic models with varying fault

depths, hypoccnter positions and rupture velocities. However, one would have

to introduce some randomness in rupture velocity and the hypocenter position
and possibly also in the slip and rise-time distribution to do so. Hence in the

long run it may become the more natural and more physically constrained

choice to quantify the uncertainty in the physical parameters such as stress

and fracture energy as stochastic distributions on a given fault and do dy¬
namic rupture simulations. These simulations will produce suites of models

with varying hypocenters, rupture velocities etc. as a result rather than an

a priori input. However, we also have to stress that at present there is no

general consensus among scientists on the way dynamic models should be pa¬

rameterized and in any of the models many of the input parameters arc poorly
constrained. Meanwhile, pseudo-dynamic modeling as proposed by Guatteri

et al. [2004] is an intermediate approach which tries to improve the kinematic

models by incorporating the most basic lessons learned from dynamic model¬

ing.
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4.7 Conclusions

We have computed synthetic near-field ground motion using a hybrid approach,
where the rupture propagation is simulated by a boundary integral equation
method (BIEM) and the wave-propagation is calculated using Green's func¬

tions from a discrete wavenumber / finite element method.

The horizontal peak ground velocity estimates obtained from this approach
are generally in good agreement with the empirically derived attenuation re¬

lation by Campbell [1997]. Discrepancies are partially due to the computation
method to obtain a single scalar PGV-estimate from the two horizontal com¬

ponents. The use of an orientation independent measure such as maximum

vector amplitude or GMRotD50 as proposed by Boore et al. [2006] is therefore

strongly suggested in future studies.

Compared to the empirical attenuation relation by Campbell and Bozorgnia

[2003] the synthetic ground motions underestimate the spectral acceleration

at short periods and show an acceptable agreement at periods longer than 1 s.

We therefore conclude that at least for longer periods our modeling approach
can be used to realistically simulate ground-motion characteristics of interest

in engineering seismology and seismic hazard assessment.

The different factors contributing to ground-motion variability were separated

by detailed analysis. We find that the ground-motion variability due to the

stress heterogeneity is generally largest close to the fault and is largest in the

backward directivity region for mostly unilateral rupture propagation. In all

cases the intra-event variability due to directivity effects and the S-wave radia¬

tion pattern is on the order of or larger than the inter-event variability. When

further separated, the part of the inter-event variability originating from the

different hypocenter-station configuration is found to be larger than the part

resulting from differences in the dynamic rupture process. In other words, in

our current model the stress heterogeneity contributes more to ground-motion
variability by determining the hypocentcr location than it does by influencing
the dynamic rupture process.

An analysis of the ground motion recordings of the 2004 Parkfield, California

earthquake reveals that the PGV intra-event variability of this event is compa¬

rable to the intra-event variabilities of our synthetics. However, compared to

the Parkfield dataset our sinmlations yield a spatial correlation of PGV values

with a longer correlation length, which is likely due to the simplicity of the

assumed crustal velocity model.

Overall, this study represents a step towards a physics-based estimation of

future ground motion levels for purposes in seismic hazard assessment.
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Conclusions and Outlook

Conclusions

Four analytical and numerical studies were presented that deal with the com¬

plexity of the earthquake source and its influence on the ground motion close

to active faults. In particular we investigated the role of stress heterogeneity

by changing the statistical characterization of the initial stress field in models

of spontaneous earthquake rupture. In the following the main findings of the

individual studies will be summarized.

In Chapter 1 we examine the validity of an efficient method to compute
static stress changes from distributions of final slip using a Fourier spectral
formulation of the relation between slip and stress [Andrews, 1980]. For mul¬

tiple case studies we performed a comparison with the results obtained from

analytical relations by Okada [1992]. The differences were found to be negli¬

gible for all practical purposes, while the computational efficiency was much

higher for the spectral approach. Thus, the developed code constitutes a use¬

ful tool when efficiency is important, e. g. when performing static stress-change
calculations for a large set of synthetic slip distributions.

In Chapter 2 we begin our investigation on the effect of spatially corre¬

lated random stress fields on the dynamic rupture process. Restricted to two-

dimensional ruptures, this study provided tools and concepts guiding the in¬

terpretation of the three-dimensional rupture models in the following chapter.
Based on concepts of fracture mechanics we developed a semi-dynamic model,
which still contains all necessary ingredients to study the fundamental controls

of stress heterogeneity on macroscopic source properties and frequency-size
statistics of the events. In particular, we identified a transition in event size,
driven by the amplitude of the stress heterogeneity. In terms of frequency-size
statistics of seismicity, this transition corresponds to a change from Gutenberg-
Richter type to characteristic earthquakes.

Chapter 3 is concerned with three-dimensional spontaneous ruptures in the

presence of spatially correlated random stress fields. We observed a similar

transition in event size controlled by the amplitude of the stress heterogeneity
as in the 2D case. A distribution of different magnitudes could be obtained

101
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within a narrow parameter range close to the transition. However, due to

the increased computational demand of the 3D models the total number of

simulated events was far less than for the 2D-ruptures and the frequency-size
statistics could not be reliably determined.

Whereas the nucleation stage of the rupture in the heterogeneous stress field

could be treated analytically in the 2D-case, it had to be solved for numerically
in the 3D-case. We observed a common length scale of the nucleation patch

irrespective of the chosen stress parameterization and an exponential growth
of the moment-rate functions during the nucleation stage. Both observations

are well in accord with other studies on nucleation under linear slip-weakening
friction [e.g. Campillo and lonescu, 1997; Uenishi and Rice, 2003; Ampuero
and Vilotte, 2007].
Because of the increased complexity in 3D ruptures, further simplifying as¬

sumptions had to be made to construct a semi-dynamic model similar to the

one in the previous chapter. Nevertheless, the final event size and the fea¬

tures of the transition were predicted reasonably well by the simplified 3D

semi-dynamic model, making it a useful tool for the design of future scenario

calculations.

Chapter 4 finally takes the important step from the rupture process to the

resulting ground motions. We analyzed the characteristics of the synthesized

seismograms and their variability in terms of different ground-motion param¬

eters of engineering interest. We found that our synthetic seismograms are

generally comparable to empirically derived attenuation relations, despite the

simplifications in the model setup. However, the spectral acceleration at short

periods is underestimated compared to empirical data.

A large part of the variability in the ground motion parameters is constituted

by the intra-event variability due to the radiation pattern and strong directiv¬

ity effects. Unless these sources of variability are accounted for explicitely, the

total variability is likely to be dominated by the intra-event variability. The

inter-event variability originates from the different hypocenter-station geome¬

try and the complexity in the rupture process due to the stress heterogeneity.
When the former source of variability is eliminated by fixing the hypocenter,
the remaining variability is small compared to the other contributions. In the

current modeling the stress heterogeneity therefore contributes more to the

total ground-motion variability by determining the hypocenter position than

by influencing the dynamic rupture process.

Outlook

Through the different research stages we developed a profound understanding
of the effects of stress heterogeneity on the properties of dynamic rupture and

the resulting ground motion. Analytical descriptions and numerical tools have
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been assembled which can guide future modeling of near-field ground motion

scenarios for purposes in seismic hazard assessment.

However, the design of the current model aimed at unraveling fundamental

principles rather than at delivering the most realistic scenario. Therefore there

are aspects of the current dynamic model that can be made more realistic, be¬

fore applying such modeling to real case studies.

The statistical parameters describing the stress heterogeneity in our dynamic
models were chosen to coarsely sample the whole admissible parameter space.

While some extreme parameter values yielding implausible results can prob¬

ably be ruled out, it will become an important task to further constrain the

statistical parameters from observations. Improved inversion techniques and

good seismometer coverage in the near-field may enhance the resolution of

static slip images, thus providing constraints on the static stress drop distri¬

bution. Small scale seismicity can provide estimates of stress heterogeneity,

e.g. through studies of focal mechanisms [e.g. Hardebeck, 2006; Smith, 2006].
Heterogeneity of stress orientations can also be obtained from borehole break¬

outs, where recent deep research boreholes penetrating major fault systems

will be of special importance [Hickman and Zoback, 2004; Wu et al., 2007].

As mentioned in Chapter 3, one of the major simplifications is the assump¬

tion of homogeneous friction properties and therefore homogenous fracture

energy across the fault. It is now widely accepted that the fracture energy is

scale-dependent, i. e. increases with the size of the rupture [e. g. Ohnaka, 2003;
McGarr et ai, 2004; Mai et ai, 2006]. To consistently simulate earthquake rup¬

tures over a broad range of magnitudes therefore requires an implementation
of this scale-dependency. Several recently proposed approaches are outlined

in the discussion section of Chapter 3 [Aochi and Ide, 2004; Abercrombie and

Rice, 2005; Andrews, 2005]. However, as also noted in Chapter3, the general
result of the presence of a sharp, stress-dependent transition in event size is

not expected to change with the inclusion of scale-dependent fracture energy.

Irrespective of its scale dependency some random heterogeneity can be in¬

troduced into fracture energy. This is expected to increase the variability in

rupture velocity and thus raise the ratio of radiated energy to moment, which

in the present simulations has been found to be on the lower limit of values

inferred for real events.

Another simplification is the use of a linear slip-weakening friction law. It

lacks a description of fault healing, i. e. the regaining of strength of the ma¬

terial after the passing of the main rupture front. This behavior has been

observed in laboratory friction experiments and has been shown to favor the

generation of pulse-like rupture propagation. It has been proven practically

impossible with our friction model to create pulses of rupture with the very

short rise times proposed by Heaton [1990], There is currently ongoing debate

about the abundance of these pulses in observed earthquakes. In any case,

an implementation of a healing mechanism is certainly expected to promote
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pulse-like rupture propagation in the dynamic models.

Heterogeneity in the medium properties, which are neglected in the current

model, may play an important role, both for the rupture process itself, but

also for seismic wave propagation. In addition, for shallow ruptures the influ¬

ence of the free surface can exert a feedback onto the rupture process through
reflected waves. Both of the last two aspects may favor alternative numerical

procedures like finite difference (FDM) or spectral element methods (SEM).
Finally, it might be worth considering to replace the unbreakable barriers

around the fault by more physical descriptions, such as low stress to resemble

creeping regions or high (not infinite) fracture energy to mimic unruptured
rock at a change in fault geometry.

Once the above mentioned aspects of the model have been addressed and

the predicted ground motions have been validated against observations, the

current approach is expected to show its full power in combination with the

arising possibilities of high-performance computing. As a first line of research,

specific scenarios for deterministic seismic hazard assessment can be envi¬

sioned, much like the current TERASHAKE efforts within the SCEC com¬

munity [e.g. Olsen et al, 2006], but with improved source models.

Apart from that, more generic scenarios can be designed to improve on the

attenuation relations currently in use for seismic hazard assessment and en¬

gineering purposes. Many possible realizations of an earthquake with a given

depth, size and faulting mechanism can be computed, enabling for example
the study of the frequency- and magnitude-dependence of ground-motion vari¬

ability. Increased insight is expected for the cases with few observational data,
in particiliar the closest 10 km around the earthquake fault.



Appendix A

Static Loading Procedure

A.l Introduction

The question is to find the uniform increase in stress t ("critical load"),
which drives a given heterogeneous stress distribution ro(x) on a fault to the

critical stage at the onset of dynamic instability. Once a point of the fault

reaches the yield strength rs of the material, it is allowed to slip. Since the

rising of stress is assumed to occur slowly, slip on the fault is assumed to take

place quasistatically, but nevertheless obeying the slip-weakening friction law.

So for each infinitesimal increase in background stress, the effects of the uni¬

form increase, the stress change due to slip and finally the strength drop due

to slip have to be considered.

A.2 Efficient Solution

The main idea for solving the task efficiently is to consider only the points of

the numerical grid, which are currently slipping. Because then we can make

use of the fact, that the problem is linear for a given set of slipping points /„

until ts is reached by an additional point of the grid.
Inside the slipping zone I„ the stress is exactly balanced by friction:

T°°(t) + T0(x) + K:[5\ = Ty-WÖ (A.l)

where )C[5] is the elastostatic stress distribution due to slip <5(x, t). The oper¬

ator JC[-] is linear. The frictional sliding strength of the material is denoted

Ty and W is the slip-weakening rate (rs — ry) /Dc with Dc being the critical

slip-weakening distance. The incremental version is:

Ar00 + K[AS\ = -WAS inside Iv (A.2)

After numerical discretization and rearranging we get

Ar°° + {K„ + W /„) A<5„ - 0 (A.3)
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where Kv and ASV denote the static stiffness matrix and the slip increment,

respectively, for the N„ points belonging to lv. As long as Iv is fixed, this is a

linear system of Nu equations with N„ + l unknowns, Ar°° and A^. To obtain

a well-defined (square) problem we must append an additional constraint. This

can be done in various ways but the following choice leads to a symmetric

square problem:

A<y„ • 1 = 1 (A.4)

In other terms we are prescribing the value of the increment of seismic potency

(Apotency — Ax2). The complete linear problem is

(*ï"'î)(£)-(î) <">

We have added a * superscript to highlight that the solution (AS*, Ar^) corre¬

sponds to an arbitrarily prescribed value of potency increment. This solution

can be rescaled by an arbitrary multiplicative factor A. The physical value of A

is ultimately determined according to some additional constraint, in our case

that the stress outside Iu remains below rs for a positive Ar°°.

A.3 The Algorithm

The algorithm is currently implemented as a Matlab function and consists of

the following steps:

1. Find the set of points Iv, where either (a) stress has reached rs:

t>ts

and/or (b) slip is already taking place:

S>0

2. Build Kv, the static stiffness matrix for the set of slipping points /„. It

is a JV„ x Nv matrix, where Nv is the number of elements of Iv. This step

involves computation of the static stress change due to a unit increase in

slip at a single grid point. Here the algorithm makes use of the efficient

spectral formulation discussed earlier in Chapter 1.

3. Solve matrix equation (A.5) for AS*V and Ar^,

4. If At^ < 0, exit the algorithm and report the r°° reached so far as the

critical value r. Else go on with steps 5-7

5. Compute the stress change At* for the increment Ar^ of background

stress, including the redistribution of stress due to slip:

At* - At* 1 + K AS* (A.6)
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where now 1 is a N x 1 column vector of ones (with N being the total

number of points in the grid), K is the total N x N stiffness matrix and

AS* is a iV x 1 vector with the values of A5* at the points of Iu and

zero everywhere else. Again we make use of the spectral formulation

of Chapter 1 relating static stress changes to a slip distribution. This

circumvents the need to construct the large matrix K, but allows to

do the computation efficiently by employing the Fast Fourier Transform

(FFT).

6. Determine the (scalar) multiplicative factor A from two additional con¬

straints: The first constraint is that the new traction values rnew —

r + A • Ar* outside lv must not exceed rs, i.e. rnew < rs:

Astress — mm
Ar*

(A.7)
- outside/,.

Here the © indicates that the minimum is taken only of the positive
values of the expression in brackets, whereas the negative values are

ignored.
The second constraint is that the new slip <5new = 5 4- A Aô* should not

exceed Dc in those points, that have slip 5 between 0 < S < Dc, i.e.:

Aslip = min
Dc-5

Aô*.
(A.8)

And for the actual factor A the minimum of the values given by equations

(A.7) and (A.8) is taken.

7. (a) Update the values of stress and slip

Tnew = r + A Ar*

<5„ew = <5 + A-A<5*, (A.9)

(b) keep track of the total increase in background stress

Cw = ^°° + A-Ar^ (A.10)

(c) set the slip-weakening rate to W = 0 for all points which now have

6 > Dc and (d) finally start over at step one with the newly obtained

values.
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Appendix B

Addendum to Chapter 3

This section contains some additional investigations, which are not part of

the published manuscript Ripperger et al. [2007], but thematically belong to

Chapter 3. Here I examine the consistency of slip and stress in simulations in

terms of the spectral properties and previously published works.

B.l Spectra of Slip

Our quantification of stress heterogeneity was inspired by spectral analyzes of

slip distributions inferred for real earthquakes [Mai and Beroza, 2002]. There¬

fore it is interesting to study the spectral characteristics of the final slip dis¬

tributions resulting from our dynamic models.

To estimate the spectral decay at high wave numbers we do not attempt to fit

the slip spectra with a specific auto-correlation function, but rather compare

the spectra visually with reference lines of different slopes in a double loga¬
rithmic plot. The small events (i.e., those not reaching the boundaries) always
show a steep spectral falloff of approximately oc fc~2,5 to oc A;-3 (Figure B.l),
indicating smooth slip distributions. Note that in the stochastic source model

of Andrews [1980] the coherent part of the slip distribution was also assumed

to have a smooth shape and a falloff proportional to k~3. For the stochastic

part of slip, Andrews finds the spectral decay to be a k~u~l, if the spectrum

of initial stress decays as oc k~v,

At first glance, the final slip distributions of our whole-fault events seem to

contradict this model prediction. For all large events spreading the whole

fault, the slip spectra decay proportional to k~15, irrespective of the imposed

spectrum of the initial stress. This decay with A;-15 is much gentler than for

the small events and also gentler than for the analytical solution for a static

circular crack (oc k~2). At closer inspection, we found small discontinuities

in slip at the fault edges, which are likely to cause the observed large high-
wavenumber content of the spectra.
In a second analysis we estimate the spectra of the full-fault events only for
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the interior of the fault. This analysis aims at separating the stochastic part

of the slip distribution from the coherent part that is mainly determined by
the fixed fault size. As illustrated in Figure B.3, to retain the center of the

slip distribution where the coherent part is approximately constant we have to

remove the outermost grid points at each side of the fault plane where slip is

dropping off steeply. We choose to remove 35 grid points on each side, but the

results arc similar for slightly larger or smaller values of roughly 30 to 40 points

being cut off. From the remaining slip distribution we substract its mean value

and finally add a tapering towards zero (Harming function) of 14 grid points

width (Figure B.3). Testing shows that the particular choice of the width of

this tapering zone does not have a strong influence on the general results as

long as it is larger than 10 grid points. The resulting spectra arc oscillat¬

ing more than before, making it difficult to determine a unique slope of the

spectral decay. Nevertheless, tentative spectral falloffs can be obtained that

are clearly different from the previous analysis of the whole slip distributions.

The spectral decay is generally steeper than fc-1-5 and ranges roughly from

k~2 to /,-"3 for initial stress distributions characterized by fc_1 to k~2. Thus

the spectra of the interior of the slip distributions appear to be in accord with

oc k~u~] as predicted by Andrews [1980]. In contrast, the spectra computed
over the whole fault arc dominated by the behavior of the slip distributions at
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the artificial fault boundaries

B.2 Stress Change

The stress changes on the fault plane computed from tlie slip distributions

using the spectral formulation of Andrews [1980] (see, Chapter 1) are almost

identical to the direct evaluation of stress changes by subtracting the initial

stress distribution from the final stress distribution (Figure 13.5). Tlie follow¬

ing two patterns can be identified in the stress change differences: (a) The

largest deviations (generally negative) occur at the fault boundaries. Those

differences most likely originate from the artificially imposed fault boundaries

in the dynamic computation, because they do not appear for the simulations

without, the unbreakable boundaries, (b) In some cases (for example in the

right column in Figure 13.5) one can observe the effect of small stress waves

travelling across the fault plane, even after all points stopped slipping. These

stress waves typically show up as positive differences in Figure B.5. Overall,

both absolute differences are generally less than 1.5 MPa, equal to less than

10% of the maximum change in stress For most, practical purposes, the dif¬

ferences in the stress change computations are therefore of minor importance.
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