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## Kurzfassung

Auf Grund ihrer gewaltigen strukturellen und konformationellen Vielseitigkeit erfüllen Kohlenhydrate ein grosses Spektrum an Funktionen in lebenden Zellen. Diese Komplexität führt jedoch auch zu starken Einschränkungen in ihrer experimentellen Beschreibung. Molekulardynamiksimulationen (MD-Simulationen) stellen ein Werkzeug dar, welches komplementär zum Experiment Einblicke in die Struktur, Flexibilität und Dynamik von (Bio)Molekülen auf atomarer Ebene liefert. Die vorliegende Arbeit beschäftigt sich mit Anwendungen von MD-Simulationen, mit dem Ziel, die Eigenschaften bestimmter Di- und Polysaccharide zu untersuchen. Kapitel 1 liefert eine Einführung in die relativ komplexen Gebiete der Kohlenhydratnomenklatur, -struktur und -konformation. Ausserdem gibt es eine Übersicht über die verschiedenen Prozesse und physikalischen Effekte, welche die Konformationseigenschaften von Mono-, Oligo- und Polysacchariden bestimmen. Diese Einleitung beinhaltet zudem einen kleinen Überblick über die verfügbaren Methoden im Bereich der Kohlenhydratmodellierung (mit dem Schwerpunkt auf grundlegenden Entscheidungen hinsichtlich der Definition eines Molekularmodells) und eine Beschreibung jener Methode (atomare MD-Simulation in expliziten Lösungsmitteln), welche in der vorliegenden Arbeit verwendet wird. Das zweite Kapitel befasst sich mit den Konformationseigenschaften der elf aus Glukose aufgebauten Dissacharide, d.h. den einfachsten Kohlenhydratmolekülen, welche alle rotatorischen Freiheitsgrade komplexerer Kohlenhydrate aufweisen. Diese Eigenschaften werden im Rahmen einer MD-Simulation zusammen mit einem verbesserten Sampling-Schema, der "local elevation umbrella sampling"-Methode (LEUS), untersucht. Dieser Ansatz erlaubt die Darstellung der freien Energie von Konformationen als Funktion der glykosidischen Dihedralwinkel, sowie die Bestimmung von stabilen und metastabilen Konformationen, intramolekularen Wasserstoffbrücken und konfigurationellen Entropien. Das Verfahren ermöglicht zudem eine Validierung der Kraftfeldparameter, indem die gewonnenen Resultate mit vorhandenen experimentellen Daten verglichen werden. Das dritte Kapitel legt eine vergleichende Studie der Wechselwirkung der Disaccharide Trehalose und Gentiobiose mit einer Lipiddoppelschicht vor. Diese zwei Disaccharide, welche sich in der Art und Flexibilität ihrer glykosidischen Bindung unterscheiden, zeigen eine unterschiedliche Fähigkeit, die Doppelschichtstruktur unter thermischer Belastung zu erhalten. Die Ursache dieses unterschiedlichen Verhaltens wird auf der Grundlage von MD-Simulationen bei Raumtemperatur erörtert und dabei in den Zusammenhang mit möglichen anderen Mechanismen, welche schon früher zur Erklärung der bioprotektiven Rolle von Zuckern in lebenden Zellen unter potentiell schädlichen Bedingungen herangezogen worden sind, gestellt. Kapitel 4 untersucht die Konformationen, Flexibilität und ionenbindenden Eigenschaften von vier verschiedenen Arten von Homopolyuronatketten (Grundbausteine der natürlichen Polysaccharide Alginate, Pektine und Glukuronane). Die Ergebnisse dieser Simulationen werden mittels ihrer Auswirkungen auf die Bildung von Polyuronat-Gelen in der Gegenwart divalenter Metallkationen erklärt. Das fünfte Kapitel erweitert diese Untersuchung und liefert eine vergleichende Studie der Wechsel-
wirkung von einzelnen Homopolyglukuronatketten (einem Grundbaustein von Alginaten) mit unterschiedlichen mono- und divalenten Kationen. Zuletzt wird im Kapitel 6 ein kurzer Ausblick auf mögliche zukünftige Entwicklungen im Forschungsgebiet, welches in dieser Arbeit behandelt wird, gegeben.

## Summary

Due to their immense structural diversity and conformational versatility, carbohydrates fulfill a wide range of functions in living cells. However, this complexity also imposes severe limitations on their experimental characterization. Molecular dynamics (MD) simulation represents a powerful tool complementary to experiment to gain insight into the structure, flexibility and dynamics of (bio)molecules on the atomic scale. The present thesis is concerned with the application of MD to study the properties of specific di- and polysaccharide systems.

Chapter 1 provides an introduction into the relatively complex domains of carbohydrate nomenclature, structure and conformation, including an overview of the different processes and physical effects determining the conformational properties of mono-, oligo- and polysaccharides. This introduction also includes a brief review of the available methods in the field of carbohydrate modeling (with the emphasis on the basic choices defining a molecular model) and a description of the modeling approach relevant for the present thesis (atomistic explicit-solvent MD simulation).

Chapter 2 is concerned with the conformational properties of the 11 glucose-based disaccharides, i.e. the simplest carbohydrate molecules presenting all rotational degrees of freedom of more complex carbohydrates. These properties are investigated using MD along with a sampling enhancement scheme, the local elevation umbrella sampling (LEUS) method. This approach permits the determination of free-energy maps in the space of the glycosidic dihedral angles, stable and metastable conformational states, intramolecular hydrogen-bonds and solute configurational entropies. It also provides validation for the force-field employed by comparison with available experimental data.

Chapter 3 presents a comparative study of the interaction of the disaccharides trehalose and gentiobiose with a lipid bilayer. These two disaccharides, which differ only in the type and flexibility of their glycosidic linkage, reveal unequal abilities to preserve the integrity of the bilayer structure under the thermal stress. The reason for this difference is discussed on the basis of MD simulations at room temperature and placed in the context of the possible mechanisms suggested previously to explain bioprotective role of sugar in living cells exposed to potentially damaging conditions.

Chapter 4 investigates the conformation, flexibility and ion-binding properties of four different types of homopolyuronate chains (building blocks of the natural polysaccharides alginates, pectins and glucuronans). The result of these simulations are discussed in terms of their implication concerning the formation of gels by polyuronates in the presence of divalent metal cations.

Chapter 5 expands this study by performing a comparative investigation of the interaction of single chain homopolyglucuronate (a building block of alginates) with different mono- and divalent cations.

Finally, Chapter 6 provides a short outlook on possible future directions in the research field covered by the present thesis.
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## Chapter 1

## Introduction

### 1.1 The complexity of carbohydrates

Carbohydrates are the most abundant class of biomolecules on earth ${ }^{1-3}$. In addition to their structural and energetic function in living organisms ${ }^{4,5}$, they are protagonists in many other biological processes ${ }^{6-13}$ including fertilization, immune defense, viral replication, parasitic infection, cell growth, cell-cell adhesion, inflammation, malignant transformations and cryptobiosis. In addition, they play a key role in numerous technological applications related to e.g. the food, textile, paper and cosmetics industries ${ }^{14,15}$, in many novel biomedical applications ${ }^{9,16,17}$ as well as in the design of new (biodegradable and biocompatible) materials ${ }^{1}$.

The broad range of functions fulfilled by carbohydrates in living cells is certainly related to their amazing structural diversity ${ }^{7,18-21}$. This class of compounds encompasses a huge variety of possible monomeric units (differing in stereochemistry and functionalization), that can be connected in chains presenting a virtually infinite number of possible residue sequences, linkage types and degrees of branching. Unlike proteins, nucleic acids and lipids, which tend to predominantly adopt a well-defined (native) conformation under the conditions where they are biologically functional, carbohydrates are typically associated with a high extent of conformational heterogenity ${ }^{16,18,20,22-24}$, the corresponding conformational ensembles being determined by an intricate interplay between steric, stereoelectronic, electrostatic (e.g. hydrogen bonds) and solvation effects ${ }^{21}$. As a result of this structural diversity and conformational heterogenity, carbohydrates arguably represent the most challenging class of biomolecules in terms of experimental characterization and elucidation of structure-function relationships.

Static structures of carbohydrates may often be obtained from (x-ray) crystallography ${ }^{22,25-28}$ (of crystals or fibers), but it is always uncertain whether these molecules adopt similar conformations in solution as in the solid state. On the other hand, nuclear magnetic resonance (NMR) spectroscopy provides information about carbohydrates in solution ${ }^{22,26,28-30}$, but only in the form of averages over all the populated conformational states present in solution (i.e. over all the molecules or molecular segments in the sample as well as over the timescale of the NMR experiment). Many other experimental techniques (e.g. electron microscopy, light or neutron diffraction, circular dichroism, infrared spectroscopy, or rheology) provide useful, but even more indirect information about carbohydrate conformations ${ }^{27,31}$.

Due to these difficulties, molecular modeling has emerged as a powerful tool to comple-
ment experiments for the investigation of carbohydrate-based systems ${ }^{22,31-35,35-46}$. In particular, explicit-solvent molecular-dynamics (MD) simulations ${ }^{47}$ provide information over a length- and timescale inaccessible to any experimental method (atomic and femtosecond resolution simultaneously). The price to pay is that the accuracy of such simulations is intrinsically limited by that of the underlying computational model (force-field parameters, accessible system size and timescale, simulation methodology).

During the past decades, many progresses have been made in the design of force fields for proteins, nucleic acids and lipids ${ }^{48}$. However, the design of carbohydrate force fields is significantly more complex ${ }^{23,49}$, due to the structural diversity and conformational heterogeneity of these compounds as well as to the relative scarcity of data suitable for force-field refinement. As a consequence, up to recently, the area of carbohydrate simulation has lagged somewhat behind that of the other biomolecules.

### 1.2 Structure and conformation of carbohydrates

Carbohydrates ${ }^{7,14,21}$ are organic compounds built from simple monosaccharide units with the general formula $\mathrm{C}_{n}\left(\mathrm{H}_{2} \mathrm{O}\right)_{n}$ via polymerization (formation of glycosidic linkages) or/and functionalization (replacement of specific hydroxyl groups by other functional groups). The basic monosaccharide building blocks consist of a carbon chain where all but one carbon atoms bear hydroxyl groups, the remaining one being a carbonyl group. Depending on the location of this carbonyl group (aldehyde or ketone), the monosaccharides are classified into aldoses and ketoses. A aldose with $n$ carbon atoms possesses $n-2$ chiral centers, leading to $2^{n-2}$ stereoisomers. A ketose with $n$ carbon atoms possesses $n-3$ chiral centers leading to $2^{n-3}$ stereoisomers. These stereoisomers are divided into two enantiomeric series according to the position of the hydroxyl group attached to carbon $C_{n-1}$ in the Fischer projection ( $L$-series: left; $D$-series: right). Two structures differing by the orientation of their hydroxyl groups are called epimers. If they differ by the orientation of a single hydroxyl group at a given carbon $C_{n}$ they are called $C_{n}$-epimers. Thus, for example, aldohexoses (aldoses with six carbon atoms) consist of two enantiomeric series ( $L$ and $D$ ) of eight epimers each (ketohexoses only have four epimers in each series), and the aldohexoses $D$-mannose and $D$-galactose are the $C_{2}$ - and $C_{4}$-epimers, respectively, of $D$-glucose. The carbonyl group of a monosaccharide can react reversibly with a hydroxyl group in the same molecule, forming a heterocyclic hemiacetal or hemiketal. Because they usually provide an optimal compromise between the entropic cost of cyclization against the resulting angle and eclipsing strain, the preferred ring sizes are five-membered rings (furanoses) and six-membered rings (pyranoses). The intramolecular cyclization converts the carbonyl group to a carbon-hydroxyl group. The specific carbon is then referred to as the anomeric center and the attached hydroxyl group as the lactol group. The two possible stereochemical configurations at the anomeric center are termed the $\alpha$ and $\beta$ anomers (Figure 1.1).

The lactol group of a monosaccharide may further condense with the hydroxyl group of an other molecule (e.g. an alcohol or another monosaccharide), resulting in the formation of a acetal or ketal. In this case, the cyclized form becomes permanent and, because the carbonyl function is no longer available, the monosaccharide is termed non-reducing. When the latter hydroxyl group is provided by another monosaccharide molecule, the resulting connection is called a glycosidic linkage. The connectivity and stereochemistry of a linkage is described by the configuration of the
anomeric center of the first (non-reducing) residue and the position of the linkage on the second (reducing in a disaccharide; non-reducing if itself involved in another glycosidic linkage) residue (Figure 1.1). In case of a possible ambiguity, the ring size of the residues is sometimes also specified. Thus, for example, Glc $p \alpha(1 \rightarrow 4)$ Glc $p$ indicates an $\alpha$ anomery at the $\mathrm{C}_{1}$ carbon atom of the first glucopyranose (Glc $p$ ) residue and a linkage involving this atom and the $\mathrm{C}_{4}$ hydroxyl group of the second residue.


Figure 1.1: The principle of monosaccharide cyclization and glycosidic linkage formation are illustrated using D-glucopyranose and an $\alpha(1 \rightarrow 4)$ linkage as examples. The atom labeling is also indicated. The primed labels correspond to the second residue that is linked to the (non-reducing) one. According to the IUPAC nomenclature ${ }^{50,51}$ the dihedral angles defining the orientation of the hydroxyl groups are labeled $\chi_{n}$ ( $C_{n-1}-C_{n}-O_{n}-H_{n}$; illustrated for $n=4 ; \chi_{n}$ ' for the second residue). The dihedral angles defining orientation of the hydroxymethyl group are labeled $\omega$ ( $C_{4}-C_{5}-C_{6}-O_{6} ; \omega$ ' for the second residue) or $\tilde{\omega}$ ( $O_{5}-C_{5}-C_{6}-O_{6}$; non-IUPAC, but also commonly used; $\tilde{\omega}^{\prime}$ for the second residue). Finally, the dihedral angles defining the conformation of the glycosidic linkage are labeled $\phi\left(O_{5}-C_{1}-O_{1}-C_{n}^{\prime}\right)$ and $\psi\left(C_{1}-O_{1}-C_{n}^{\prime}-C_{n-1}^{\prime}\right)$. Note that in the special case of a three-bond $(1 \rightarrow 6)$-linkage, $\omega^{\prime}\left(\right.$ or $\left.\omega^{\prime}\right)$ is also a glycosidic dihedral angle. Note also that $\psi$ is equivalent to $\chi_{n}$ ' for a $(1 \rightarrow n)$-linkage.

The conformational freedom of a mono-, oligo- or polysaccharide can be broadly defined in terms of six different classes of processes ${ }^{21,52,53}$ associated with different timescales, which are described below with a specific focus on aldohexo(pyrano)se-based saccharides in aqueous solution:

1. Constitutional isomerization. For reducing monosaccharides, at least six distinct constitu-
tional isomers may be present at equilibrium in solution ${ }^{54-62}$ : the $\alpha$ - and $\beta$-pyranose forms (six-membered rings), the $\alpha$ - and $\beta$-furanose forms (five-membered rings), and the (free or hydrated) acyclic forms (free or hydrated carbonyl group). Septanose forms ${ }^{63-65}$ (sevenmembered rings) are not observed for aldohexoses in water ${ }^{65-67}$. Constitutional changes (mutarotations) are typically associated with timescales ${ }^{54,62,68-73}$ of the order of $10^{3} \mathrm{~s}$, and the relative populations of the corresponding species may be readily determined by NMR spectroscopy ${ }^{55,56,58,59,61,74}$. For aldohexoses in aqueous solution, the $\alpha$ - and $\beta$-pyranose forms (mixture) are the leading constitutional isomers. The contribution of the furanose forms is below $10 \%$ for all aldohexoses ${ }^{61}$ except altrose, idose and talose (about $30 \%$ ), while that of acyclic isomers is below $0.1 \%$ in all cases ${ }^{58,59,61,75}$ except for idose (about $1 \%$ ). For non-reducing monosaccharides, the constitution is defined during the (chemical or enzymatic) formation of the glycosidic linkage and cannot change anymore thereafter.
2. Ring conformational isomerization. Pyranose systems may present at least eight relevant ring conformers in solution ${ }^{55,57,76-79}$ : two chair forms (labeled ${ }^{4} \mathrm{C}_{1}$ and ${ }^{1} \mathrm{C}_{4}$ ) and six boat forms (labeled ${ }^{1,4} \mathrm{~B},{ }^{2,5} \mathrm{~B},{ }^{3, O} \mathrm{~B}, \mathrm{~B}_{1,4}, \mathrm{~B}_{2,5}$ and $\mathrm{B}_{3, O}$ ). Skew-boat forms may also be of relevance for some systems ${ }^{80-92}$. For nearly all aldohexopyranoses of the $D$-series, the ${ }^{4} \mathrm{C}_{1}$ chair conformation appears to be the only significantly populated ring conformer in aqueous solution ${ }^{76,93}$. For aldohexopyranoses of the $L$-series, this behavior is inverted (e.g. the ${ }^{1} \mathrm{C}_{4}$ conformation of a $\beta$-L-hexopyranose is the mirror image of the ${ }^{4} \mathrm{C}_{1}$ conformation of the corresponding $\beta$-D-hexopyranose). Ultrasonic-relaxation ${ }^{73,94-96}$ and NMR spectroscopy ${ }^{97}$ measurements suggest that chair-chair interconversion in aldohexopyranoses takes place on the $\mu$ s timescale.
3. Conformation of the exocyclic hydroxymethyl group. The conformational properties of the exocyclic hydroxymethyl group in aldohexopyranoses may be investigated based on NMR coupling constants together with appropriate Karplus-type equations ${ }^{98-106}$. The reported conformer populations around $\omega$ for glucose ${ }^{101,103,104,106-112}$, mannose ${ }^{113}$ and galactose ${ }^{101,103,104,108,110,112}$, either free or $O_{1}$-methylated, show significant variations between different literature sources. However, for glucose and mannose, all studies evidence a clear predominance of the $g_{+}\left(60^{\circ}\right)$ and $t\left(180^{\circ}\right)$ rotamers (with comparable populations), $g_{-}\left(-60^{\circ}\right)$ being nearly absent. For galactose, one set of studies ${ }^{101,108,110,112}$ suggests that the three rotamers are significantly populated, while the two most recent determinations ${ }^{103,} 104$ support a predominance of the $t$ and $g_{-}$rotamers (with a higher population for $t, g+$ being nearly absent). Ultrasonic-relaxation spectroscopy ${ }^{73,95,114}$ and $\mathrm{NMR}^{97,115,116}$ measurements suggest that the hydroxymethyl group rotation takes place on the nanosecond timescale.
4. Conformation of the exocyclic hydroxyl groups. Experimentally, little is known about the orientational preferences and the torsional dynamics of the exocyclic hydroxyl groups in aqueous solution. This is mainly because : (i) hydroxyl protons are difficult to detect via NMR spectroscopy ${ }^{74,117-120}$ (chemical exchange, mutual overlap, overlap with solvent signal); (ii) hydroxyl group vibrations are difficult to characterize via infrared (IR) spectroscopy ${ }^{118,121-123}$ (dual hydrogen bond donor-acceptor character, mutual overlap, overlap with solvent bands). Furthermore, X-ray crystallography provides limited reference information in the solid state, because the hydroxyl protons are invisible in these exper-
iments (weak diffraction centers, orientational averaging). However, detailed (although model-dependent) information concerning rotamer distributions and intramolecular hydrogen bonding, as well as the associated timescales, may be obtained from atomistic simulations. Recent MD studies ${ }^{21,52}$ suggested a timescale of about 30 ps for the hydroxyl group rotation and relatively weak correlations between hydroxyl group orientations (i.e. weak hydrogen-bonding) around the pyranose ring in aqueous environment (except in the case of 1,3-syn-diaxial hydroxyl groups as e.g. in talose).
5. Conformation of the glycosidic linkages (local preferences). The local conformation of a glycosidic linkage is determined by the values of the glycosidic dihedral angles ${ }^{124-132}$ $\phi$ and $\psi$ ( along with $\omega^{\prime}$, often loosely written $\omega$, in the case of $(1 \rightarrow 6)$ linkage), which determine the relative orientations of two successive monosaccharide rings. For a given linkage type, the populated values of these dihedral angles are restricted to limited ranges, resulting from an interplay between steric, stereoelectronic, electrostatic (e.g. interresidue hydrogen-bonding) and solvation effects. These ranges can be characterized by considering the Ramachandran free energy maps at the disaccharide level. Unfortunately, although the corresponding conformational preferences can be inferred qualitatively based on experimental (x-ray, NMR) data ${ }^{24,133}$, the Ramachandran maps themselves are not accessible and the relative influences of the four above type of effects remain largely unclear (in particular concerning the role of interresidue hydrogen-bonding and solvation). Here also, detailed (although model-dependent) information may be obtained from atomistic simulations. Recent MD studies ${ }^{52}$ suggested the existence of a single dominant conformational basin in the Ramachandran map for all reducing glucose disaccharides, and timescales of the order of 100 ns (or longer) for rotations around the $\phi$ and $\psi$ dihedral angles (about 1 ns for rotations around $\omega$ in ( $1 \rightarrow 6$ )-linked disaccharides). Ultrasonic relaxation spectroscopy measurements ${ }^{73,96}$ suggest timescales of the order of 10 ns .

## 6. Conformation of an oligo- or polysaccharide chain (non-local preferences).

Local conformational preferences at the level of the individual glycosidic linkages are not rigid constraints, and are usually compatible with different kinds of longer-ranged structuring of the chain. Depending on the environment, oligo- and polysaccharides can thus still adopt a wide variety of shapes. In crystals or fibers, helical secondary structure (with tertiary lateral chain association) is the most common motif ${ }^{134-136}$. A regular helical structure is usually characterized by the number $n$ of residues per helix turn (often fractional; positive for right-handed and negative for left-handed helices) and the raise $h$ per residue along the helix axis. Typical examples are the $2_{1^{-}}, 3_{1^{-}}$and $3_{2}$-helices (with $n= \pm 2,+3$ and -3 ). In aqueous solutions, oligo- and polysaccharides are mostly disordered, but thought to locally adopt conformations similar to those found in the solid state ${ }^{137}$. The characterization of polysaccharide conformations requires the use of spectroscopic methods ${ }^{22,23,26,138}$ such as x-ray crystallography ${ }^{25,27,28}$ (solid state), or methods applicable for studies of solutions like NMR spectroscopy ${ }^{28-30}$, optical rotation (OR), fluorescence energy transfer (FET), Raman optical activity (ROA), as well as computer modeling ${ }^{22,28,32,33,35-42,46,139}$.

For a given mono- oligo- or polysaccharide stereochemistry (chain length, sequence, linkages), the relative stabilities (and, thus, the associated equilibrium populations) of the different constitutional isomers, ring conformers, hydroxymethyl rotamers, hydroxyl rotamers, glycosidic
linkage conformers and chain conformers result from a delicate balance between many different effects.

A brief summary of these effects is provided below (with a focus on aldohexopyranose-based carbohydrates in aqueous solution), together with a few key conclusions resulting from experimental investigations :

1. Steric effects. Steric effects result from the (closed-shell) non-bonded repulsion between pairs of atoms in close spatial proximity, and should in principle be solvent insensitive. In the context of carbohydrates, these include ${ }^{21}$ (Figure 1.2): (i) the Hassel-Ottar effect ${ }^{55,60,76,140-145}$ and other 1,3-syn-diaxial repulsions ${ }^{55,76,110,141,143,144,146-148}$ within a monosaccharide; (ii) the $\Delta 2$ effect ${ }^{60,76,149,150}$ and other vicinal-gauche repulsions ${ }^{55,60,141,143,144,146,150-152}$ within a monosaccharide; (iii) residue-overlap (forbidden) regions of the Ramachandran map for a glycosidic linkage. Note, however, that the two former effects may not be entirely steric in nature, i.e. they may also involve a significant hyperconjugative (stereoelectronic) ${ }^{153-156}$ or dipolar ${ }^{147,157,158}$ (electrostatic) component. For example, recent articles have questioned the steric nature, magnitude, and even repulsiveness ${ }^{155}$ of 1,3-syn-diaxial interactions involving aliphatic hydrogen atoms and axial substituents, suggesting that the general equatorial preference in substituted six-membered rings ${ }^{77,159}$ is rather of predominantly hyperconjugative origin ${ }^{153-155,160}$.
2. Stereoelectronic effects. Stereoelectronic effects result from the particular electronic properties associated with specific molecular fragments in specific geometries. These effects may also involve a dipolar component ${ }^{161}$ and thus be somewhat solvent sensitive ${ }^{162,163}$, but this dependence should be limited compared to that of electrostatic effects (see below). In the context of carbohydrates, these include ${ }^{21}$ (Figure 1.2): (i) the endo-anomeric effect ${ }^{55,124,144,148,150,153,161,162,164-169}$ (affecting the ratio of the $\alpha v s \beta$ anomers in reducing monosaccharides); (ii) the gauche effect ${ }^{165,170-174}$ (affecting the populations of hydroxymethyl group rotamers); (iii) the exo-anomeric effect ${ }^{124,162,165-168,175-177}$ (affecting the conformational preferences of the glycosidic dihedral angle $\phi$ ) ; (iv) other stereoelectronic effects ${ }^{153,154,160,178-181}$.
3. Electrostatic effects. Electrostatic effects, mainly intramolecular hydrogen-bonding, are strongly sensitive to the nature and polarity of the solvent. Experimentally, intramolecular hydrogen-bonds in an aqueous environment can be detected only indirectly, e.g. via NMR $^{74,117-120, ~ 123, ~ 147, ~ 154, ~ 182-189 ~ o r ~}$ IR $^{118,121-123,187,190-194}$ spectroscopy. However, most studies to date have investigated model compounds (e.g. monosaccharide analogs) and only provided qualitative information on the existence or absence of a hydrogen-bond. Based on these studies, it appears that intramolecular hydrogen-bonds in aqueous solution can be broadly classified ${ }^{21}$ into three groups in order of decreasing occurences ${ }^{118,121,123,195}$ (Figure 1.2): (i) inter-residue hydrogen-bonds across specific glycosidic linkages (e.g. in all glucose-based disaccharides ${ }^{52}$ involving a $(1 \rightarrow n)$-linkage with $n=2,3$ or 4 ); (ii) six-membered hydrogen-bonded "rings" between 1,3-syn-diaxial hydroxyl groups ${ }^{118,122,147,185, ~ 187,190,196-199}$; (iii) five-membered hydrogen-bonded "rings" between cis-vicinal (axial-equatorial) hydroxyl groups ${ }^{190,196}$; (iv) five-membered hydrogen-bonded "rings" between trans-vicinal (diequatorial) hydroxyl groups ${ }^{190,196}$. Hydrogen-bonding interactions are strong in vacuum or in solvents of low polarity ${ }^{147,187,196,199,200}$, but probably
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Figure 1.2: Most relevant effects influencing the conformation of mono-, oligo- and polysaccharides. The Hassel-Ottar effect disfavors substituent in 1,3-syn diaxial relationship. The $\Delta 2$ effect disfavors an axial substituent at position $C_{2}$ for $\beta$-anomers (i.e. in vicinal-gauche relationship with both the ring oxygen atom and the lactol group). Ring-overlap effects disfavor glycosidic linkage conformations presenting overlaps between atoms of the two rings (or their substituents). The endo-anomeric effect disfavors a $\beta$ anomery the lactol group. The exo-anomeric effect disfavors the $t$ conformer of $\phi$ in a glycosidic linkage. The gauche-effect disfavors the $t$ conformer of $\omega$ for the hydroxyl group. Electrostatic effects include (in approximate order of decreasing occurrences) inter-residue, 1,3-syn-diaxial, cis-vicinal and trans-vicinal hydrogen bonding.
represent rather weak conformational driving forces in aqueous environment ${ }^{190,201-203}$. For example, although hydrogen-bonds between 1,3-syn-diaxial hydroxyl groups in fixed orientations are always observed in water ${ }^{118,185,198,204}$, they are not always present when this orientation is conformer-dependent (e.g. when the "ring" involves one rotable CC bond ${ }^{109,110,187,190}$ or can only be formed in one chair conformation of a flexible sixmembered ring system ${ }^{147,194,196,197,199,200}$ ). In disaccharides ${ }^{52}$ it also appears that interresidue hydrogen-bonds are only formed when the leading linkage conformation places specific hydroxyl groups in close proximity (rather than representing a driving force on the linkage conformation that promotes this proximity). However, a number of studies have also underlined the importance of cooperativity effects in intramolecular hydrogen-bonding for carbohydrates ${ }^{123,195,205-209}$ (i.e. the mutual reinforcement of individual hydrogen-bonds within the same molecule or saccharide chain).
4. Solvation effects. Solvation effects influence the conformational properties of carbohydrates in a very complex way ${ }^{210-212}$. They consist of a combination of the following phenomena $^{21}$ : (i) dielectric screening of the intramolecular (mainly electrostatic, i.e. hydrogenbonding) interactions (evidenced by numerous investigations in solvents of various polarities ${ }^{147,179,187,192,199,200, ~ 202,213}$ ); (ii) competition between intramolecular and solute-solvent hydrogen bonds ${ }^{200,214,215}$ (in protic solvents); (iii) preferential solvation of sterically more accessible hydroxyl groups ${ }^{168,200,216,217}$; (iv) specific interactions between solute hydroxyl groups and tightly bound solvent molecules or solvent bridges ${ }^{21,162,163,218-220}$.

### 1.3 Molecular modeling of carbohydrates

### 1.3.1 Available molecular models

Theoretical methods (including glycoinformatics ${ }^{39}$, conformational analysis ${ }^{22,23,28,32-38,40,41,46}$, analysis of protein-carbohydrate interactions ${ }^{35,43,44}$ and multiscale modeling approaches ${ }^{42,45}$ ) play an increasingly important role in glycobiology. Due to their remarkable spatial (individual atoms) and temporal (femtosecond) resolution, as well as their firm basis in the laws of (classical) microscopic physics, explicit-solvent (MD) simulations represent a key component in many theoretical approaches. A number of force-fields have been developed to represent interatomic interactions in such simulations, which can be broadly classified in three categories : (i) force-fields with the primary goal of reproducing properties in vacuum or together with an implicit representation of the solvent, e.g. $\mathrm{HSEA}^{176}$, MM2 ${ }^{221}$, MM3 ${ }^{222-224}$, MM4 ${ }^{149,150,169,225}$, CFF ( $\mathrm{PEF}^{226}$ ), QMFF $^{227}$, CHARMM (QUANTA ${ }^{228}$, CHEAT ${ }^{229,230}$ ) and AMBER (AMBER*231,232); (ii) force fields with the primary goal of reproducing properties in solution together with an explicit representation of the solvent molecules, e.g. CHARMM (HGFB ${ }^{233}$, $\mathrm{PHLB}^{234}$, CSFF $^{235}$, Reiling ${ }^{236}$ and PARM22-SU01 ${ }^{237}$ ), AMBER (Homans ${ }^{238}$, Glennon ${ }^{239,240}$, Gregurick ${ }^{241}$, SPASIBA ${ }^{193}$, GLY-$\mathrm{CAM}^{242-245}$, AMB99C ${ }^{246,247}$ and Simmerling ${ }^{248}$ ), OPLS (AA ${ }^{249}$ and AA-SEI ${ }^{250,251}$ ) and GROMOS (43A1 ${ }^{252,253}$, Kouwijzer ${ }^{254,255}, \mathrm{Ott}^{256}$, Spieser $^{257}$, Galema ${ }^{258,259}$ and $45 \mathrm{~A} 4^{260}$ ); (iii) coarsegrained force-fields with the primary goal of performing low-resolution simulations of large-scale systems or long-timescale processes, e.g. M3B ${ }^{261,262}$ and Martini ${ }^{263}$. For completeness, it should be mentioned that ab initio MD simulations of carbohydrates have also been performed ${ }^{106,264,265}$.

Furthermore, the most commonly used force-fields have been discussed in recent reviews ${ }^{23,38,48,49}$, and a number of more or less extensive force field comparisons (against vacuum $^{227,266,267}$, solid-state ${ }^{268,269}$ or solution ${ }^{266,270,271}$ data) have also been undertaken.

### 1.3.2 Molecular model used in this work

The following sections briefly describe the modeling approach relevant for the present thesis (atomistic explicit-solvent MD simulation) in terms of the main choices, approximations and methods it involves. There are four basic choices defining a molecular model : (i) choice of the degrees of freedom (elementary particles of the model); (ii) choice of the interaction (between these particles); (iii) choice of a configuration generation method (to produce a sequence of configurations for these particles); (iv) choice of the boundary conditions (defining global properties of this configuration sequence). The resulting combination should be adequate to evaluate the property or quantity of interest. Most of the times, however, a balance must be struck between the accuracy of the selected model and its computational cost for a given application. These four components are discussed in sequence below, focusing nearly exclusively on choices relevant for the type of modeling carried out in the present thesis.

## Degrees of freedom

Modeling extends over a wide range of possible levels of resolution ${ }^{47,272}$, e.g. nuclei and electrons (described by quantum mechanics), individual atoms (described by classical mechanics), beads representing atom or molecule groups (described by coarse-grained models) or volume elements in a continuous fluid (described by means of conservation and transport equations). In order to simulate large systems and reach a sufficient configuration sampling (e.g., in MD, a sufficient timescale), it is often necessary to trade resolution for computational speed, i.e. to explicitly include only those degrees of freedom which (presumably) have the largest influence on the system and properties under investigation. An alternative is to use hybrid approaches, where different parts of the system are treated at different levels of resolution. Two typical examples of this kind are implicit-solvent models (where the solvent particles are not included explicitly, and the mean effect of solvation is introduced by a suitable modification of the interaction between the solute particles) or quantum-mechanics/molecular-mechanics approaches (where a small part of the system is treated quantum mechanically, while its surrounding is treated classically). The level of resolution adopted throughout this thesis is atomistic, including an explicit representation of the solvent molecules, the only exception being that aliphatic hydrogen atoms are treated implicitly using united $\mathrm{CH}_{n}(n=1,2,3)$ atoms ${ }^{273}$.

## Interaction function

When the elementary particles of the model are subatomic particles, a system configuration is defined by the corresponding many-particle wavefunctions and the interaction is governed by a Hamiltonian operator (encompassing both kinetic and potential energy operators, and acting on the wavefunction). When the elementary particles are classical, a system configuration is defined by the corresponding (generalized) coordinate and momentum vectors, and the interaction is governed by a Hamiltonian function (encompassing both kinetic and potential energy functions).

In such classical simulations, the Hamiltonian is usually formulated in terms of the Cartesian many-particle coordinate vector $\mathbf{r}$ and the corresponding Cartesian momentum vector $\mathbf{p}$, as

$$
\begin{equation*}
\mathcal{H}(\mathbf{r}, \mathbf{p})=\mathcal{K}(\mathbf{p})+\mathcal{V}(\mathbf{r}) . \tag{1.1}
\end{equation*}
$$

The kinetic energy function $\mathcal{K}$ is given by

$$
\begin{equation*}
\mathcal{K}(\mathbf{p})=\frac{1}{2} \sum_{a t m_{i}} m_{i}^{-1} \mathbf{p}_{\mathbf{i}}^{2} \tag{1.2}
\end{equation*}
$$

where the sum involves all atoms (atm) in the system, while $m_{i}$ and $\mathbf{p}_{i}$ are the mass and Cartesian momentum vector of atom $i$, respectively. The potential energy function $\mathcal{V}$ is represented as a sum of terms, each of which involves one or more internal coordinates of the system along with parameters specific to the term. A prototypical functional form (as used in the GROMOS forcefield ${ }^{252,253}$ ) reads

$$
\begin{align*}
\mathcal{V}(\mathbf{r}) & =\sum_{\text {bnd } n} \frac{1}{4} K_{b_{n}}\left[b_{n}^{2}-b_{0_{n}}^{2}\right]^{2}+\sum_{\text {ang } n} \frac{1}{2} K_{\theta_{n}}\left[\cos \left(\theta_{n}\right)-\cos \left(\theta_{0_{n}}\right)\right]^{2} \\
& +\sum_{\text {imp } n} \frac{1}{2} K_{\xi_{n}}\left[\xi_{n}-\zeta_{0_{n}}\right]^{2}+\sum_{\text {dih } n} K_{\varphi_{n}}\left[1+\cos \left(m_{n} \varphi_{n}-\delta_{n}\right)\right]  \tag{1.3}\\
& +\sum_{\text {prs } i j}\left(\frac{C_{12, i j}}{r_{i j}^{12}}-\frac{C_{6, i j}}{r_{i j}^{6}}\right)+\sum_{\text {prs } i j} \frac{q_{i} q_{j}}{4 \pi \varepsilon_{0} r_{i j}} .
\end{align*}
$$

The successive terms describe the bond stretching interaction along covalent bonds (bnd), the bond-angle bending interaction at covalent bond angles (ang), the deformation interactions at planar or tetrahedral sites, described here by means of (harmonic) improper dihedral-angle bending (imp) terms, the torsional interaction around bonds, described here by means of (trigonometric) dihedral-angle torsion (dih) terms, the non-bonded van der Waals interactions between all atom pairs (prs), and the electrostatic interactions between all atom pairs. The variables $b_{n}, \theta_{n}, \xi_{n}, \varphi_{n}$ and $r_{i j}$ indicate the corresponding internal coordinates, namely the bond lengths, bond-angles, improper dihedral-angles, torsional dihedral-angles and pairwise distances, respectively (these internal coordinates are derived from the vector $\mathbf{r}$ in a given configuration). The parameters $b_{0}, \theta_{0}$ and $\xi_{0}$ are the corresponding reference or ideal values. The parameters $K_{b}, K_{\theta}, K_{\xi}$ and $K_{\phi}$ indicate corresponding force constants. For torsional dihedral-angle terms, the parameters $m_{n}$ and $\delta_{n}$ indicate the multiplicity and phase-shift cosine of a given term. Finally, for non-bonded terms, the parameters $\mathrm{C}_{12, i j}, \mathrm{C}_{6, i j}$ and $q_{i}$ denote, respectively, the van der Waals (Pauli) repulsion parameter, the van der Waals (London) dispersion parameter and the partial charge of an atom, while $\varepsilon_{0}$ is the permittivity of vacuum.

### 1.3.3 Configuration generation

A given configuration generation method ${ }^{47,53,274,275}$ will generate a sequence of configurations of the molecular system obeying a certain ensemble probability distribution and a certain sequence ordering. One may distinguish between three main classes of methods: (i) search methods (e.g. genetic algorithms, random search, homology modeling), where both ensemble and sequence are
arbitrary; (ii) sampling methods, where the ensemble is uniquely defined by the interaction (and boundary conditions), but the sequence is arbitrary; (iii) simulation methods, where the ensemble is uniquely defined by the interaction (and boundary conditions) and the sequence obeys the "natural" (i.e. physical) dynamics of the system (e.g. explicit-solvent: MD; implicit-solvent: stochastic or Brownian dynamics). When the elementary particles of the model are subatomic (i.e. the interaction characterized by a Hamiltonian operator), the "natural" system dynamics (simulation method) corresponds to integrating the time-dependent Schrödinger equation for propagating the system configuration (wavefunction) in time. When these elementary particles are classical (i.e. the interaction characterized by a Hamiltonian function) and all explicitly included in the model, the "natural" system dynamics (simulation method) corresponds to integrating the classical (generalized coordinates: Hamiltonian or Lagrangian; Cartesian coordinates: Newtonian) equations of motion for propagating the system configuration (coordinate and momentum vectors) in time. Which properties of the molecular system can be calculated depends on the selected method. Only sampling and simulation methods will permit the calculation of the thermodynamical properties of the system. Only simulation methods will permit the calculation of the both thermodynamical and dynamical properties of the system. However, the calculation will only be meaningful if a statistically representative set of configurations has been generated, which can be difficult for complex molecular systems due to the presence of numerous minima and barriers on the potential energy surface. In this case, it may be advantageous to scarify the dynamical information and use enhanced-sampling (rather than simulation) methods.

The configuration generation method adopted throughout this thesis is explicit-solvent MD where the classical (Newtonian) equations of motions are integrated in time for the Hamiltonian defined in Eqs (1.2) and (1.3). In this approach, one can calculate the force $\mathbf{f}_{i}$ on a particle $i$ is calculated at a given instant as the negative of the first derivative of the potential energy with respect to its position

$$
\begin{equation*}
\mathbf{f}_{i}=-\frac{\partial}{\partial \mathbf{r}_{\mathbf{i}}} \mathcal{V}(\mathbf{r}) \tag{1.4}
\end{equation*}
$$

Newton's equation of motion connects this force to the second derivative of the particle position as

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}} \mathbf{r}_{i}=\frac{1}{m_{i}} \mathbf{f}_{i} \tag{1.5}
\end{equation*}
$$

A common numerical algorithm to integrate this equation in time is the leap-frog algorithm ${ }^{276}$. In this scheme, the numerical propagation of positions and velocities is based on a finite time step $\Delta t$ according to

$$
\begin{equation*}
\mathbf{v}_{i}\left(t+\frac{1}{2} \Delta t\right)=\mathbf{v}_{i}\left(t-\frac{1}{2} \Delta t\right)+\frac{1}{m_{i}} \mathbf{f}_{i}(t) \Delta t \tag{1.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)=\mathbf{r}_{i}(t)+\mathbf{v}_{i}\left(t+\frac{1}{2} \Delta t\right) \tag{1.7}
\end{equation*}
$$

The integration of Eqs (1.6) and (1.7), while maintaining the kinetic energy coupled to a reference temperature bath (see below), leads to a trajectory of the system configuration in the time that obeys a well defined (Boltzmann) probability distribution and represents the natural dynamics of the system (simulation method).

### 1.3.4 Boundary conditions

The term boundary condition refers to a global constraint imposed to the system and generated configurations during the simulation. One may distinguish between: (i) spatial boundary conditions (spatial construction of the simulated sample); (ii) thermodynamical boundary conditions (average thermodynamical properties of the simulated ensemble); (iii) geometrical boundary conditions (constraints or restrictions imposed to specific internal coordinates).

Spatial boundary conditions ${ }^{47,277,278}$ determine the shape, surroundings and boundary of the simulated sample. To overcome finite-size effects (dominated by long-range electrostatic interaction) and surface effects (caused by the possible presence of an interface with vacuum), periodic boundary conditions are most commonly used in classical MD simulation. The system of interest is then encompassed within a computational box of space filling shape, which is surrounded by identical periodic copies of itself (thereby eliminating any interface with vacuum). In this case, the non-bonded interactions can be treated either as periodic (lattice-sum methods) or truncated (to a given cutoff distance; so as to reduce both computational costs and possible periodicity artifacts). Common box shapes are the cube, rectangle, truncated octahedron, hexagonal prism and triclinic box. In all simulations reported in the present thesis, periodic boundary conditions were applied, using either a rectangular or a truncated octahedral box.

Thermodynamical boundary conditions ${ }^{279,280}$ determine what the system is allowed to exchange with its surrounding. A system may be closed (constant number of particles N ) or grand (constant average chemical potential $\mu$ at equilibrium), isochoric (constant volume V ) or isobaric (constant pressure P at equilibrium), and adiabatic (constant energy E) or isothermal (constant average temperature T at equilibrium). Nearly all simulations reported in the present thesis correspond to the (closed) isothermal-isobaric (NPT) or canonical (NVT) ensembles, since they correspond to the most common experimental conditions. By default, however, MD simulations sample the microcanonical (NVE) ensemble. The enforcement of a constant (average) pressure or/and temperature requires a suitable modification of the equations of motion, e.g. by means of the Berendsen barostat or/and thermostat algorithm ${ }^{281}$.

Geometrical boundary conditions include the use of bond-length constraints ${ }^{282}$ (as an alternative to harmonic bonds, providing a better approximation to the quantum-mechanical behavior of stiff harmonic oscillators) as well as experimentally-derived boundary conditions ${ }^{283,284}$ (used to enforce the reproduction of experimentally derived information by the simulated ensemble). Only the former type of geometrical boundary conditions (bond-length constraints) was applied in the simulations reported in the present thesis.
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## Chapter 2

## Conformational properties of glucose-based disaccharides investigated using molecular dynamics simulations with local elevation umbrella sampling

### 2.1 Summary

Explicit-solvent molecular dynamics (MD) simulations of the 11 glucose-based disaccharides trehalose, isotrehalose, neotrehalose, kojibiose, sophorose, nigerose, laminarabiose, maltose, cellobiose, isomaltose and gentiobiose in water at 1 bar and 300 K are reported. The simulations were carried out using the GROMOS 45A4 force-field and the sampling along the glycosidic dihedral angles $\phi$ and $\psi$ was artificially enhanced using the local elevation umbrella sampling (LEUS) method. The trajectories are analyzed in terms of free-energy maps in the space of the glycosidic dihedral angles, stable and metastable conformational states (relative free-energies and estimated transition timescales), intramolecular hydrogen-bonding (H-bonding), solute configurational entropies and agreement with experimental data. All disaccharides considered are found to be characterized either by a single stable (overwhelmingly populated) state ( $(1 \rightarrow n)$-linked disaccharides with $n=1,2,3$ or 4 ) or by two stable (comparably populated) states with a low interconversion barrier $((1 \rightarrow 6)$-linked disaccharides). Metastable states are also identified with relative free energies in the range $8-22 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The 11 compounds can be classified into four families (which correlate with approximate topological symmetries) : $(i)$ the $\alpha(1 \rightarrow 1) \alpha$-linked disaccharide trehalose (axial-axial linkage) presents no metastable state, the lowest configurational entropy and no intramolecular H-bonds; (ii) the four $\alpha(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ; axialequatorial linkage) present one metastable state, an intermediate configurational entropy and two alternative intramolecular H-bonds; (iii) the four $\beta(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ; equatorial-equatorial linkage) present two metastable states, an intermediate configurational entropy and one intramolecular H-bond; (iv) the two $(1 \rightarrow 6)$-linked disaccharides (additional glycosidic dihedral angle) present no (isomaltose) or a pair of (gentiobiose) metastable states, the highest configurational entropy and no intramolecular H-bonds. The results suggest that the observed conformational preferences are dictated by four main driving forces (conformational preferences
of the residue rings, exo-anomeric effect, steric constraints, possible presence of a third glycosidic dihedral angle), leaving a secondary role to intramolecular H-bonding and specific solvation effects. In spite of the weak conformational driving force attributed to solvent-exposed H -bonds in water (highly polar protic solvent), intramolecular H -bonds may still have a significant influence on the physico-chemical properties of the disaccharide by decreasing its hydrophilicity. Along with previous work, the present results also complete the suggestion of a spectrum of approximate transition timescales for carbohydrates up to the disaccharide level, namely : $\sim 30$ ps (hydroxyl groups), $\sim 1 \mathrm{~ns}$ (free lactol group, free hydroxymethyl groups, glycosidic dihedral angle $\tilde{\omega}$ in $(1 \rightarrow 6)$-linked disaccharides), $\sim 10 \mathrm{~ns}$ to $2 \mu$ (ring conformation, glycosidic dihedral angles $\phi$ and $\psi$ ). The calculated average values of the glycosidic torsional angles agree well with available experimental data, providing validation for the force-field and simulation methodology employed. Finally, the possible implications of the above findings in terms of the biological functions of the considered linkage types in carbohydrates, as well as carbohydrates in general, are discussed.

### 2.2 Introduction

Carbohydrates play a key role in numerous aspects of biology, biochemistry and human technology ${ }^{1-7}$ including, for example : structure preservation and cell protection in various organisms ${ }^{8-16}$ (e.g. cellulose and polyuronates in plants, capsular polysaccharides in bacteria), energy storage and interconversion in all living cells ${ }^{11,12,17,18}$ (e.g. glucose, sucrose, glycogen and amylose), intra- and intercellular recognition processes ${ }^{3-6,19-27}$ (e.g. glycoproteins and glycolipids involved in cell signaling and immunological response), cell preservation under extreme environmental conditions ${ }^{28-31}$ (e.g. trehalose), source of building blocks for cofactors or biomolecules ${ }^{11,12}$ (e.g. nucleotides and nucleic acids) and technological use in the design of new (biocompatible and biodegradable) materials ${ }^{32-38}$ (e.g. for the food, paper, textile, pharmaceutical or cosmetic industries). Some theories also attribute to these compounds a primordial role in the origins of life on earth ${ }^{39,40}$. The diverse and complex functions of carbohydrates in living cells may be related to the high density of functional (predominantly hydroxyl) groups present in these compounds, in a virtually infinite variety of possible stereoisomers ${ }^{1,2,41}$ (at the monomer level) and chain-formation patterns ${ }^{1,2,41,42}$ (length, sequence, linkage type and branching).

Disaccharides are the simplest carbohydrate molecules presenting all the rotational degrees of freedom characteristic of more complex oligo- and polysaccharides ${ }^{1,2,43-45}$ For this reason, characterizing the conformational properties of these molecules represents a key step towards the understanding of the conformation, flexibility and dynamics of more complex carbohydrates. In the context of molecular simulations, disaccharides also represent important benchmark systems for validating simulation methodologies and force-field parameters to be subsequently used for larger systems ${ }^{43-48}$. Finally, disaccharides themselves play an essential biological and technological role in terms of, for example, polysaccharide biosynthesis and degradation (e.g. maltose, isomaltose and cellobiose), energy storage and interconversion (e.g. sucrose, lactose and glucosebased disaccharides, all of which can be found in honey ${ }^{49}$ ), bioprotection phenomena ${ }^{28-31,50}$ (e.g. trehalose in anhydrobiosis) and industrial food processing ${ }^{51,52}$.

In a previous study ${ }^{53,54}$ (Pereira et al., 2006), we reported the results of explicit-solvent molecular dynamics (MD) simulations investigating the conformational properties of the 8 reducing disaccharides of D-glucopyranose in water on the 50 ns timescale using the GROMOS 45A4
force-field ${ }^{55-59}$ (including a recently reoptimized parameter set for hexopyranose-based carbohydrates ${ }^{41,53-55,60}$ ). The absolute configurational entropies of these disaccharides were also estimated by means of a quasi-harmonic $(\mathrm{QH})$ analysis ${ }^{61-65}$ (including corrections for mode anharmonicities and pairwise supralinear correlations ${ }^{65}$ ). One of the main observations made in this investigation was that the probability distributions associated with the glycosidic dihedral angles $\phi$ and $\psi$ were essentially unimodal for all considered disaccharides, and that well-to-well (i.e. about $120^{\circ}$ ) transitions around these angles occurred at most once or twice for $\phi$ (never for $\psi$ ) on the 50 ns timescale. As a consequence, these simulations mainly (or only) probed the conformational regions of the corresponding Ramachandran $(\phi, \psi)$ maps closest to the starting structures employed in the simulations, which were taken in that study to be the experimentally derived crystallographic (x-ray) structures. The average values of the glycosidic dihedral angles calculated from the simulations agreed well with available experimental data from x-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy, suggesting that the sampled regions indeed corresponded to the most stable conformational regions for the considered disaccharides. However, in the absence of a more extensive sampling of the Ramachandran maps, the following restrictions apply to the conclusions of the article by Pereira et al. ${ }^{53,54}$ : (i) the relative populations of alternative conformers (which, even if less stable at the disaccharide level, may still be relevant in the context of oligo- and polysaccharides, either at equilibrium or along conformational transitions) could not be evaluated; (ii) the timescales associated with torsional transitions around the glycosidic dihedral angles or, equivalently, with state transitions between the alternative (meta)stable regions of the Ramachandran maps (which are important quantities for characterizing the conformational dynamics of more complex oligo- and polysaccharides) could not be evaluated; (iii) the solute configurational entropies estimated based on these simulations ( QH analysis plus correction terms) only characterized the regions of the Ramachandran maps neighboring the starting conformations (i.e. these estimates were not totally converged); (iv) the force-field validation in the context of disaccharides was not entirely complete (because these simulations could not show in a strict sense that the conformational regions surrounding the experimental structures are indeed the most stable regions within the employed force-field).

The goal of the present work is to revisit (and extend) the conclusions of the above study ${ }^{53,54}$, using MD simulations of similar durations in water, but that are biased so as to afford an extensive (i.e. nearly exhaustive in terms of the sterically allowed regions) coverage of the Ramachandran maps for the considered disaccharides. These new simulations rely on the application of the local elevation umbrella sampling (LEUS) method ${ }^{60}$. This approach combines the advantages of the local elevation ${ }^{66}$ (LE) conformational searching method and of the umbrella sampling ${ }^{67,68}$ (US) conformational sampling method. More specifically, the LEUS scheme relies on two steps : (i) a LE build-up (searching) phase, that is used to construct an optimized biasing potential within a subspace of conformationally relevant degrees of freedom; (ii) an US sampling phase, that is used to generate a biased ensemble with extensive coverage of the selected conformational subspace. The expression "biasing potential" refers here to an unphysical potential energy term that is added to the physical potential energy function (force-field) during the MD simulation. The LE buildup phase consists of a MD simulation involving the progressive construction of a memory-based (i.e. time-dependent) biasing potential that penalizes the resampling of previously visited regions within the considered conformational subspace ${ }^{60,66}$. This potential is defined as a sum of local (short-ranged) repulsive functions centered at regularly spaced grid points within this subspace, the weights of which are made proportional to the number of visits of the corresponding grid
cells. A successful build-up phase will produce a biasing potential that is approximately equal to the negative of the free-energy hypersurface within the considered conformational subspace. The US sampling phase consists of a MD simulation involving a "frozen" (i.e. time-independent) biasing potential, which is set equal to the biasing potential reached at the end of the LE buildup phase. Because this biasing potential is close to the negative of the free-energy hypersurface, a long enough sampling phase will result in a nearly homogeneous coverage of the considered conformational subspace. In addition, because the biasing potential in this second phase is timeindependent, thermodynamical information (e.g. relative conformer populations, free energies, enthalpies and entropies; free-energy barriers for conformer interconversions; structural properties) relevant for the physical (unbiased) ensemble can be recovered from the simulated data by means of a simple reweighting procedure ${ }^{60,67,68}$. Although the dynamical information that would in principle be available from a (very long) free (unbiased) MD simulation is lost in the LEUS approach, it can still be evaluated in an approximate fashion by application of transition-state theory ${ }^{69}$ (TST). Note that the LEUS approach bears some analogies with the adaptive umbrella sampling ${ }^{70-72}$, adaptive biasing force ${ }^{73-75}$ and metadynamics ${ }^{76,77}$ methods, but within a very distinct two-steps implementation. As detailed in a previous article ${ }^{60}$, this specific implementation leads to a number of advantages in terms of efficiency, accuracy, robustness and versatility.

The LEUS approach was previously applied to the calculation of the relative free energies and isomerization barriers of $\beta$-D-glucopyranose ring conformers in water (based on a threedimensional conformational subspace defined by the out-of-plane dihedral angles characterizing the ring conformation according to Pickett and Strauss ${ }^{78}$ ), and found to dramatically enhance the sampling compared to free (unbiased) MD simulations ${ }^{60}$. In the present work, this approach is applied to disaccharides (based on a two-dimensional conformational subspace defined by the glycosidic dihedral angles $\phi$ and $\psi$; possibly also including the third glycosidic dihedral angle $\tilde{\omega}$ in the case of $(1 \rightarrow 6)$-linked disaccharides). This choice of subspace for the LEUS enhancement is justified by the previous observation ${ }^{53,54}$ that torsional transitions around all other exocyclic dihedral angles occur in the $\sim 30 \mathrm{ps}$ (rotation of the hydroxyl groups) to ns (rotation of the free lactol and hydroxymethyl groups, and around the glycosidic dihedral angle $\tilde{\omega}$ in $(1 \rightarrow 6)$-linked disaccharides) range. This suggests that these degrees of freedom are appropriately sampled on the 50 ns timescale, even in the absence of sampling enhancement. In contrast, conformational transitions of the glucopyranose rings (from the most stable ${ }^{4} C_{1}$ chair to the inverted ${ }^{1} C_{4}$ chair, or to boat or skew-boat conformations) are much slower, with timescales of the order of 15-1000 ns (within the present force field ${ }^{60}$ ) or 50-1000 ns (ultrasonic-relaxation spectroscopy ${ }^{79-82}$ and $\mathrm{NMR}^{83}$ measurements on glucopyranose; estimate for penta-acetylated idopyranose ${ }^{84}$ ). However, the corresponding reverse transitions are fast, with timescales in the ps to ns range (within the present force-field ${ }^{60}$ ). Thus, the sampling of alternative ring conformations in (unbiased as well as LEUS) MD simulations is unlikely (with the possible exception of a small $0.1-0.2 \%$ population of ${ }^{3, O} B$ boat conformation within the present force-field ${ }^{41,60}$ ), and in any case expected to have a negligible influence on the results (considering the very small equilibrium populations of these conformers and the rapidity of their back conversion to ${ }^{4} C_{1}$ ).

The present simulations are also extended (compared to the previous work of Pereira et al. ${ }^{53,54}$ ) to include the 3 non-reducing disaccharides of D-glucopyranose (trehaloses), in addition to the 8 reducing ones, for a total of 11 possible disaccharides in water (Figure 2.1). More specifically, the present simulations consider the non-reducing disaccharides trehalose ( $\mathbf{T}_{\alpha \alpha}$ ), isotrehalose ( $\mathbf{T}_{\alpha \beta}$ ) and neotrehalose $\left(\mathbf{T}_{\beta \beta}\right)$, as well as the reducing disaccharides kojibiose $(\mathbf{K})$, sophorose


Figure 2.1: Schematic representation of the 11 disaccharides considered in the present study, i.e. all possible D-glucopyranose (Glc) dimers. Arrows indicate the ( $1 \rightarrow n$ )-linkage of a first (non-reducing) Glc residue (large drawing; ${ }^{4} C_{1}$ chair conformation; atom numbering indicated) with a second non-reducing ( $n=1$; for the 3 non-reducing trehaloses) or reducing ( $n=2,3,4$ or 6 ; for the 8 reducing disaccharides) Glc residue. The first Glc residue can adopt an $\alpha$ (1-OH group axial; $\alpha(1 \rightarrow n)$-linkage) or a $\beta$ (1-OH group equatorial; $\beta(1 \rightarrow n)$-linkage) anomery within the linkage. For the trehaloses, the second residue can also adopt an $\alpha$ or a $\beta$ anomery within the linkage, resulting in three possible isomers. For the reducing disaccharides, the 8 isomers are only simulated with a $\beta$ anomeric configuration at the reducing residue. The disaccharides considered are thus : trehalose ( $\mathbf{T}_{\alpha \alpha} ;$ Glc $\alpha(1 \rightarrow 1) \alpha$ Glc), isotrehalose $\left(\mathbf{T}_{\alpha \beta} ; G l c \alpha(1 \rightarrow\right.$ 1) $\beta$ Glc ), neotrehalose ( $\mathbf{T}_{\beta \beta}$; Glc $\beta(1 \rightarrow 1) \beta$ Glc), $\beta$-kojibiose ( $\mathbf{K}$; Glc $\alpha(1 \rightarrow 2)$ Glc $\beta$ ), $\beta$-sophorose ( $\mathbf{S}$; Glc $\beta(1 \rightarrow 2)$ Glc $\beta$ ), $\beta$-nigerose $(\mathbf{N} ; \operatorname{Glc} \alpha(1 \rightarrow 3)$ Glc $\beta$ ), $\beta$-laminarabiose $(\mathbf{L} ; \operatorname{Glc} \beta(1 \rightarrow 3)$ Glc $\beta$ ), $\beta$-maltose $(\mathbf{M} ;$ Glc $\alpha(1 \rightarrow 4)$ Glc $\beta$ ), $\beta$-cellobiose ( $\mathbf{C}$; Glc $\beta(1 \rightarrow 4)$ Glc $\beta$ ), $\beta$-isomaltose ( $\mathbf{I}$; Glc $\alpha(1 \rightarrow 6)$ Glc $\beta$ ) and $\beta$ gentiobiose ( $\mathbf{G} ; \operatorname{Glc} \beta(1 \rightarrow 6)$ Glc $\beta$ ).
$(\mathbf{S})$, nigerose $(\mathbf{N})$, laminarabiose $(\mathbf{L})$, maltose $(\mathbf{M})$, cellobiose $(\mathbf{C})$, isomaltose $(\mathbf{I})$ and gentiobiose (G). For simplicity, however, the 8 reducing disaccharides are only simulated in their $\beta$-anomeric form at the reducing end (expected to account for about $62 \%$ of the total anomeric population ${ }^{85}$ ). All of these disaccharides have been subject to previous investigations, both experimentally by x-ray crystallography ${ }^{2,86-92}$, NMR spectroscopy ${ }^{93-104}$ or circular dichroism ${ }^{105}$ (CD), as well as theoretically by quantum mechanics ${ }^{106-111}(\mathrm{QM})$, molecular mechanics ${ }^{112-120}(\mathrm{MM})$, or MD simulation ${ }^{53,54,97,99, ~ 102, ~ 104, ~ 121-137 . ~}$

After optimization of the LEUS protocol and evaluation of the performance of this approach (compared to plain MD simulations), the 11 new simulations with LEUS sampling enhancement
are analyzed in terms of : (i) calculated free-energy maps $G(\phi, \psi)$, as well as $G(\phi, \psi, \tilde{\omega})$ for the $(1 \rightarrow 6)$-linked disaccharides, in the subspace of the glycosidic dihedral angles; (ii) relative free energies of the identified conformational states (free-energy basins); (iii) interconversion barriers between these states (and transition timescales estimated using the $\mathrm{TST}^{69}$ approximation); (iv) occurrences of intramolecular hydrogen bonds (H-bonds) in these states; ( $v$ ) estimates for the solute configurational entropies ( QH analysis plus correction terms ${ }^{65}$ ); ( $v i$ ) agreement with available experimental and theoretical data. These results complement those previously reported by Lins \& Hünenberger ${ }^{55}$, Pereira et al. ${ }^{53,54}$, Kräutler et al. ${ }^{41}$ and Hansen \& Hünenberger ${ }^{60}$ in providing a detailed characterization of the (thermodynamical and dynamical) properties of mono- and disaccharides within the GROMOS 45A4 force-field ${ }^{55-59}$. Good agreement with available experimental and theoretical data also represents a validation for the latter force-field. In turn, these simulation studies provide insight into a number of properties of mono- and disaccharides that are not directly (or not unambiguously) accessible by experimental measurements.

### 2.3 Computational details

### 2.3.1 Molecular dynamics simulations

All MD simulations were carried out using the GROMOS96 program ${ }^{138,139}$, together with the GROMOS 45A4 force-field ${ }^{55-59}$ (including a recently reoptimized parameter set for hexopyranosebased carbohydrates ${ }^{41,53-55,60}$ ) and the SPC water model ${ }^{140}$. Note that the 45A4 force-field is equivalent to the more recent 53A6 force-field ${ }^{141,142}$ in the context of pure carbohydrate systems. Periodic boundary conditions were employed based on truncated-octahedral computational boxes (derived from cubes of 4 nm initial edge lengths) containing one disaccharide molecule surrounded by about 1000 water molecules ( $\mathbf{T}_{\alpha \alpha}: 1030 ; \mathbf{T}_{\alpha \beta}: 1055 ; \mathbf{T}_{\beta \beta}: 1055 ; \mathbf{K}: 1012 ; \mathbf{S}: 988 ; \mathbf{N}$ : 972; L: 1109; M: 1002; C: 1048; I: 924; G: 1070). Newton's equations of motion were integrated using the leap-frog scheme ${ }^{143}$ with a timestep of 2 fs . The SHAKE algorithm ${ }^{144}$ was applied to constrain all bond lengths with a relative geometric tolerance of $10^{-4}$. The center of mass motion was removed every 100 ps . The simulations were carried out in the isothermal-isobaric (NPT) ensemble at a temperature of 300 K and a pressure of 1 bar . The temperature was maintained by weakly coupling the solute and solvent degrees of freedom separately to a heat bath ${ }^{145}$, with a relaxation time of 0.1 ps . The pressure was maintained by weakly coupling the particle coordinates and box dimensions (isotropic coordinate scaling) to a pressure bath ${ }^{145}$, with a relaxation time of 0.5 ps and an isothermal compressibility of $0.4575 \cdot 10^{-3} \mathrm{~kJ}^{-1} \mathrm{~mol} \mathrm{~nm}^{3}$ as appropriate for wa$\operatorname{ter}^{138}$. Nonbonded interactions were computed using a twin-range scheme ${ }^{138,146}$, with short- and long-range cutoff distances set to 0.8 and 1.4 nm , respectively, and a frequency of 5 timesteps for the update of the short-range pairlist and intermediate-range interactions. A reaction-field correction ${ }^{147,148}$ was applied to account for the mean effect of omitted electrostatic interactions beyond the long-range cutoff distance, using a relative dielectric permittivity of 61 as appropriate for the SPC water model ${ }^{149}$.

Whenever applied, the LEUS method relied on a biasing potential $\mathcal{U}_{b}$ defined as a sum of local
(grid-based) Gaussian functions, i.e. ${ }^{60}$

$$
\begin{equation*}
\mathcal{U}_{b}\left(\mathbf{Q} ;\left\{n_{k}\right\}\right) \doteq c \sum_{k=1, n_{k} \neq 0}^{N_{g}^{N_{l}}} n_{k} \prod_{i=1}^{N_{l}} g\left(\operatorname{MI}\left[Q_{i}-Q_{k, i}^{*}\right] ; \sigma\right) \tag{2.1}
\end{equation*}
$$

with

$$
\begin{equation*}
g(\Delta Q ; \sigma) \doteq\left(2 \pi \sigma^{2}\right)^{-\frac{1}{2}} \exp \left[-\frac{(\Delta Q)^{2}}{2 \sigma^{2}}\right] \tag{2.2}
\end{equation*}
$$

Here, $\mathbf{Q}$ is the point representative of a system configuration in the $N_{l}$-dimensional subspace where the LEUS enhancement is to be applied, $N_{g}$ is the number of grid points used to discretize this subspace along each of its $N_{l}$ dimensions (chosen here to be identical along all dimensions, for simplicity), $\mathbf{Q}_{k}^{*}$ the coordinate of a grid point $k$ in this subspace, $n_{k}$ the number of visits to the corresponding grid cell, MI the minimum-image function and $g$ a normalized one-dimensional Gaussian of specified width $\sigma$. In the LE build-up phase, the quantity $n_{k}$ encompasses all visits of a grid cell counted up to the current time point of the simulation (i.e. it is time-dependent). In the US sampling phase, the quantity $n_{k}$ only encompasses visits summed up over the preceding buildup phase (i.e. it is now time-independent). The parameters $\sigma$ and $c$ in Eqs. 2.1 represent the width and force constant increment per visit associated with the local Gaussian functions (chosen here to have common values at all grid points, for simplicity). Eqs. 2.1 and 2.2 were implemented in a slightly modified version ${ }^{60}$ of the LE routine ${ }^{66}$ in the GROMOS 96 program ${ }^{138}$. The alterations involve : (i) the introduction of the minimum-image convention for the action of the local Gaussian functions on periodic degrees of freedom (here, dihedral angles), which was not included in the original implementation ${ }^{66,138}$; (ii) the removal of the truncation to a single grid cell for the action of the local Gaussian functions, which was applied in the original implementation ${ }^{66,138}$. As a result, the range of action of the local Gaussian functions is only restricted here to a single minimum-image period for periodic degrees of freedom.

The free parameters of the LEUS protocol are : $(i)$ the dimensionality $N_{l}$ of the conformational subspace in which the LEUS sampling enhancement is applied; (ii) the number $N_{g}$ of grid points used to discretize this subspace along each of its $N_{l}$ dimensions; (iii) the width $\sigma$ of the local Gaussian functions used to represent the biasing potential; (iv) the force constant increment $c$ per visit associated with these functions; (iv) the duration $t_{L E}$ of the LE build-up phase; (v) the duration $t_{U S}$ of the US sampling phase. Unless otherwise specified, the LEUS subspace is the twodimensional subspace ( $N_{l}=2$ ) defined by the glycosidic dihedral angles $\phi$ and $\psi$ (i.e. this subspace is the one represented in the Ramachandran map). For the $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ), additional LEUS simulations were also performed in a three-dimensional LEUS subspace ( $N_{l}=3$ ) defined by the glycosidic dihedral angles $\phi, \psi$ and $\tilde{\omega}$. The definitions of the dihedral angles $\phi, \psi$ and $\tilde{\omega}$ are provided in Section 2.3.2.

A number of possible combinations of the free parameters $N_{g}, \sigma, c, t_{L E}$ and $t_{U S}$ were tested and compared in the specific context of cellobiose (C). After a few attempts (data not shown), the choices $N_{g}=32$ (resulting in a grid spacing of $11.25^{\circ}$ along each of the $N_{l}$ dimensions) and $\sigma=360^{\circ} /\left(2 N_{g}\right)=5.625^{\circ}$ (Gaussian width set to half this grid spacing) were adopted as providing an appropriate basis set for the representation of the biasing potential, while keeping the memory and computational requirements relatively low. However, further tests were required to determine reasonable values for the parameters $c, t_{L E}$ and $t_{U S}$. Illustrative results for $\mathbf{C}$ are reported in

Section 2.4.2. The choices $c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \operatorname{deg}^{2}\left(N_{l}=2\right)$ or $c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \operatorname{deg}^{3}\left(N_{l}=3\right.$; $\mathbf{I}$ and $\mathbf{G}$ only), $t_{L E}=50 \mathrm{~ns}$ and $t_{U S}=50 \mathrm{~ns}$ were finally adopted for all production simulations.

The simulations analyzed include one plain (unbiased) MD simulation and one (two for $\mathbf{G}$ and $\mathbf{I}$, either excluding or including $\tilde{\omega}$ in the LEUS subspace) LEUS simulation(s) for each of the 11 disaccharides (Figure 2.1). The 11 plain MD simulations were carried out for a duration $t_{M D}=50 \mathrm{~ns}$ (after 0.1 ns equilibration), and correspond to the 8 simulations previously reported by Pereira et al. ${ }^{53,54}$ (reducing disaccharides) complemented by 3 additional simulations for the trehaloses ( $\mathbf{T}_{\alpha \alpha}, \mathbf{T}_{\alpha \beta}$ and $\mathbf{T}_{\beta \beta}$ ). The latter three simulations were performed based on the same protocol ${ }^{53}$ and initiated from structures generated using the program InsightII ${ }^{150}$ based on the glycosidic dihedral angle values reported for the corresponding x-ray structures ${ }^{89-91}$. The $11+2$ LEUS simulations consisted of a LE build-up phase of duration $t_{L E}=50 \mathrm{~ns}$ followed by an US sampling phase of duration $t_{U S}=50 \mathrm{~ns}$. They relied on the parameters (see above) : $N_{g}=32$, $\sigma=5.625^{\circ}$ and $c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \operatorname{deg}^{2}\left(N_{l}=2\right)$ or $c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{3}$ ( $N_{l}=3$; $\mathbf{I}$ and $\mathbf{G}$ only). Atomic coordinates were saved to file every 0.5 ps (plain MD simulations) or 0.05 ps (sampling phase of the LEUS simulations) for subsequent analysis (Section 2.3.2).

### 2.3.2 Analysis

The analysis of simulations was performed in terms of : (i) pyranose ring conformations; (ii) freeenergy maps $G(\phi, \psi)$, as well as $G(\phi, \Psi, \tilde{\omega})$ in the case of the ( $1 \rightarrow 6$ )-linked disaccharides; (iii) free-energy differences (minimum-to-minimum $\Delta G_{X \rightarrow Y}$ or state-to-state $\Delta \tilde{G}_{X \rightarrow Y}$ ), as well as freeenergy barriers (minimum-to-saddle point $\Delta G_{X \rightarrow Y}^{\ddagger}$ ), between conformational states identified on these maps; (iv) estimated rates $k_{X \rightarrow Y}$ and timescales (half-times) $\tau_{X \rightarrow Y}$ associated with the transitions between these states; $(v)$ numbers of transitions $n_{X \rightarrow Y}$ actually observed in the simulations between the different states; (vi) occurrence of intramolecular H-bonds in the different states; (vii) estimated solute configurational entropies $S_{\text {sol }}$.

In the present work, the following conventions were adopted. The atom numbering around the D-glucopyranose ring, the anomery, the linkage types and the disaccharide codes are as described in Figure 2.1. For the reducing disaccharides, the atom labels of the reducing residue are marked with a prime. For isotrehalose ( $\mathbf{T}_{\alpha \beta}$ ), the atom labels of the residue with a $\beta$ anomery are marked with a prime. For trehalose $\left(\mathbf{T}_{\alpha \alpha}\right)$ and neotrehalose $\left(\mathbf{T}_{\beta \beta}\right)$, the two residues are topologically equivalent and the choice of the primed residue is arbitrary. The definitions of the glycosidic dihedral angles follow the IUPAC convention ${ }^{151,152}$, except for $\tilde{\omega}$ (see below). The glycosidic dihedral angles $\phi$ and $\psi$ around a ( $1 \rightarrow n$ )-linkage ( $n=2,3,4$ or 6 ; reducing disaccharide) are defined by the atom sequences $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{n}^{\prime}$ and $\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{n}^{\prime}-\mathrm{C}_{n-1}^{\prime}$, respectively. The glycosidic dihedral angles $\phi$ and $\psi$ around a ( $1 \rightarrow 1$ )-linkage (non-reducing trehaloses) are defined by the atom sequences $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{1}^{\prime}$ and $\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{1}^{\prime}-\mathrm{O}_{5}^{\prime}$, respectively. Note that the definition of $\psi$ differs from the case of the non-reducing disaccharides and that the distinction between $\phi$ and $\psi$ depends on an arbitrary choice of the primed residue for $\mathbf{T}_{\alpha \alpha}$ and $\mathbf{T}_{\beta \beta}$ (see above; for this reason, the two dihedral angles are also sometimes noted as $\phi$ and $\phi^{\prime}$ instead of $\phi$ and $\psi$ ). The third glycosidic dihedral angle $\tilde{\omega}$ involved in a $(1 \rightarrow 6)$-linkage ( $\mathbf{I}$ and $\mathbf{G}$ ) is defined by the atom sequence $\mathrm{O}_{1}-\mathrm{C}_{6}^{\prime}{ }^{-}$ $\mathrm{C}_{5}^{\prime}-\mathrm{O}_{5}^{\prime}$. The "tilde" distinguishes this angle from the dihedral angle $\omega$ (IUPAC definition ${ }^{151,152}$ ), defined by the atom sequence $\mathrm{O}_{1}-\mathrm{C}_{6}^{\prime}-\mathrm{C}_{5}^{\prime}-\mathrm{C}_{4}^{\prime}$. Note that $\tilde{\omega}$ (or $\omega$ ) should formally rather be written ${ }^{53,54} \tilde{\omega}^{\prime}$ (or $\omega^{\prime}$ ) since it pertains to the reducing residue (however, because the orientation of the free hydroxymethyl group in the non-reducing residue was not monitored in the present study, the
symbol $\tilde{\omega}$ was retained here for simplicity). The signs of all dihedral angles were also assigned according to the IUPAC convention ${ }^{151,152}$ and, unless otherwise specified, corresponding values were selected within the period $\left[0^{\circ} ; 360^{\circ}[\right.$.

The pyranose ring conformation of the two residues was assigned based on three out-of-plane dihedral angles $\alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ defined according to Pickett and Strauss ${ }^{78}$ by the values of the dihedral angles $\mathrm{C}_{4}-\mathrm{O}_{5}-\mathrm{C}_{2}-\mathrm{C}_{1}, \mathrm{O}_{5}-\mathrm{C}_{2}-\mathrm{C}_{4}-\mathrm{C}_{3}$ and $\mathrm{C}_{2}-\mathrm{C}_{4}-\mathrm{O}_{5}-\mathrm{C}_{5}$, respectively, decreased by $180^{\circ}$. Configurations with $\alpha_{1}, \alpha_{2}, \alpha_{3}>0$ were attributed to the ${ }^{4} C_{1}$ chair conformation. Since this conformation is the only significantly populated one in the present simulations (Sections 2.4.1 and 2.4.3), minor occurrences of alternative ring conformers were not investigated in more details.

Free-energy maps $G(\phi, \psi)$ were evaluated from the plain MD and from the LEUS simulations as detailed elsewhere ${ }^{60}$ (see Eqs. 7 and 8 therein). Because the free energy is only defined within an unknown constant, these maps were anchored to $G=0 \mathrm{~kJ} \mathrm{~mol}^{-1}$ at the location of their global minimum. In addition, the value of $G$ at grid points that were never visited during a (plain MD or LEUS) simulation (which is formally infinite) was arbitrarily set to the maximal value $G_{\max }$ of $G$ over all grid points that were visited at least once. All free energy maps were calculated using a grid spacing of $6^{\circ}$.

For the ease of analysis, the free-energy maps were divided into four distinct conformational regions $(A, B, C$ and $D)$ using cutoff values $\phi_{c}$ and $\psi_{c}$ for the $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ), or $\phi_{c}$ and $\tilde{\omega}_{c}$ for the $(1 \rightarrow 6)$-linked disaccharides. In the former case, the four regions are defined by $(\phi, \psi)$ values in the ranges: $A\left[\left(0^{\circ}, 0^{\circ}\right) ;\left(\phi_{c}, \psi_{c}\right)\right], B\left[\left(0^{\circ}, \psi_{c}\right) ;\left(\phi_{c}, 360^{\circ}\right)\right], C$ $\left[\left(\phi_{c}, 0^{\circ}\right) ;\left(360^{\circ}, \psi_{c}\right)\right]$ and $D\left[\left(\phi_{c}, \psi_{c}\right) ;\left(360^{\circ}, 360^{\circ}\right)\right]$. In the latter case, the four regions are defined by $(\phi, \tilde{\omega})$ values in the ranges: $A\left[\left(0^{\circ}, 0^{\circ}\right) ;\left(\phi_{c}, \tilde{\omega}_{c}\right)\right], B\left[\left(0^{\circ}, \tilde{\omega}_{c}\right) ;\left(\phi_{c}, 360^{\circ}\right)\right], C\left[\left(\phi_{c}, 0^{\circ}\right) ;\left(360^{\circ}, \tilde{\omega}_{c}\right)\right]$ and $D\left[\left(\phi_{c}, \tilde{\omega}_{c}\right) ;\left(360^{\circ}, 360^{\circ}\right)\right]$. The cutoff values selected for the different disaccharides are reported in Table 2.1. These values were chosen by visual inspection of the free-energy maps (LEUS simulations; Section 2.4.3) so as to approximately divide the maps into distinct free-energy basins and inaccessible (high free-energy) regions. Whenever a free-energy basin is present in a given region of the map, the corresponding conformational state is noted by the letter assigned to the defining region (i.e. the corresponding state is also labeled $X=A, B, C$ or $D$ ).

The free-energy difference between two of these states can be defined in either of two ways. The minimum-to-minimum free-energy difference $\Delta G_{X \rightarrow Y} \doteq G_{\text {min, } Y}-G_{\text {min }, X}$ between states $X$ and $Y$ corresponds to the difference between the free energies $G_{m i n, X}$ and $G_{m i n, Y}$ at the minimum points of states $X$ and $Y$. The corresponding state-to-state free-energy difference $\Delta \tilde{G}_{X \rightarrow Y} \doteq$ $-\beta^{-1} \ln \left(P_{Y} / P_{X}\right)$, where $\beta \doteq\left(k_{B} T\right)^{-1}, k_{B}$ being Boltzmann's constant and $T$ the absolute temperature ( 300 K ), is defined based on the ratio of the overall populations $P_{X}$ and $P_{Y}$ of the conformational regions $X$ and $Y$ (number of visits of these two regions during the simulation; for the LEUS simulations, these values are reweighted so as to remove the effect of the biasing potential).

The free-energy barriers associated with transitions between two of these conformational states were evaluated as detailed elsewhere ${ }^{60}$ (see Section "assignment schemes" therein). The procedure employed relies on defining, for each basin $X$ on the free-energy map, a set $S_{X}\left(h_{X}\right)$ collecting grid points according to the following rules: (i) $S_{X}$ contains the point corresponding to the freeenergy minimum of basin $X$; (ii) all points of $S_{X}$ are neighbor of at least one other point of $S_{X}$; (iii) all points of $S_{X}$ that are above $G_{\min , X}$ in terms of free energy lie within a free-energy cutoff $h_{X}$ from $G_{m i n, X}$. The (minimum-to-saddle point) free-energy barrier $\Delta G_{X \rightarrow Y}^{\ddagger}$ associated with a transition from $X$ to $Y$ is then estimated as the minimal value of $h_{X}$ for which $S_{X}\left(h_{X}\right)$ contains the point corresponding to the free-energy minimum of basin $Y$. Based on this definition, the free-energy
barriers $\Delta G_{X \rightarrow Y}^{\ddagger}$ and $\Delta G_{Y \rightarrow X}^{\ddagger}$ associated with forward and backward transitions between two states are related to the corresponding minimum-to-minimum free-energy difference by

$$
\begin{equation*}
\Delta G_{X \rightarrow Y}=\Delta G_{X \rightarrow Y}^{\ddagger}-\Delta G_{Y \rightarrow X}^{\ddagger} \tag{2.3}
\end{equation*}
$$

The calculated barriers can in turn be used to estimate unimolecular reaction rates $k_{X \rightarrow Y}$ and associated half-life times $\tau_{X \rightarrow Y}$ according to the $\mathrm{TST}^{69}$ approximation, as

$$
\begin{equation*}
k_{X \rightarrow Y}=\frac{\ln 2}{\tau_{X \rightarrow Y}}=\frac{\kappa_{X \rightarrow Y}}{\beta h} \exp \left[-\beta \Delta G_{X \rightarrow Y}^{\ddagger}\right] \tag{2.4}
\end{equation*}
$$

where $h$ is Planck's constant and $\kappa_{X \rightarrow Y}$ is the corresponding transmission coefficient. In the absence of kinetic information on transition trajectories (which cannot be obtained from LEUS simulations since the dynamics of the system is unphysical), the latter coefficients were set to one as a first approximation.

For comparison purposes between plain MD and LEUS simulations (sampling phase), the real numbers of transitions $n_{X \rightarrow Y}$ from state $X$ to state $Y$ observed on the 50 ns timescale were also monitored. A transition from state $X$ to state $Y$ is assumed to have occurred whenever the system spent at least 5 ps in region $X$ followed by at least 5 ps in region $Y$.

The calculation of thermodynamical and structural observables relevant for the real (unbiased) system based on the (biased) LEUS simulations relies on a reweighting procedure as detailed elsewhere ${ }^{60}$ (see Eqs. 3-6 therein). The statistical efficiency of this reweighting may be estimated by the parameter

$$
\begin{equation*}
F_{s} \doteq N_{f}^{-1} \exp \left[-\sum_{i=1}^{N_{f}} p_{i} \ln p_{i}\right] \tag{2.5}
\end{equation*}
$$

where $N_{f}$ is the number of stored trajectory frames ( $10^{6}$ for the 50 ns sampling phases of the present simulations with coordinates stored every 0.05 ps ) and $p_{i}$ the statistical (unbiasing) weight associated with frame $i$, defined as

$$
\begin{equation*}
p_{i} \doteq\left[\sum_{i=1}^{N_{f}} \exp \left[\beta \mathcal{U}_{b}\left(\mathbf{Q}_{i}\right)\right]\right]^{-1} \exp \left[\beta \mathcal{U}_{b}\left(\mathbf{Q}_{i}\right)\right] \tag{2.6}
\end{equation*}
$$

The limiting case of an unbiased simulation corresponds $p_{i}=N_{f}^{-1}$ and one has $F_{s}=1$ (maximum statistical efficiency). The limiting case of a biased simulation where a single configuration $j$ entirely dominates the reweighted probability distribution corresponds to $p_{i}=0$ for $i \neq j$ along with $p_{j}=1$, leading to $F_{s}=N_{f}^{-1}$ (minimum statistical efficiency). The definition of $F_{s}$ was inspired from considerations relative to the calculation of QH entropies based on reweighted trajectories (see below). The quantity $F_{s} N_{f}$ can be viewed as a "effective" number of frames of the biased trajectory contributing to the statistics in terms of the properties of the unbiased ensemble. Although one usually has $F_{s} \ll 1$ in a biased simulation, the sampling efficiency may still be greatly enhanced in practice when this "effective" number of configurations spans a much wider (i.e. more representative) portion of the configurational space accessible to the unbiased system (as is the case in the LEUS simulations). Note that a number of other measures for this statistical efficiency have been proposed previously ${ }^{153-157}$.

The occurrence of intramolecular H-bonds in the LEUS simulations (sampling phase) was also analyzed (separately for each of the conformational states), considering all hydroxyl groups
as potential H-bond donors, and all hydroxyl or ring oxygen atoms as potential acceptors. The presence of a H -bond was defined by a maximal hydrogen-oxygen distance of 0.25 nm and a minimal oxygen-hydrogen-oxygen angle of $135^{\circ}$. The calculation of the corresponding occurrences from the LEUS (biased) simulations involved the appropriate reweighting of the configurations so as to remove the effect of the biasing potential (see above).

Solute (absolute) configurational entropies were estimated from the LEUS simulations (sampling phase) based on a QH analysis ${ }^{61-65}$ by calculating the solute all-atom mass-weighted covariance matrix in Cartesian coordinates ${ }^{62}$, after least-square fit superposition ${ }^{63}$ of the successive trajectory configurations onto a reference structure (so as to eliminate the overall translational and rotational motion of the disaccharide). The latter reference structure was selected as the configuration taken from the corresponding unbiased simulation that presented $\phi$ and $\psi$ (as well as $\tilde{\omega}$ for $\mathbf{I}$ and $\mathbf{G}$ ) values within $5^{\circ}$ of the global minimum of the corresponding free-energy map and that led to the lowest configurational entropy estimate. The QH entropy estimate $\left(S_{q m}^{h}\right)$ was evaluated as the entropy of a multidimensional quantum-mechanical harmonic oscillator with the same mass-weighted covariance matrix as that determined from the simulation. The six (nearly zero) eigenvalues corresponding to the suppressed rigid-body motion were left out of the analysis. The convergence of the estimated entropies with time was assessed by repeating the analysis for increasingly long time periods along the simulations (differing in length by 50 ps ). Entropy corrections for anharmonicities in the QH modes $\left(\Delta S_{c l}^{a h}\right)$ and for pairwise supralinear correlations among the modes $\left(\Delta S_{c l}^{p c}\right)$ were evaluated at the classical level as detailed elsewhere ${ }^{65}$ (see Eqs. 4649 therein), resulting in the final estimate

$$
\begin{equation*}
S_{s o l}=S_{q m}^{h}+\Delta S_{c l}^{a h}+\Delta S_{c l}^{p c} \tag{2.7}
\end{equation*}
$$

for the solute configurational entropy. This approach was previously applied to the 8 non-reducing disaccharides of D-glucopyranose based on plain MD simulations on the 50 ns timescale ${ }^{53,54}$, but the accuracy of the results was probably impaired by insufficient convergence. The application of this method to calculate solute configurational entropies from the LEUS (biased) simulations is straightforward, but requires the appropriate reweighting of the configurations so as to remove the effect of the biasing potential (see above). This reweighting was applied in the determination of the average structure and mass-weighted covariance matrix, as well as in the estimation of the corrections for mode anharmonicities and pairwise supralinear correlations ${ }^{65}$. In the latter case, it is important to note that the optimized ratio $\kappa^{\circ}$ of the bin width to the effective Gaussian width along a given mode ${ }^{65}$ (Eqs. C5 and C6 therein) must also be adjusted for the reduced statistical efficiency ( $F_{s}<1$ in Eqs. 2.5). It is easily shown that this is achieved by replacing $N_{f}$ by $F_{s} N_{f}$ in the corresponding equations. The optimized ratio $\kappa_{1}^{\circ}$ for one-dimensional integrals was used in the evaluation of $\Delta S_{c l}^{a h}$ and the optimized ratio $\kappa_{2}^{\circ}$ for two-dimensional integrals was used in the evaluation of $\Delta S_{c l}^{p c}$ (for both the one- and two-dimensional integrals involved in this term, so as to maximize error cancellation).

### 2.4 Results

### 2.4.1 Unbiased MD simulations

As a preliminary verification, the ring conformations of the residues along the 50 ns plain (unbiased) MD simulations of the 11 considered disaccharides were monitored as a function of time (data not shown). It was found that the the ring dihedral angles in both residues are consistent with a leading ${ }^{4} C_{1}$ chair conformation, accounting for $96.5-99.9 \%$ of the sampled configurations for the different disaccharides.

The sampling of (a significant fraction of) alternative ring conformations in unbiased MD simulations is unlikely considering previous results for D-glucopyranose (with the possible exception of a small $0.1-0.2 \%$ population of ${ }^{3, O} B$ boat conformation within the present force-field ${ }^{41,60}$ ). However, it was thought necessary to verify this statement also in the context of the disaccharides, since the presence of alternative ring conformations (if it happened) could significantly bias the results of subsequent analysis (in the absence of sampling enhancement on the ring conformations ${ }^{60}$ ).

The free-energy maps $G(\phi, \psi)$ in the subspace of the glycosidic dihedral angles $\phi$ and $\psi$ as obtained from these 11 plain (unbiased) MD simulations are displayed in Figure 2.2.

During the 50 ns simulations, well-to-well (i.e. about $120^{\circ}$ ) transitions around the two glycosidic dihedral angles are scarce, forward-backward transitions occurring only once or twice for $\phi$ in $\mathbf{S}, \mathbf{C}$ and $\mathbf{G}$, and six times for $\psi$ in $\mathbf{T}_{\alpha \beta}$. For $\mathbf{I}$ and $\mathbf{G}$, the free-energy profile along $\psi$ presents a single broad well centered at $\psi \approx 180^{\circ}$ and the concept of transition makes little sense in this case. For most disaccharides, the simulation samples a single free-energy basin in the neighborhood of the starting structure, which was chosen here to be the experimental (x-ray) structure. Only in four simulations ( $\mathbf{T}_{\alpha \beta}, \mathbf{S}, \mathbf{C}$ and $\mathbf{G}$; those for which $\phi$ or $\psi$ transitions were observed) is an alternative basin visited. However, because the number of transitions between the two regions is extremely low (see above), the free energies of these alternative conformational states (relative to the main state) cannot be determined accurately.

Because alternative (metastable) conformational states are either not sampled or associated with high (apparent) relative free energies, the resulting one-dimensional probability distributions along the dihedral angles $\phi$ and $\psi$ are essentially unimodal, presenting average values in excellent agreement with the available experimental (x-ray or NMR) data, as already stated by Pereira et al. ${ }^{53,54}$ for the reducing disaccharides (this observation remains valid for the trehaloses; data not shown). For the topologically symmetrical trehaloses ( $\mathbf{T}_{\alpha \alpha}$ and $\mathbf{T}_{\beta \beta}$, where $\phi$ and $\psi$ are interchangeable), the free-energy maps also approximately satisfy the expected mirror symmetry across the diagonal. However, the preservation of this symmetry property is largely fortuitous, and arises from the fact that the free-energy basins associated with the experimental structures are precisely on the diagonal for these compounds.

In spite of the apparent agreement with experimental data ${ }^{53,54}$, it is important to stress that these 11 simulations only sample a very limited fraction of the conformational space accessible to the disaccharides. Thus, strictly speaking, they are insufficiently converged to : (i) rule out the existence of other (meta)stable conformational states; (ii) evaluate the relative populations and free-energies of the sampled alternative states (for $\mathbf{T}_{\alpha \beta}, \mathbf{S}, \mathbf{C}$ and $\mathbf{G}$ ) accurately; (iii) evaluate the timescales associated with transitions in the $\phi$ and $\psi$ glycosidic dihedral angles; (iv) provide unambiguous validation data for the employed force-field. These goals could only be achieved


Figure 2.2: Free-energy maps $G(\phi, \psi)$ in the subspace of the glycosidic dihedral angles $\phi$ and $\psi$ as obtained from 50 ns plain (unbiased) MD simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The maps are anchored to $G=0 \mathrm{~kJ} \mathrm{~mol}^{-1}$ at the location of their global minimum, and the value of $G$ at grid points that were never visited during the simulations is arbitrarily set to the maximal value $G_{\text {max }}$ of $G$ over all grid points that were visited at least once. The maps were calculated using a grid spacing of $6^{\circ}$. Contours are drawn at successive $2.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ intervals starting from the global minimum. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.
by undertaking (significantly) longer simulations, or, as described in the following sections, by applying a sampling enhancement method such as the LEUS scheme ${ }^{60}$.

### 2.4.2 LEUS protocol

Application of the LEUS approach requires the specification of five parameters (Section 2.3.1) : $N_{g}, \sigma, c, t_{L E}$ and $t_{U S}$. A number of possible combinations of these free parameters were tested and compared in the context of $\mathbf{G}$. After a few tests (data not shown), the choices $N_{g}=32$ (resulting in a spacing of $11.25^{\circ}$ between grid points along each of the $N_{l}$ dimensions) and $\sigma=360^{\circ} /\left(2 N_{g}\right)=$ $5.625^{\circ}$ (Gaussian width set to half this spacing) were adopted as providing an appropriate basis set for the representation of the biasing potential, while keeping the memory and computational
requirements relatively low. Illustrative results for further tests aiming at the determination of reasonable values for the parameters $c, t_{L E}$ and $t_{U S}$ in the specific context of cellobiose ( $\mathbf{C}$ ) are presented in Figure 2.3.


Figure 2.3: Number of visits $N_{v}$ per grid point at the end of the LE build-up phase (top graph in each panel; displayed as $\ln \left(N_{v}+1\right)$ ) and free-energy maps $G(\phi, \psi)$ calculated from the US sampling phase (bottom graph in each panel) in the subspace of the glycosidic dihedral angles $\phi$ and $\psi$, as obtained from LEUS simulations of the disaccharide cellobiose (C; Figure 2.1) in water at 300 K and 1 bar. The LEUS parameters are $N_{l}=2, N_{g}=32, \sigma=360^{\circ} /\left(2 N_{g}\right)=5.625^{\circ}$, together with $: t_{L E}=t_{U S}=25 \mathrm{~ns}(a-c)$ along with $c=10^{-5}(\mathrm{a}), 10^{-4}(\mathrm{~b})$ or $10^{-3}(\mathrm{c}) \mathrm{kJ} \mathrm{mol}^{-1} \mathrm{deg}^{2} ; c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{2}(\mathrm{~d}-\mathrm{f})$ along with $t_{L E}=t_{U S}=10$ (d), 25 (e) or $50(f) n s$. See legend of Figure 2.2 for the conventions used in drawing the free-energy maps. The maps were calculated using a grid spacing of $6^{\circ}$. Contours are drawn at successive $5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ intervals starting from the global minimum.

The influence of the force constant increment $c\left(10^{-5}, 10^{-4}\right.$ or $\left.10^{-3} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{2}\right)$ is illus-
trated in Figure 2.3a-c, using $t_{L E}=t_{U S}=25 \mathrm{~ns}$. Considering the number of visits $N_{v}$ per grid point at the end of the LE build-up phase (displayed as $\ln \left(N_{v}+1\right)$ ), increasing the value of $c$ increases the extent of coverage of the Ramachandran map during this phase (fraction of the map for which $N_{v}>0$, i.e. $\ln \left(N_{v}+1\right)>0$ ). This is expected, because each visit to a grid point is associated with a contribution to the corresponding (repulsive) local Gaussian function that is proportional to $c$. However, it also increases the roughness of the biasing potential, which represents less accurately the negative of the free-energy hypersurface over the sampled regions. This feature is particularly visible in Figure 2.3c, where the grid structure upon which the biasing potential is constructed becomes apparent in the lowest free-energy basin. Considering the resulting free energy maps $G(\phi, \psi)$ evaluated based on the US sampling phase (after unbiasing), increasing $c$ is also found to increase the extent of the map that is explored during this phase (or, equivalently, the maximal value $G_{\max }$ of $G$ above the global minimum up to which the map is sampled). However, the accuracy of the map in the lowest free-energy regions is simultaneously reduced due to the increased roughness of the biasing potential. For example, the position $(\phi, \psi)$ of the global minimum shifts from $\left(300^{\circ}, 168^{\circ}\right)$ to $\left(294^{\circ}, 114^{\circ}\right)$ and $\left(294^{\circ}, 162^{\circ}\right)$ upon increasing $c$. The value $c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{2}$ was found to provide a reasonable balance between sampling extent (up to about $35 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the global minimum for $\mathbf{C}$ with $t_{L E}=t_{U S}=25 \mathrm{~ns}$ ) and accuracy in the low free-energy regions, and was adopted for all subsequent calculations.

The influence of the build-up and sampling times $t_{L E}$ and $t_{U S}$, respectively, chosen identical here for simplicity ( $t_{L E}=t_{U S}=10,20$ or 50 ns ), is illustrated in Figure 2.3d-f. Obviously, increasing the simulation time increases both the extent of the map that is sampled (or, equivalently, the maximal value $G_{\max }$ of $G$ above the global minimum up to which the map is sampled), and the accuracy of the map in the lowest free-energy regions. The value $t_{L E}=t_{U S}=50 \mathrm{~ns}$ was found to provide a reasonable balance between sampling extent (up to about $45 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the global minimum for $\mathbf{C}$ ) and computational cost, and was adopted for all subsequent calculations.

### 2.4.3 Free-energy maps

As a preliminary verification, the ring conformations of the residues along LEUS simulations of the 11 considered disaccharides ( 50 ns sampling phase, after unbiasing) were monitored (data not shown). It was found that the ring dihedral angles in both residues are consistent with a leading ${ }^{4} C_{1}$ chair conformation, accounting for $97.5-99.9 \%$ of the sampled configurations for the different disaccharides.

As stated previously (Section 2.4.1), the sampling of (a significant fraction of) alternative ring conformations is unlikely. However, it was found necessary to verify this statement also in the context of the LEUS simulations of the disaccharides, since the forced sampling of configurations potentially presenting steric clashes could possibly have enhanced ring transitions.

The free-energy maps $G(\phi, \psi)$ in the subspace of the glycosidic dihedral angles $\phi$ and $\psi$ as obtained from the 11 LEUS simulations ( 50 ns sampling phase, after unbiasing) are displayed in Figure 2.4.

These maps can be directly compared with the corresponding maps issued from the 50 ns plain (unbiased) MD simulations in Figure 2.2. This comparison reveals the dramatic sampling enhancement brought by application of the LEUS protocol (at identical sampling times). While the plain MD simulations explored conformations up to a free energy of about $15-20 \mathrm{~kJ} \mathrm{~mol}^{-1}$ above the minimum corresponding to the starting structure, this threshold is extended to about


Figure 2.4: Free-energy maps $G(\phi, \psi)$ in the subspace of the glycosidic dihedral angles $\phi$ and $\psi$ as obtained from LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The LEUS parameters employed are : $N_{l}=2, N_{g}=32, \sigma=360^{\circ} /\left(2 N_{g}\right)=5.625^{\circ}, c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{2}, t_{L E}=50$ $n s$ and $t_{U S}=50$ ns. Note that no LEUS enhancement is applied here for the $\tilde{\omega}$ dihedral angle in the case of $\mathbf{I}$ and $\mathbf{G}$. See legend of Figure 2.2 for the conventions used in drawing the free-energy maps. The maps were calculated using a grid spacing of $6^{\circ}$. Contours are drawn at successive $5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ intervals starting from the global minimum. The free-energy maps for the $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ) are divided into four distinct conformational regions ( $A, B, C$ and $D$; see top right panel) using cutoff values $\phi_{c}$ and $\psi_{c}$ (Section 2.3.2 and Table 2.1). The analogous division is shown in Figure 2.5 for the $(1 \rightarrow 6)$-linked disaccharides. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.
$35-60 \mathrm{~kJ} \mathrm{~mol}^{-1}$ in the LEUS simulations. This maximum free energy value varies significantly between the considered disaccharides because the LEUS build-up procedure (for a given choice of $N_{l}, N_{g}, \sigma, c$ and $t_{L E}$ ) produces a biasing potential that maps out a fixed "volume" of low free energy regions. For disaccharides where these regions are few, narrow or/and shallow, the resulting map will be sampled up to a higher free-energy threshold (for a given choice of $t_{U S}$ ).

Although the maps issued from the plain MD and LEUS simulations closely resemble each other in the free-energy basins corresponding to the starting structures (and the location of the alternative basins explored in the plain MD simulations of $\mathbf{T}_{\alpha \beta}, \mathbf{S}, \mathbf{C}$ and $\mathbf{G}$ ), the latter simulations
reveal a number of additional basins that had remained unvisited in the former ones. However, none of these alternative regions is lower in free energy than the one associated with the experimental structure, i.e. these alternative conformational states are all metastable. This observation explains why the plain MD simulations of the non-reducing disaccharides (initiated from the experimental structure) already evidenced excellent agreement with experimental data ${ }^{53,54}$.

For the topologically symmetrical trehaloses ( $\mathbf{T}_{\alpha \alpha}$ and $\mathbf{T}_{\beta \beta}$, where $\phi$ and $\psi$ are interchangeable), the maps also approximately satisfy the expected mirror symmetry across the diagonal. However, unlike for the plain MD simulations (Section 2.4.1), this (approximate) symmetry now also encompasses two symmetry-equivalent off-diagonal metastable state for $\mathbf{T}_{\alpha \alpha}$ and $\mathbf{T}_{\beta \beta}$ (as well as one additional diagonal metastable state for $\mathbf{T}_{\beta \beta}$ ).

The ( $1 \rightarrow 6$ )-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) possess one additional glycosidic dihedral angle $(\tilde{\omega})$, and corresponding three-dimensional free-energy maps $G(\phi, \Psi, \tilde{\omega})$ as obtained from the two additional LEUS simulations ( 50 ns sampling phase, after unbiasing) where the dihedral angle $\tilde{\omega}$ was also included in the LEUS subspace are displayed in Figure 2.5 (along with the corresponding two-dimensional projections).

The two-dimensional $\phi, \psi$-projections issued from the latter simulations are closely similar to the ones displayed in Figure 2.4 for the LEUS simulations excluding $\tilde{\omega}$ from the LEUS subspace, at least in the low free-energy regions. This is expected, since the timescale of about 1 ns associated with the rotation around the $\tilde{\omega}$ dihedral angle ${ }^{53,54}$ is significantly shorter than for $\phi$ and $\psi$, so that this rotation should be adequately sampled on the 50 ns timescale, even in the absence of sampling enhancement. For the same reason, the inclusion of this additional dihedral angle in the LEUS protocol does not significantly alter the free-energy threshold up to which the free energy map is sampled (about 40 and $30-35 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for $\mathbf{I}$ and $\mathbf{G}$, respectively).

Considering Figures 2.4 and 2.5, it should be stressed that the sampling of the Ramachandran map in the LEUS simulations is extensive but by no means exhaustive, i.e. large areas remain unexplored. On the one hand, this is a drawback of the present approach (compared to e.g. the systematic scanning of the $\phi$ and $\psi$ dihedral-angle space), because these unexplored regions could in principle hide further (meta)stable states. This is, however, unlikely in the present case, because these regions correspond to configurations involving sterical clashes between the atoms of the two residues. One might thus say in the present case that the coverage is exhaustive in terms of the sterically allowed regions. On the other hand, the incomplete coverage is also an advantage of the LEUS approach, which keeps the sampling focused on the lowest free energy regions. Although this advantage is moderately significant in the present case (small system size, LEUS subspace of low dimensionality; i.e. where an approach by systematic scanning would be a feasible alternative), it becomes absolutely essential in more complex situations.

Visual inspection of the (two- and three-dimensional) free-energy maps reveals the following main features. Except for the $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ), all maps are characterized by a lowest free-energy basin corresponding to the experimental structure, along with up to three alternative metastable states. For I and G, the (three-dimensional) maps present two low free-energy basins with comparable free energies and differing in their $\tilde{\omega}$ values. For $\mathbf{G}$ only, two metastable states are also observed (at a distinct $\phi$ value), that also present comparable free energies relative to each other and differ in their $\tilde{\omega}$ values. The $\alpha(1 \rightarrow 1) \alpha$-linked disaccharide with an axial-axial linkage ( $\mathbf{T}_{\alpha \alpha}$ ) presents a single (significant) basin for $\phi \approx \psi \approx 60^{\circ}\left(g^{+}\right)$. The $\alpha(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3,4$ or 6 ) with an axial-equatorial linkage ( $\mathbf{T}_{\alpha \beta}, \mathbf{K}, \mathbf{N}$, $\mathbf{M}$ and $\mathbf{I}$ ) only present (significant; stable and, possibly, metastable) minima for $\phi \approx 60^{\circ}\left(g^{+}\right)$.


Figure 2.5: Free-energy maps $G(\phi, \psi, \tilde{\omega})$ (top) in the subspace of the glycosidic dihedral angles $\phi, \psi$ and $\tilde{\omega}$ as obtained from LEUS simulations of the $(1 \rightarrow 6)$-linked disaccharides $\mathbf{I}$ (left) and $\mathbf{G}$ (right) in water at 300 K and 1 bar, as well as two-dimensional projections of these maps (bottom). The LEUS parameters employed are : $N_{l}=3, N_{g}=32, \sigma=360^{\circ} /\left(2 N_{g}\right)=5.625^{\circ}, c=10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{3}, t_{L E}=50 \mathrm{~ns}$ and $t_{U S}=50 \mathrm{~ns}$. Note that a LEUS enhancement is also applied here for the $\tilde{\omega}$ dihedral angle. See legend of Figure 2.2 for the conventions used in drawing the two-dimensional free-energy maps. The maps were calculated using a grid spacing of $6^{\circ}$. Contours are drawn at successive $5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ intervals starting from the global minimum. The free-energy maps for the $(1 \rightarrow 6)$-linked disaccharides are divided into four distinct conformational regions ( $A, B, C$ and $D$; see panel at the right of the $\tilde{\omega}, \phi$-projection) using cutoff values $\phi_{c}$ and $\tilde{\omega}_{c}$ (Section 2.3.2 and Table 2.1). The analogous division is shown in Figure 2.4 for the $(1 \rightarrow n)$-linked disaccharides $(n=1,2,3$ or 4$)$. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.

In contrast, the $\beta(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3,4$ or 6 ) with an equatorial-equatorial linkage ( $\mathbf{T}_{\beta \beta}, \mathbf{S}, \mathbf{L}, \mathbf{C}$ and $\mathbf{G}$ ) present (stable and, possibly, metastable) minima for both $\phi \approx 300^{\circ}$ $\left(g^{-}\right)$and $\phi \approx 60^{\circ}\left(g^{+}\right)$, the most stable state being always associated with the former value.

The above observations are compatible with the exo-anomeric effect ${ }^{1,2,158-165}$ along with the presence of steric constraints. The exo-anomeric effect implies a stereoelectronic preference for $\phi \approx 60^{\circ}\left(g^{+}\right)$and $\phi \approx 300^{\circ}\left(g^{-}\right)$. For a non-reducing residue involved in an $\alpha$-linkage, the latter value of the dihedral angle is, however, strongly disfavored by steric constraints (similar considerations apply for $\psi$ in $\mathbf{T}_{\alpha \alpha}$ ). For a non-reducing residue involved in a $\beta$-linkage, it is the former value of the dihedral angle that is slightly disfavored by steric constraints (similar considerations apply for $\psi$ in $\mathbf{T}_{\alpha \beta}$ and $\mathbf{T}_{\beta \beta}$ ). A particular consequence of these effects is that the diaxially-linked disaccharide trehalose ( $\mathbf{T}_{\alpha \alpha}$ ), for which the most restrictive constraint ( $\alpha$-anomer) applies to both $\phi$ and $\psi$, appears to be particularly rigid within the disaccharide series. For the same reason, considering the other disaccharides, the $\alpha$-linked (axial-equatorial) disaccharides ( $\mathbf{T}_{\alpha \beta}, \mathbf{K}, \mathbf{N}, \mathbf{M}$ and I) appear to be systematically more rigid compared to the corresponding $\beta$-linked (equatorialequatorial) disaccharides ( $\mathbf{T}_{\beta \beta}, \mathbf{S}, \mathbf{L}, \mathbf{C}$ and $\mathbf{G}$ ).

Another interesting observation is that the the maps of the $(1 \rightarrow 1)$ - and $(1 \rightarrow 3)$-linked disaccharides with matching linkage anomery ( $\alpha: \mathbf{T}_{\alpha \beta}$ vs $\mathbf{N} ; \beta: \mathbf{T}_{\beta \beta} \nu s \mathbf{L}$ ) are similar, as well as the maps of the the $(1 \rightarrow 2)$ - and $(1 \rightarrow 4)$-linked disaccharides with matching linkage anomery $(\alpha: \mathbf{K}$ ${ }_{v s} \mathbf{M} ; \beta$ : $\mathbf{S}$ vs $\mathbf{C}$ ). Furthermore, the corresponding maps of the two sets for a given linkage anomery ( $\alpha: \mathbf{T}_{\alpha \beta} \sim \mathbf{N}$ vs $\mathbf{K} \sim \mathbf{M} ; \beta: \mathbf{T}_{\beta \beta} \sim \mathbf{L}$ vs $\mathbf{S} \sim \mathbf{C}$ ) are also approximately symmetrical with respect to a sign change of the $\psi$ dihedral angle.

As illustrated in Figure 2.6, the above observations can be easily understood when considering the approximate topological symmetries existing between the $8(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ; excluding $\mathbf{T}_{\alpha \alpha}$ ). The simplifications used in the approximate topological representation evidencing these symmetries are : (i) all ring atoms (carbon, oxygen; irrespective of their substitution) are considered equivalent; (ii) all free exocyclic hydroxyl and hydroxymethyl groups are omitted; (iii) both rings are in a ${ }^{4} C_{1}$ chair conformation.

The observation of these approximate symmetries is interesting, because it suggests that the detailed positioning of the free exocyclic hydroxyl and hydroxymethyl groups as well as of the ring oxygen atoms relative to the glycosidic linkage only exerts a minor influence on the conformational properties of these disaccharides (provided that the sign of $\psi$ is inverted for $(1 \rightarrow n)$-linked disaccharides with $n$ even or $n$ odd and excepting the exo-anomeric influence of a ring oxygen atom next to the linkage). The determinant factors for the overall shape of the free-energy map are thus the ring conformation ( ${ }^{4} C_{1}$ ) and the axial or equatorial nature of the $\mathrm{C}_{1}-\mathrm{O}_{1}$ bond ( $\alpha$ versus $\beta$-linkage). In other words, short-range through-bond (stereoelectronic) and through-space (steric) effects (the latter considering the relative positioning of the rings and omitting the details of their local substitution patterns) appear to be much more significant than intramolecular H-bonding and specific solvation effects. Of course, these considerations are restricted in the present case to disaccharides with residues presenting a leading ${ }^{4} C_{1}$ chair conformation and involving exocyclic groups that are all equatorial (except the $\mathrm{C}_{1}-\mathrm{O}_{1}$ bond in the case of the $\alpha$-linkages).

The maps for the $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) only present (stable and, possibly, metastable) minima for $\tilde{\omega} \approx 60^{\circ}\left(g^{+}\right)$and $\tilde{\omega} \approx 300^{\circ}\left(g^{-}\right)$. These correspond to the conformations usually referred to as $g t$ and $g g$, respectively (the first letter referring to $\tilde{\omega}$ and the second to $\omega$; Section 2.3.2). The (near) absence of the $t g$ conformer, also evidenced by NMR ${ }^{166-175}, \mathrm{CD}^{105,176}$, and x-ray crystallography ${ }^{177,178}$ experiments, is a well known feature of D-hexopyranoses and



Figure 2.6: Approximate topological symmetries existing between the $8(1 \rightarrow n)$-linked ( $n=1,2,3$ or 4 ) disaccharides (excluding $\mathbf{T}_{\alpha \alpha}$ ). The top drawing corresponds to $\alpha$-linked and the bottom drawing to $\beta$ linked disaccharides. In each drawing, the four possible connectivities of the first (non-reducing) residue onto the second (reducing except for $\mathbf{T}_{\alpha \beta}$ and $\mathbf{T}_{\beta \beta}$ ) residue are displayed. The simplifications used in the approximate topological representation are : (i) all ring atoms are considered equivalent; (ii) all free exocyclic hydroxyl and hydroxymethyl groups are omitted; (iii) both rings are in a ${ }^{4} C_{1}$ chair conformation. The rings are viewed perpendicularly to their midplanes from the side where atom 1 is in the back and atom 4 in the front. The bonds between ring atoms and from these to the glycosidic oxygen atom are marked with a simple arrow, except axial bonds to the glycosidic oxygen atom that are marked by a triple-arrow (arrows point from the atom that is at the back to the atom that is at the front; the latter atom is then also represented in a darker color compared to the former one). In this representation, approximate topological symmetries connect the pairs $\mathbf{T}_{\alpha \beta} \leftrightarrow \mathbf{N}, \mathbf{K} \leftrightarrow \mathbf{M}, \mathbf{T}_{\beta \beta} \leftrightarrow \mathbf{L}$ and $\mathbf{S} \leftrightarrow \mathbf{C}$. Furthermore, a mirroring of the second residue (i.e. the one drawn at the center) with respect to its midplane (which implies a sign change of the $\psi$ dihedral angle $)$, connects the pairs of pairs $\left(\mathbf{T}_{\alpha \beta}, \mathbf{N}\right) \leftrightarrow(\mathbf{K}, \mathbf{M})$ and $\left(\mathbf{T}_{\beta \beta}, \mathbf{L}\right) \leftrightarrow(\mathbf{S}, \mathbf{C})$. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.

D-hexopyranosides presenting the gluco configuration (or $\mathrm{C}_{2}$ or/and $\mathrm{C}_{3}$ epimer thereof). As discussed in details elsewhere ${ }^{41}$, however, the exact origin of this conformational preference is still matter of discussion, different authors invoking distinct effects as a main cause (e.g. the gauche effect $^{169,} 179-182,1,3$-syn-diaxial repulsion with the $\mathrm{C}_{4}$ hydroxyl group ${ }^{169,179,180}$, or specific solvation effects ${ }^{172,183-189}$ ). Note, finally, that the $\beta(1 \rightarrow 6)$-linked disaccharides (I and $\left.\mathbf{G}\right)$ are expected to be the most flexible ones along the disaccharide series, due to the presence of an extra glyco-
sidic dihedral angle ( $\tilde{\omega}$ ) within this linkage. The flexibility of $\mathbf{G}$ is also expected to be somewhat larger than that of $\mathbf{I}$ (equatorial-equatorial vs axial-equatorial linkages, respectively; see above).

### 2.4.4 Conformational states: definition and sampling

For the ease of analysis, the free-energy maps displayed in Figures 2.4 and 2.5 were divided into four distinct conformational regions ( $X=A, B, C$ and $D$ ) using cutoff values $\phi_{c}$ and $\psi_{c}$ for the $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ), or $\phi_{c}$ and $\tilde{\omega}_{c}$ for the $(1 \rightarrow 6)$-linked disaccharides, as described in Section 2.3.2 (the cutoff values selected for the different disaccharides are reported in Table 2.1). In the following, those conformational regions that correspond to a free energy basin are further referred to as conformational states and labeled using the letter associated to the corresponding region.

The relative populations of the different states, along with the locations of the associated freeenergy minima and the corresponding average values of the glycosidic dihedral angles, are reported in Table 2.1. Illustrative structures corresponding to the free-energy minima within the most stable states are also represented in Figure 2.7.

All $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ) are characterized by a single overwhelmingly populated state (A for $\mathbf{T}_{\alpha \alpha}, \mathbf{K}$ and $\mathbf{M}$; B for $\mathbf{T}_{\alpha \beta}$ and $\mathbf{N}$; $\mathbf{C}$ for $\mathbf{S}$ and $\mathbf{C}$; D for $\mathbf{T}_{\beta \beta}$ and $\mathbf{L}$; relative population above $98.5 \%$ in all cases), along with the possible presence of up to three alternative states with marginal populations. The $(1 \rightarrow 6)$-linked disaccharides are characterized by two significantly populated states ( B and A for $\mathbf{I} ; \mathrm{C}$ and D for $\mathbf{G}$; the population of the former one being in both cases about twice that of the latter one), along with two alternative states with marginal populations for $\mathbf{G}$ only.

As an illustration of the sampling enhancement achieved by the LEUS approach, the numbers of transitions $n_{X \rightarrow Y}$ observed between these states during the LEUS simulations are reported in Table 2.2 (the corresponding numbers for the unbiased MD simulations are also indicated between parentheses for comparison, whenever differing from zero). Comparison with Table 2.1 shows that nearly all (forward and backward) transitions between states with non-negligible populations ( $\geq 0.2 \%$ ) occur about hundred times or more during the sampling phase of the LEUS simulations, while they occurred a few times at best during the plain MD simulations (Section 2.4.1). The only exceptions are the transitions involving states $A$ and $B$ of $\mathbf{G}$ which are less frequent, probably because the dihedral angle $\tilde{\omega}$ is not included in the LEUS subspace in these simulations. Note that the $n_{X \rightarrow Y}$ values obtained from the LEUS simulations cannot be used to evaluate corresponding transition timescales for the real system, since the dynamics of the system is entirely unphysical in this case.

There is a price to pay in terms of statistical efficiency when using a biased ensemble approach such as LEUS to evaluate ensemble averages of observables appropriate for the real (unbiased) system. This efficiency is estimated here by the parameter $F_{s}$ (Eqs. 2.5), found to be in the range 0.05-0.20 for the different LEUS simulations. Thus, in broad terms, only an "effective" 5-20\% fraction of the $N_{f}$ trajectory frames stored along these simulations ( $10^{6}$ for the 50 ns sampling phases of the present simulations with coordinates stored every 0.05 ps ) actually contributes to the statistics on the ensemble averages of observables appropriate for the real (unbiased) system.

This means that at identical $N_{f}$, plain MD simulations would in principle provide 5-20 times more statistics. On the other hand, the sampling enhancement permits : (i) to overcome higher free-energy barriers and include the statistics on alternative metastable states into the averaging;

| System | $\begin{gathered} \phi_{c} \\ {[\mathrm{deg}]} \end{gathered}$ | $\begin{gathered} \psi_{c} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} \tilde{\omega}_{c} \\ {[\operatorname{deg}]} \end{gathered}$ | $P_{A}$ <br> [\%] | $P_{B}$ <br> [\%] | $P_{C}$ <br> [\%] | $P_{D}$ <br> [\%] | $\begin{gathered} \left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)_{A} \\ \left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]_{A}\right. \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} \left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)_{B} \\ \left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)_{B} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} \left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)_{C} \\ \left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)_{C} \\ {[\mathrm{deg}]} \end{gathered}$ | $\begin{gathered} \left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)_{D} \\ \left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)_{D} \\ {[\operatorname{deg}]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{\alpha \alpha}$ | 240 | 240 | - | 100.00 | 0.00 | 0.00 | - | $\begin{gathered} (78,78) \\ (77.7,77.7) \end{gathered}$ | - | - | - |
| $\mathbf{T}_{\alpha \beta}$ | 240 | 120 | - | 0.93 | 99.07 | - | 0.00 | $\begin{gathered} (96,54) \\ (94.3,50.2) \end{gathered}$ | $\begin{gathered} (84,-78) \\ (84.8,-86.2) \end{gathered}$ | - | - |
| $\mathrm{T}_{\beta \beta}$ | 120 | 120 | - | 0.00 | 0.15 | 0.18 | 99.67 | - | $\begin{gathered} (60,-78) \\ (57.4,-81.2) \end{gathered}$ | $\begin{gathered} (-84,60) \\ (-80.8,57.6) \end{gathered}$ | $\begin{gathered} (-78,-72) \\ (-75.6,-75.6) \end{gathered}$ |
| K | 240 | 240 | - | 99.75 | 0.25 | 0.00 | - | $\begin{gathered} (102,102) \\ (87.0,109.9) \end{gathered}$ | $\begin{gathered} (102,-60) \\ (93.2,-65.6) \end{gathered}$ | - | - |
| S | 120 | 240 | - | 0.17 | 0.00 | 99.80 | 0.03 | $\begin{gathered} (60,132) \\ (57.0,134.0) \end{gathered}$ |  | $\begin{gathered} (-72,114) \\ (-75.2,118.9) \end{gathered}$ | $\begin{gathered} (-72,-48) \\ (-82.3,-59.7) \end{gathered}$ |
| N | 240 | 120 | - | 0.10 | 99.90 | - | 0.00 | $\begin{gathered} (96,60) \\ (88.7,70.2) \end{gathered}$ | $\begin{gathered} (96,-120) \\ (89.0,-121.5) \end{gathered}$ | - | - |
| L | 120 | 120 | - | 0.00 | 0.13 | 0.03 | 99.84 | - | $\begin{gathered} (60,-108) \\ (55.3,-105.6) \end{gathered}$ | $\begin{gathered} (-96,66) \\ (-87.1,64.8) \end{gathered}$ | $\begin{gathered} (-72,-114) \\ (-73.6,-114.1) \end{gathered}$ |
| M | 240 | 240 | - | 99.87 | 0.13 | 0.00 | 0.00 | $\begin{gathered} (72,90) \\ (81.7,92.5) \end{gathered}$ | $\begin{gathered} (90,-42) \\ (87.9,-51.2) \end{gathered}$ | - | - |
| C | 120 | 240 | - | 0.12 | 0.00 | 98.57 | 1.31 | $\begin{gathered} (60,120) \\ (49.4,117.3) \end{gathered}$ | - | $\begin{gathered} (-72,108) \\ (-73.2,108.3) \end{gathered}$ | $\begin{gathered} (-72,-42) \\ (-73.7,-44.0) \end{gathered}$ |
| I | 240 | - | 240 | 31.58 | 68.42 | - | - | $\begin{gathered} (72,180,60) \\ (\mathbf{7 8 . 0}, \mathbf{1 7 8 . 5}, 66.5) \end{gathered}$ | $\begin{gathered} (78,174,-54) \\ (78.4,174.8,-56.1) \end{gathered}$ | - | - |
| G | 120 | - | 240 | 1.55 | 0.85 | 61.33 | 36.27 | $\begin{gathered} (66,-174,66) \\ (57.5,-176.0,64.8) \end{gathered}$ | $\begin{gathered} (60,180,-48) \\ (56.2,171.6,-56.8) \end{gathered}$ | $\begin{gathered} (-66,-162,66) \\ (-80.1,-178.8,65.4) \end{gathered}$ | $\begin{gathered} (-72,-174,-48) \\ (-79.4,168.9,-57.1) \end{gathered}$ |

Table 2.1: Conformational states and characteristic parameters identified in LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The reported quantities are the cutoff values $\phi_{c}, \psi_{c}$ and $\tilde{\omega}_{c}$ used to define the conformational states ( $X=A, B, C$ and $D$; Section 2.3.2) based on the free-energy maps (Figures 2.4 and 2.5), the corresponding fractional populations $P_{X}$ (after unbiasing), the locations $\left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)$ of the associated free-energy minima and the corresponding average values $\left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)$ of the glycosidic dihedral angles (over the state). Empty entries for $P_{X}$ indicates regions that were never visited. Empty entries for $\left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)$ and $\left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)$ indicate regions that were too poorly sampled $\left(P_{X}<0.01 \%\right)$ for a reliable evaluation. Entries corresponding to the most populated states $\left(P_{x}>30 \%\right)$ are printed in boldface for readibility. The dihedral-angle values were selected here within the period ]- $180^{\circ}, 180^{\circ}$ ]. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.
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Figure 2.7: Illustrative structures corresponding to the minimum free-energy points of the most stable conformational states identified in LEUS simulations of the 11 considered disaccharides in water at 300 $K$ and 1 bar. The represented structures are taken from the simulations and characterized by glycosidic dihedral angle values within $5^{\circ}$ of the values $\left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)$ corresponding to the minimum free-energy point of the state (Table 2.1). They were also selected to illustrate the main intramolecular H-bonds present in this state (Table 2.5; except for $\mathbf{M}$ where the dominant $H$-bonds were incompatible with this specific structure). For the $(1 \rightarrow 6)$-linked disaccharide, both the structures corresponding to the states with the highest $(\mathbf{I}$ and $\mathbf{G})$ and second-highest $\left(\mathbf{I}_{\text {alt }}\right.$ and $\left.\mathbf{G}_{\text {alt }}\right)$ populations are displayed. The codes employed for the different disaccharides are provided in the legend of Figure 2.1.

| System | $n_{A \rightarrow B}$ | $n_{A \rightarrow C}$ | $n_{A \rightarrow D}$ | $n_{B \rightarrow C}$ | $n_{B \rightarrow D}$ | $n_{C \rightarrow D}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $n_{B \rightarrow A}$ | $n_{C \rightarrow A}$ | $n_{D \rightarrow A}$ | $n_{C \rightarrow B}$ | $n_{D \rightarrow B}$ | $n_{D \rightarrow C}$ |
| $\mathbf{T}_{\alpha \alpha}$ | - | - | - | - | - | - |
| $\mathbf{T}_{\alpha \beta}$ | $153(7)$ | - | - | - | - | - |
|  | $155(6)$ | - | - | - | - | - |
| $\mathbf{T}_{\beta \beta}$ | - | - | - | 29 | 63 | 75 |
|  | - | - | - | 31 | 63 | 77 |
| $\mathbf{K}$ | 109 | - | - | - | - | - |
|  | 109 | - | - | - | - | - |
| $\mathbf{S}$ | - | $73(1)$ | 14 | - | - | 67 |
|  | - | $69(1)$ | 20 | - | - | 63 |
| $\mathbf{N}$ | 95 | - | - | - | - | - |
|  | 95 | - | - | - | - | - |
| $\mathbf{L}$ | - | - | - | 29 | 46 | 79 |
|  | - | - | - | 23 | 51 | 73 |
| $\mathbf{M}$ | 111 | - | - | - | - | - |
|  | 110 | - | - | 2 | - | - |
| $\mathbf{C}$ | - | $44(2)$ | 3 | - | - | 92 |
|  | - | $43(2)$ | 3 | - | - | 91 |
| $\mathbf{I}$ | $197(18)$ | - | - | - | - | - |
|  | $197(19)$ | - | - | - | - | - |
| $\mathbf{G}$ | 7 | $14(2)$ | 1 | 10 | 5 | 160 |
|  | 6 | $16(2)$ | 1 | 11 | 3 | 163 |

Table 2.2: Numbers of transitions $n_{X \rightarrow Y}$ between the conformational states ( $X, Y=A, B, C$ and D; Section 2.3.2) as observed in LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The corresponding number of transitions in the 50 ns plain (unbiased) MD simulations are reported between parentheses for comparison (if differing from zero). A transition from state $X$ to state $Y$ is assumed to have occurred whenever the system spent at least 5 ps in region $X$ followed by at least 5 ps in region Y. Empty entries indicate transitions that were never observed. The codes employed for the different disaccharides are provided in the legend of Figure 2.1 and the definitions of the conformational states in Section 2.3.2 and Table 2.1 (see also Figures 2.4 and 2.5).
(ii) to explore a much broader volume of the conformational space accessible to the system. The reduced statistical efficiency may be (at least in part) compensated by the storage a larger number of frames along the trajectories. This was done in the present simulations (Section 2.3.1), where the storage rate of trajectory frames was increased by a factor 10 for the LEUS simulations compared to the plain MD simulations (it was also verified that the value of $F_{s}$ is essentially invariant for filtered trajectories with $N_{f}$ ranging from $10^{6}$ down to about $10^{3}$ ).

### 2.4.5 Comparison with experimental data

The glycosidic linkage conformations associated with the most stable states (value of the glycosidic dihedral angles at the free-energy minimum and corresponding average values over the state) identified in the LEUS simulations of the 11 considered disaccharides ( 50 ns sampling phase, after unbiasing) are compared with available experimental and theoretical data in Table 2.3. The corresponding probability distributions around the individual glycosidic dihedral angles were also monitored (data not shown). For the non-reducing disaccharides, they do not differ significantly from those reported previously based on unbiased MD simulations ${ }^{53}$ (see Figure 2 therein). The rotational properties of the unfunctionalized hydroxymethyl groups are not discussed, since they were investigated in details previously ${ }^{41,53}$.

In general, the LEUS simulation results are in good qualitative agreement with experimental and theoretical data from the literature, as were the previously reported plain MD simulation results for the non-reducing disaccharides ${ }^{53,54}$. The best agreement is met for the $\phi$ glycosidic dihedral angle, the preferences around which are largely dictated by the exo-anomeric effect (Section 2.4.3).

For the $\alpha$-linked disaccharides $\left(\mathbf{T}_{\alpha \alpha}, \mathbf{T}_{\alpha \beta}, \mathbf{K}, \mathbf{N}, \mathbf{M}\right.$ and $\left.\mathbf{I}\right)$ the average values of the $\phi$ dihedral angle (as well as those of the $\psi$ dihedral angle for $\mathbf{T}_{\alpha \alpha}$ ) are in the range $\left[60^{\circ} ; 100^{\circ}\right]$ for nearly all entries of Table 2.3, while for the $\beta$-linked disaccharides ( $\mathbf{T}_{\beta \beta}, \mathbf{S}, \mathbf{L}, \mathbf{C}$ and $\mathbf{G}$ ) they are nearly all in the range $\left[-90^{\circ} ;-60^{\circ}\right]$ (note, however, the exception of $\mathbf{C}$ based on one set of calculation ${ }^{110}$ ). The variability is more important for the average values of the $\psi$ dihedral angle. Considering the entries of Table 2.3 corresponding to the $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ), all reducing disaccharides with a $R$-configuration at $\mathbf{C}_{n}^{\prime}(\mathbf{K}, \mathbf{S}, \mathbf{M}$ and $\mathbf{C})$, as well as $\mathbf{T}_{\alpha \alpha}$, typically present values in the range $\left[60^{\circ} ; 120^{\circ}\right]$. In contrast, the reducing disaccharides with a $S$-configuration at $\mathbf{C}_{n}^{\prime}(\mathbf{N}$ and $\mathbf{L})$, as well as $\mathbf{T}_{\alpha \beta}$ and $\mathbf{T}_{\beta \beta}$, typically present values in the range [ $-140^{\circ} ;-70^{\circ}$ ] Finally, for the ( $1 \rightarrow 6$ )-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ), the $\psi$ values are generally found in the range $\left[160^{\circ}\right.$; $180^{\circ}$ ]. The existence of two alternative conformations at equilibrium (differing in the value of the $\tilde{\omega}$ dihedral angle) for the $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) also agrees with the results from NMR measurements ${ }^{93,96}$ and independent simulations ${ }^{53,131}$. The population ratio between the $t g$ $\left(\tilde{\omega}=180^{\circ}\right), g g\left(\tilde{\omega}=-60^{\circ}\right)$ and $g t\left(\tilde{\omega}=+60^{\circ}\right)$ conformers in the LEUS simulations is [0:68:32] for $\mathbf{I}$ and [0:37:63] for $\mathbf{G}$. These distributions are in remarkable agreement with the corresponding ratios of [1:70:29] and [0:34:66] determined based on NMR measurements ${ }^{93,96}$.

Finally, the Ramachandran free energy maps (Figures 2.4 and 2.5) are also found to present a good qualitative agreement with corresponding MM3 adiabatic maps for the different disaccharides ${ }^{112-117}$.

| System | $\begin{gathered} \left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)_{X} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} \left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)_{X} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} (\phi, \Psi[, \tilde{\omega}])_{N M R} \\ {[\mathrm{deg}]} \end{gathered}$ | $\begin{gathered} (\phi, \psi[\tilde{\omega}])_{x-r a y} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} (\phi, \psi[\tilde{\omega}])_{M M / M D} \\ {[\operatorname{deg}]} \end{gathered}$ | $\begin{gathered} (\phi, \psi[, \tilde{\omega}])_{Q M} \\ {[\operatorname{deg}]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{T}_{\alpha \alpha}$ | $(78,78)_{A}$ | $(77.7,77.7)_{A}$ | $\begin{gathered} (76,76)^{100} \\ (77.8,77.8)^{99} \end{gathered}$ | $\begin{gathered} (60.8,60.1)^{91},(74.7,75.5)^{88} \\ (61.7,74.8)^{92} \end{gathered}$ | $\begin{gathered} (65,65)^{119},(76,76)^{120,137} \\ (61.64)^{126} \cdot(70.69)^{136} \end{gathered}$ | $(75.61,75.61)^{107}$ |
| $\mathbf{T}_{\alpha \beta}$ | $(84,-78)_{B}$ | $(84.8,-86.2)_{B}$ |  | $(68.6,-93.4)^{90}$ | $(75,-80)^{120}$ | $(65.82,-96.57)^{107}$ |
| $\mathrm{T}_{\beta \beta}$ | $(-78,-72)_{D}$ | $(-75.6,-75.6)_{D}$ |  | $(-75.6,-75,6)^{89}$ | $(-77,-77)^{120}$ | $(-71.37,-71.37)^{107}$ |
| K | $(102,102){ }_{A}$ | $(87.0,109.9)_{A}$ |  |  | $(95.8,114.7)^{53},(80.6,78.8){ }^{113}$ |  |
| S | $(-72,114)_{C}$ | $(-75.2,118.9)_{C}$ | $(-80,110)^{101}$ | $(-81.2,128.5)^{2}$ | $(-83.8,119.8)^{53},(-71.2,111.7)^{112}$ |  |
| N | $(96,-120)_{B}$ | $(89.0,-121.5)_{B}$ | $(81.2,-142.6){ }^{99}$ | $(99.9,-135.8)^{2}$ | $\begin{gathered} (95.7,-119.4)^{53},(85.2,-72.6)^{113} \\ (97.3,-119.0)^{135},(84.4,-129.6)^{99} \end{gathered}$ | $(73.23,-153){ }^{107}$ |
| L | $(-72,-114)_{D}$ | $(-73.6,-114.1)_{D}$ | $(-85.8,-143.8){ }^{99}$ | $\begin{gathered} (-69.1,-109.1)^{2} \\ (-93.6,-161.0)^{87} \end{gathered}$ | $\begin{gathered} (-72.6,-114.2)^{53},(-85.0,-162.3)^{112} \\ (-58.6,-94.5)^{131} \end{gathered}$ | $(-65.67,-134,4)^{107}$ |
| M | $(72,90)_{A}$ | $(81.7,92.5)_{A}$ | $(88.5,95.5)^{99}$ | $(96.8,105.2)^{2}$ | $\begin{gathered} (87.2,100.5)^{53},(97.3,98.3)^{113} \\ (94.7,106.1)^{99},(80,89)^{124} \end{gathered}$ | $(73.0,87.2)^{107}$ |
| C | $(-72,108){ }_{C}$ | $(-73.2,108.3)_{C}$ | $(-87.8,98.9)^{99}$ | $\begin{gathered} (-75.6,108.2)^{2} \\ (-77.7,102.1)^{86} \end{gathered}$ | $\begin{gathered} (-77.5,111.4)^{53},(-84.0,73.8)^{112} \\ (-75.9,119.8)^{99} \end{gathered}$ | $\begin{aligned} & (-66.2,106.4)^{107} \\ & (59.4,119.4)^{110} \end{aligned}$ |
| I | $\begin{gathered} (78,174,-54)_{B} \\ (72,180,60)_{A} \end{gathered}$ | $\begin{aligned} & (78.4,174.8,-56.1)_{B}(g g) \\ & (78.0,178.5,66.5)_{A}(g t) \\ & {[0: 68: 32]} \end{aligned}$ | $[1: 70: 29]^{93}$ | $(70.8,167.3,74.7)^{2}$ | $\begin{gathered} (82.7,167.5)[0: 44: 56]^{53} \\ (75.8,-173.6,69.5)^{114},(71,196,74)^{104} \end{gathered}$ | $(116.3,163.2,-45.7)^{106}[39: 12: 49]^{111}$ |
| G | $\begin{gathered} (-66,-162,66)_{C} \\ (-72,-174,-48)_{D} \end{gathered}$ | $\begin{aligned} & (-80.1,-178.8,65.4)_{C}(g t) \\ & (-79.4,168.9,-57.1)_{D}(g g) \\ & {[0: 37: 63]} \end{aligned}$ | $\begin{gathered} (-71.4,-129.0)^{99} \\ {[0: 34: 66]^{96}} \end{gathered}$ | $(-58.3,-156.3,-61.5)^{2}$ | $\begin{gathered} (-81.6,173.1)[0: 46: 54]^{53} \\ (-77.5,178.4,68.9)^{114} \\ (-60.8,-177.0)^{131}[2: 36: 62]^{131} \end{gathered}$ |  |

Table 2.3: Comparison of the most stable glycosidic linkage conformations identified in LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar with available experimental and theoretical data. The locations $\left(\phi_{m}, \psi_{m}\left[, \tilde{\omega}_{m}\right]\right)$ of the identified (most stable) free-energy minima and the corresponding average values $\left(\phi_{a}, \psi_{a}\left[, \tilde{\omega}_{a}\right]\right)$ of the glycosidic dihedral angles (Table 2.1) are compared with (average) results $(\phi, \psi[, \tilde{\omega}])$ from experiment (NMR, x-ray) or theory (MM, MD, QM). For the $(1 \rightarrow 6)$-linked disaccharides $(\mathbf{I}$ and $\mathbf{G})$, $\tilde{\omega}$ may either be reported explicitly (single value) or in the form of relative percentages of the tg:gg:gt conformers (between square brackets). These conformers are defined in terms of the dihedral angles $\omega\left(O_{1}-C_{6}^{\prime}-C_{5}^{\prime}-C_{4}^{\prime}\right)$ and $\tilde{\omega}\left(O_{1}-C_{6}^{\prime}-C_{5}^{\prime}-O_{5}^{\prime}\right.$; used in this study), the first letter referring to $\tilde{\omega}$ and the second to $\omega$ (tg: $\tilde{\omega} \approx 180^{\circ}$; gg: $\tilde{\omega} \approx-60^{\circ}$; gt: $\left.\tilde{\omega} \approx 60^{\circ}\right)$. Values from the literature reported in terms of the dihedral angles $\phi_{H}\left(H C_{1}-C_{1}-O_{1}-C_{n}^{\prime}\right)$ and $\psi_{H}\left(C_{1}-O_{1}-C_{n}^{\prime}-H C_{n}^{\prime}\right)$ were transformed to $\phi\left(O_{5}-C_{1}-O_{1}-C_{n}^{\prime}\right)$ and $\psi\left(C_{1}-O_{1}-C_{n}^{\prime}-C_{n-1}^{\prime}\right)$ values (used in this study) so as to permit a direct comparison. This transformation reads ${ }^{2}$ : (i) $\phi=\phi_{H} \pm 120^{\circ}$, where " + " applies to the $\alpha$-linked disaccharides $\left(\mathbf{T}_{\alpha \alpha}, \mathbf{T}, \alpha \beta, \mathbf{K}, \mathbf{M}, \mathbf{I}\right)$ and"-" applies to the $\beta$-linked disaccharides $(\mathbf{T} \beta \beta, \mathbf{S}, \mathbf{L}, \mathbf{C}$, $\mathbf{G})$; (ii) $\psi=\psi_{H} \pm 120^{\circ}$ (except for the trehaloses), where " + " applies to the disaccharides with a $R$-configuration at $C_{n}^{\prime}(\mathbf{K}, \mathbf{S}, \mathbf{M}, \mathbf{C})$ and "-" to those with a S-configuration at $C_{n}^{\prime}(\mathbf{N}, \mathbf{L})$; (iii) $\phi=\phi_{H} \pm 120^{\circ}$ (for the trehaloses), where " + " applies to $\mathbf{T}_{\alpha \alpha}$ and "-" applies to $\mathbf{T}_{\alpha \beta}$ and $\mathbf{T}_{\beta \beta}$. Note that $\psi_{H}$ is not defined for $\mathbf{I}$ and $\mathbf{G}$ because $C_{n}^{\prime}$ corresponds to a methylene group in this case. The dihedral-angle values were selected here within the period J- $180^{\circ}, 180^{\circ}$ ]. The codes employed for the different disaccharides are provided in the legend of Figure 2.1 and the definitions of the conformational states in Section 2.3.2 and Table 2.1 (see also Figures 2.4 and 2.5).

### 2.4.6 Conformational states: thermodynamics and kinetics

The parameters characterizing the relative free energies and interconversion barriers between the conformational states identified in the LEUS simulations of the 11 considered disaccharides ( 50 ns sampling phase, after unbiasing) are reported in Table 2.4. Only data concerning significantly populated conformational states ( $P_{X} \geq 0.01 \%$; Table 2.1) is reported. Note also that only transitions along direct pathways (i.e. not involving an intermediate conformational state) are considered. These exclude the transitions $C \leftrightarrow B$ for $\mathbf{T}_{\beta \beta}(C \leftrightarrow D \leftrightarrow B), A \leftrightarrow D$ for $\mathbf{S}(A \leftrightarrow C \leftrightarrow D), B \leftrightarrow C$ for $\mathbf{L}(B \leftrightarrow D \leftrightarrow C), D \leftrightarrow A$ for $\mathbf{C}(D \leftrightarrow C \leftrightarrow A), C \leftrightarrow B$ for $\mathbf{G}(C \leftrightarrow A \leftrightarrow B$ or $C \leftrightarrow D \leftrightarrow B)$ and $D \leftrightarrow A$ for $\mathbf{G}(D \leftrightarrow B \leftrightarrow A$ or $D \leftrightarrow C \leftrightarrow A)$. The parameters (free energy differences and barriers) corresponding to these indirect transitions can easily be deduced from the data in the table. Since the state-to-state free energy differences $\left(\Delta \tilde{G}_{x \rightarrow y}\right)$ do not differ significantly from the corresponding minimum-to-minimum differences $\left(\Delta G_{x \rightarrow y}\right)$ the following discussion will consider only the latter quantities.

For the $(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ), the one (axial-equatorial linkage; $\mathbf{T}_{\alpha \beta}$, $\mathbf{K}, \mathbf{N}$ and $\mathbf{M}$ ) or two (equatorial-equatorial linkage; $\mathbf{T}_{\beta \beta}, \mathbf{S}, \mathbf{L}$ and $\mathbf{C}$ ) significantly populated metastable states lie within $10-22 \mathrm{~kJ} \mathrm{~mol}^{-1}$ of the most stable one (there is no significantly populated metastable state for the single disaccharide $\mathbf{T}_{\alpha \alpha}$ with an axial-axial linkage). The estimated transition timescales (half-times) for the forward transitions to these metastable states (from the most stable state) range between about $100 \mathrm{ps}\left(600 \mathrm{ps}\right.$, omitting $\mathbf{T}_{\alpha \beta}$ ) and 20 ns .

The estimated timescales for the corresponding backward transitions range between about 1 and 50 ps . In the absence of kinetic information on transition trajectories (which cannot be obtained from LEUS simulations since the dynamics of the system is unphysical), the transmission coefficients $\kappa_{X \rightarrow Y}$ used to evaluate these timescales via the TST ${ }^{69}$ approximation (Eqs. 2.4) were set to one as a first approximation. However, assuming that the $\kappa_{X \rightarrow Y}$ values are of similar magnitudes for all the forward transitions to metastable states in these 8 disaccharides, comparison with the number of transitions $n_{B \rightarrow A}(6)$ actually observed in the 50 ns plain (unbiased) MD simulation of $\mathbf{T}_{\alpha \beta}$ (Table 2.2) suggests that the appropriate value is actually much lower, i.e. of the order of 0.01 (the corresponding estimates are reported between parentheses in the Table 2.4). This second approximation leads to estimated forward transition timescales ranging from about 10 ns ( 50 ns , omitting $\mathbf{T}_{\alpha \beta}$ ) up to about $2 \mu \mathrm{~s}$. The latter values are more realistic considering the near absence of such transitions in the plain (unbiased) MD simulations of these disaccharides (except for $\mathbf{T}_{\alpha \beta}$; Section 2.4.1). On the other hand, the backward transition timescales estimated with a transmission coefficient of one are probably more realistic in view of the much lower transition barriers involved. For these disaccharides, the comparison of the free-energy differences and barriers associated with transitions involving the $\phi$ and $\psi$ dihedral angles does not reveal any clear systematic trend. In particular, for the disaccharides involving an equatorial-equatorial linkage, the metastable state involving a transition around $\phi$ may be lower ( $\mathbf{S}, \mathbf{L}$ ), equally high ( $\mathbf{T}_{\beta, \beta}$ ) or higher $\mathbf{C}$ in free energy compared to the one involving a transition around $\psi$. Experimentally, ultrasonic relaxation experiments suggest a timescale of about 10 ns for the relative rotation of the two pyranose rings in disaccharides ${ }^{81,82,190}$, which is about one order of magnitude faster than the timescales indicated above. The cause of this discrepancy probably resides in the force-field employed in the present simulations. However, it may also partly be due to inaccuracies in the experimentally suggested timescale (which also relies on a model for its derivation based on the raw absorption spectrum).

| System | $X \rightarrow Y$ | Angle <br> $[\mathrm{deg}]$ | $\Delta \tilde{G}_{X \rightarrow Y}$ <br> $\left[\mathrm{~kJ} \mathrm{~mol}^{-1}\right]$ | $\Delta G_{X \rightarrow Y}$ <br> $\left[\mathrm{~kJ} \mathrm{~mol}^{-1}\right]$ | $\Delta G_{X \rightarrow Y}^{\neq}$ <br> $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ | $\Delta G_{Y \rightarrow X}^{\neq}$ <br> $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ | $\tau_{X \rightarrow Y}$ <br> $[\mathrm{ps}]$ | $\tau_{Y \rightarrow X}$ <br> $[\mathrm{ps}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{T}_{\alpha \alpha}$ | - | - | - | - | - | - | - |  |
| $\mathbf{T}_{\alpha \beta}$ | $B \rightarrow A$ | $\psi$ | 11.7 | 10.1 | 17.4 | 7.3 | $1.1 \cdot 10^{2}\left(1.1 \cdot 1 \cdot 10^{4}\right)$ | 2.1 |
| $\mathbf{T}_{\beta \beta}$ | $D \rightarrow C$ | $(\psi)$ | 15.8 | 16.2 | 23.1 | 6.9 | $1.1 \cdot 10^{3}\left(1.1 \cdot 10^{5}\right)$ | 1.8 |
|  | $D \rightarrow B$ | $(\phi)$ | 16.2 | 16.8 | 24.0 | 7.2 | $1.6 \cdot 10^{3}\left(1.6 \cdot 10^{5}\right)$ | 1.9 |
| $\mathbf{K}$ | $A \rightarrow B$ | $\psi$ | 14.9 | 13.7 | 21.4 | 7.7 | $5.9 \cdot 10^{2}\left(5.9 \cdot 10^{4}\right)$ | 2.4 |
| $\mathbf{S}$ | $C \rightarrow A$ | $\phi$ | 15.9 | 15.2 | 24.5 | 9.3 | $2.0 \cdot 10^{3}\left(2.0 \cdot 10^{5}\right)$ | 4.6 |
|  | $C \rightarrow D$ | $\psi$ | 20.2 | 21.7 | 29.4 | 7.7 | $1.5 \cdot 10^{4}\left(1.5 \cdot 10^{6}\right)$ | 2.4 |
| $\mathbf{N}$ | $B \rightarrow A$ | $\psi$ | 17.3 | 17.7 | 24.0 | 6.3 | $1.6 \cdot 10^{3}\left(1.6 \cdot 10^{5}\right)$ | 1.4 |
| $\mathbf{L}$ | $D \rightarrow B$ | $\phi$ | 16.5 | 15.6 | 23.3 | 7.7 | $1.2 \cdot 10^{3}\left(1.2 \cdot 10^{5}\right)$ | 2.4 |
|  | $D \rightarrow C$ | $\psi$ | 20.9 | 21.8 | 30.5 | 8.7 | $2.2 \cdot 10^{4}\left(2.2 \cdot 10^{6}\right)$ | 3.6 |
| $\mathbf{M}$ | $A \rightarrow B$ | $\psi$ | 16.5 | 15.1 | 25.7 | 10.6 | $3.3 \cdot 10^{3}\left(3.3 \cdot 10^{5}\right)$ | 7.7 |
| $\mathbf{C}$ | $C \rightarrow D$ | $\psi$ | 10.8 | 10.7 | 25.6 | 14.9 | $3.2 \cdot 10^{3}\left(3.2 \cdot 10^{5}\right)$ | $4.4 \cdot 10^{1}$ |
|  | $C \rightarrow A$ | $\phi$ | 16.6 | 16.2 | 21.3 | 5.1 | $5.7 \cdot 10^{2}\left(5.7 \cdot 10^{4}\right)$ | $8.0 \cdot 10^{-1}$ |
| $\mathbf{I}$ | $B \rightarrow A$ | $\tilde{\omega}$ | 2.1 | 2.5 | 19.4 | 16.9 | $2.6 \cdot 10^{2}$ | $9.7 \cdot 10^{2}$ |
| $\mathbf{G}$ | $C \rightarrow D$ | $\tilde{\omega}$ | 1.2 | 1.5 | 20.3 | 18.8 | $3.8 \cdot 10^{2}$ | $2.1 \cdot 10^{2}$ |
|  | $A \rightarrow B$ | $\tilde{\omega}$ | 1.4 | 1.7 | 23.4 | 2.7 | $1.3 \cdot 10^{3}$ | $6.7 \cdot 10^{2}$ |
|  | $C \rightarrow A$ | $\phi$ | 9.2 | 8.6 | 23.1 | 14.5 | $1.2 \cdot 10^{3}\left(1.2 \cdot 10^{5}\right)$ | $3.7 \cdot 10^{1}$ |
|  | $D \rightarrow B$ | $\phi$ | 9.4 | 8.8 | 22.2 | 13.4 | $8.1 \cdot 10^{2}\left(8.1 \cdot 10^{4}\right)$ | $2.4 \cdot 10^{1}$ |

Table 2.4: Parameters characterizing the relative free energies and interconversion barriers between the conformational states identified in LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The reported quantities for each transition $(X \rightarrow Y$, involving a rotation around the indicated glycosidic dihedral angle; for $\mathbf{T}_{\beta \beta}$, $\phi$ and $\psi$ are interchangeable by symmetry) are the state-to-state free-energy difference $\Delta \tilde{G}_{X \rightarrow Y}$ (based on the relative state populations $P_{X}$ reported in Table 2.1), the minimum-tominimum free-energy difference $\Delta G_{X \rightarrow Y}$, the (forward and backward) minimum-to-saddle point free-energy barriers $\Delta G_{X \rightarrow Y}^{\ddagger}$ or $\Delta G_{Y \rightarrow X}^{\ddagger}$, and the corresponding transition timescales (half-times) $\tau_{X \rightarrow Y}$ or $\tau_{X \rightarrow Y}$. The transition timescales were estimated using transmission coefficients set to one in Eqs. 2.4 (values between parentheses: transmission coefficients set to 0.01 ). Only pairs of significantly populated conformational states ( $P_{X}, P_{Y} \geq 0.01 \%$; Table 2.1) and transitions along direct pathways (i.e. not involving an intermediate conformational state) are reported. The codes employed for the different disaccharides are provided in the legend of Figure 2.1 and the definitions of the conformational states in Section 2.3.2 and Table 2.1 (see also Figures 2.4 and 2.5).

For the ( $1 \rightarrow 6$ )-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ), the free energy differences between the (most stable and, in the case of $\mathbf{G}$ metastable) states differing in the $\tilde{\omega}$ values are in the range 1.5 $2.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$. The estimated transition timescales for the corresponding (forward or backward) transitions are of the order of 200 ps to 1.3 ns . Comparison with the corresponding numbers of transitions $n_{X \rightarrow Y}(19$ for $B \rightarrow A$ in I and 135 for $C \rightarrow D$ in $\mathbf{G}$ ) actually observed in the 50 ns plain (unbiased) MD simulation of these two disaccharides (Table 2.2) suggests that the choice of a transmission factor of one is probably a reasonable approximation in this case. In the case of G, the pair of metastable states differing in the $\phi$ values from the pair of stable states are about 9 kJ
$\mathrm{mol}^{-1}$ higher in free energy. The forward transition timescales are of the order of 1 ns (or 100 ns assuming a transmission factor of 0.01 , which is reasonable considering that these transitions are observed once each in the unbiased 50 ns simulation; Table 2.2).

### 2.4.7 Hydrogen bonding

The occurrences of intramolecular H-bonds in the different conformational states observed in the LEUS simulations of the 11 considered disaccharides ( 50 ns sampling phase, after unbiasing) are reported in Table 2.5. Note that these occurrences are given relative to the overall population of the state (which may in some cases be very small; Table 2.1) and that only H-bonds with occurrences larger than $5 \%$ (in a given state) are reported. The occurring H-bonds are also indicated in the illustrative structures of Figure 2.7 (whenever possible).

All observed intramolecular H -bonds are formed between the two residues. The complete absence of intraresidue H -bonds is probably related to the rather restrictive geometrical criteria used here to define the presence of an H -bond, namely a hydrogen-acceptor distance shorter than 0.25 nm and donor-hydrogen-acceptor angle larger than $135^{\circ}$. When the angle criterion is relaxed (e.g. from $135^{\circ}$ to $100^{\circ}$ ), intraresidue H -bonds become observable ${ }^{41}$.

For the $(1 \rightarrow n)$-linked disaccharides ( $n=2,3$ or 4 ), the dominant (significantly populated) states all present occurrences of intramolecular H-bonds. The nature of these H-bonds and the corresponding occurrences are very similar to those reported previously ${ }^{53}$ (see Figure 1 and Table 2 therein). The three $\alpha$-linked disaccharides (axial-equatorial linkage; $\mathbf{K}, \mathbf{N}$ and $\mathbf{M}$ ) are characterized by two alternative H -bonds in this state (occurrences ranging between about 10 and $40 \%$ ), involving hydroxyl groups of both residues vicinal to the glycosidic linkage or/and the ring oxygen atom of the non-reducing residue. The three $\beta$-linked disaccharides (equatorial-equatorial linkage; $\mathbf{S}, \mathbf{L}$ and $\mathbf{C}$ ) are characterized by one possible H -bond in this state (occurrence ranging between about 40 and $80 \%$ ), involving a hydroxyl group of the reducing residue vicinal to the glycosidic linkage and the ring oxygen atom of the non-reducing residue. In contrast, the the $(1 \rightarrow 1)$ - and $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{T}_{\alpha \alpha}, \mathbf{T}_{\alpha \beta}, \mathbf{T}_{\beta \beta}, \mathbf{I}$ and $\left.\mathbf{G}\right)$ present no intramolecular H -bonding in their dominant (significantly populated) states. In a number of cases ( $\mathbf{T}_{\beta \beta}, \mathbf{K}$ and $\mathbf{M}$ ), intramolecular H -bonds are also observed in metastable states. For $\mathbf{T}_{\beta \beta}$ one alternative state (B) involves a $\mathrm{HO}_{2}^{\prime} \rightarrow \mathrm{O}_{2} \mathrm{H}$-bond (occurrence of about 6-7\%), while the corresponding most stable state involves none. For $\mathbf{K}$ and $\mathbf{M}$, alternative states may involve a different H -bonding pattern compared to the most stable state, with occurrences up to about $60 \%$. Note that with one single exception ( $\mathrm{HO}_{2} \rightarrow \mathrm{O}_{3}^{\prime}$ in $\mathbf{M}$; occurrence $9.6 \%$ ), all the observed H -bonds (in the most stable and alternative states) involve a hydrogen donor from the reducing residue and an acceptor from the non-reducing one.

The above observations can be easily rationalized if one assumes that the formation of a solvent-exposed intramolecular H-bond in aqueous environment is an "opportunistic" consequence of the close proximity of two H -bonding groups in a given molecular conformation, rather than a major conformational driving force promoting this proximity ${ }^{41}$. Accepting this assumption, the most stable conformation of a disaccharide would be almost exclusively determined by stereoelectronic and steric effects (Section 2.4.3), while intramolecular H-bonding would play a minor role (i.e. only slightly modulate the basic conformational preferences of the specific linkage). This interpretation would explain why : $(i)$ the $(1 \rightarrow 1)$-linked trehaloses present no intramolecular H bonding (no favorably positioned H -bonding groups in the dominant conformation; Figure 2.7);

| System | A <br> $[\%]$ | B <br> $[\%]$ | C <br> $[\%]$ | D <br> $[\%]$ | H-bonds <br> solute-solvent |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{T}_{\alpha \alpha}$ | $\times$ | - | - | - | 15.91 |
| $\mathbf{T}_{\alpha \beta}$ | - | $\times$ | - | - | 15.77 |
| $\mathbf{T}_{\beta \beta}$ | - | $\mathrm{HO}_{2}^{\prime} \rightarrow \mathrm{O}_{2}(5.7)$ | - | $\times$ | 15.41 |
| $\mathbf{K}$ | $\mathrm{HO}_{1}^{\prime} \rightarrow \mathrm{O}_{2}(\mathbf{3 3 . 5})$ | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{2}(33.6)$ | - | - | 15.26 |
|  | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{5}(\mathbf{1 5 . 1})$ | $\mathrm{HO}_{1}^{\prime} \rightarrow \mathrm{O}_{5}(21.2)$ | - | - |  |
| $\mathbf{S}$ | - | - | $\mathrm{HO}_{1}^{\prime} \rightarrow \mathrm{O}_{5}(\mathbf{4 1 . 6})$ | - | 15.39 |
| $\mathbf{N}$ | - | $\mathrm{HO}_{4}^{\prime} \rightarrow \mathrm{O}_{2}(\mathbf{3 9 . 4})$ | - | - | 15.64 |
|  | - | $\mathrm{HO}_{2}^{\prime} \rightarrow \mathrm{O}_{5}(\mathbf{1 7 . 7 )}$ | - | - |  |
| $\mathbf{L}$ | - | - | - | $\mathrm{HO}_{4}^{\prime} \rightarrow \mathrm{O}_{5}(\mathbf{4 3 . 9})$ | 15.44 |
| $\mathbf{M}$ | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{2}(\mathbf{2 9 . 0})$ | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{5}(60.4)$ | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{5}(6.4)$ |  | 16.07 |
|  | $\mathrm{HO}_{2} \rightarrow \mathrm{O}_{3}^{\prime}(\mathbf{9 . 6})$ | - | - | - |  |
| $\mathbf{C}$ | - | - | $\mathrm{HO}_{3}^{\prime} \rightarrow \mathrm{O}_{5}(\mathbf{7 7 . 5})$ | - | 15.18 |
| $\mathbf{I}$ | $\times$ | $\times$ | - | - | 16.07 |
| $\mathbf{G}$ | - | - | $\times$ | $\times$ | 16.19 |

Table 2.5: Occurrences of intramolecular $H$-bonds in the different conformational states observed in LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The reported data indicate the identity and occurrence (relative to the overall population $P_{X}$ of the state, which may in some cases be very small; Table 2.1) of a given $H$-bond. The average number of solute-solvent $H$-bonds during the simulation (total number, after unbiasing) is also reported. The presence of an H-bond was defined by a maximal hydrogen-oxygen distance of 0.25 nm and a minimal oxygen-hydrogen-oxygen angle of $135^{\circ}$. Only $H$-bonds with occurrences larger than $5 \%$ are reported. Entries printed in boldface (or " $\times$ ") correspond to the most stable state(s) of the disaccharide ( $P_{X}>30 \%$; Table 2.1). The codes employed for the different disaccharides are provided in the legend of Figure 2.1 and the definitions of the conformational states in Section 2.3.2 and Table 2.1 (see also Figures 2.4 and 2.5).
(ii) the $(1 \rightarrow 6)$-linked disaccharides present no intramolecular H-bonding (high flexibility of the three-bond glycosidic linkage and absence of significant driving force for H -bonding); (iii) some metastable states presenting a significant extent of intramolecular H -bonding are nevertheless not significantly populated. This view is also supported by the approximate topological symmetries observed in the free-energy maps of the disaccharides (Section 2.4.3), which suggest that the detailed positioning of the hydroxyl groups, hydroxymethyl groups, and ring oxygen atoms (i.e. of the potentially H -bonding groups) relative to the glycosidic linkage only exerts a minor influence on the conformational properties of the glucose-based disaccharides. Note, however, even if the formation of intramolecular H -bonds does not represent a major conformational driving force, it may still affect the physico-chemical properties of a sugar. The reason is that this formation is expected to reduce the propensity of the molecule to interact with the solvent molecules (hydrophilicity), with itself (at finite concentration) or with other potentially H-bonding solute molecules (in the presence of other solutes). As a possible indicator of hydrophilicity, the average number of solute-solvent H -bonds is also reported in Table 2.5. The disaccharides lacking
intramolecular H -bonds in their most stable state indeed tend to form more H -bonds with the solvent. However, the trends are not entirely systematic, suggesting that this indicator might be somewhat too simplistic. For example, $\mathbf{T}_{\beta \beta}$ appears to be poorly hydrated in spite of the lack of intramolecular H-bonds, while $\mathbf{M}$ appears to be strongly hydrated in spite of the high occurrence of intramolecular H-bonds.

The absence of intramolecular H -bonds in $\mathbf{I}$ and the presence of interresidue H -bonds between the hydroxyl groups at positions 2 and $3^{\prime}$ in $\mathbf{M}$ were previously suggested by a combined NMR/MD study ${ }^{191}$. The H-bonds present in $\mathbf{K}$ and $\mathbf{S}$ were also observed in the corresponding global minima found in MM3 calculations ${ }^{116}$. Finally, the H -bond observed for $\mathbf{C}$ was reported in a number of previous experimental and theoretical studies ${ }^{97,109,110,115,122,123}$. In the present simulations, this specific H -bond is the one with the highest occurrence (nearly $80 \%$ ). It is known to persist in the polysaccharide chains (cellulose) formed by this disaccharide in the crystalline state ${ }^{8,192}$, and to be an important determinant of the physico-chemical and mechanical properties of this material (stability, rigidity and insolubility in water ${ }^{193}$ ).

### 2.4.8 Configurational entropy

The build-up curves of the QH estimates $S_{q m}^{h}$ for the solute configurational entropies observed in the LEUS simulations of the 11 considered disaccharides ( 50 ns sampling phase, after unbiasing) are displayed as a function of the sampling time in Figure 2.8. The corresponding estimated solute configurational entropies (including classical correction terms ${ }^{65}$ for mode anharmonicities $\Delta S_{c l}^{a h}$ and pairwise supralinear correlations $\Delta S_{c l}^{p c}$ ) are reported in Table 2.6. These entropy values are directly comparable because all molecules contain an identical number of atoms (31).

The build-up curves of $S_{q m}^{h}$ show a pronounced stepwise evolution in the first 10 ns of the simulations, which suggests that even in the presence of the LEUS sampling enhancement, simulations of at least this length are required for a disaccharide in water to sample a significant fraction of its accessible conformational space. After this time period, the curves are characterized by long plateaus and convergence appears to be essentially reached after about 30-40 ns. The values of $S_{q m}^{h}$ calculated over the entire 50 ns simulations agree reasonably well with the corresponding (less well converged) values reported previously for the non-reducing disaccharides using plain (unbiased) simulations of identical durations ${ }^{53,54}$ (with deviations of at most $25 \mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}$ i.e. about $3.5 \%$ ).

The correction terms $\Delta S_{c l}^{a h}$ for anharmonicities of the QH modes are negative and relatively small (about 2-4 \% of $S_{q m}^{h}$ ), which agrees with previous results in the context of small solute molecules ${ }^{65,194,195}$ (but does not necessarily apply to larger macromolecules). These corrections are of similar magnitudes for all compounds. The correction terms $\Delta S_{c l}^{p c}$ for pairwise correlations between the QH modes are also negative, but of significantly larger magnitudes (about $40-70 \%$ of $S_{q m}^{h}$ ), which also agrees with previous results in the context of $\beta$-peptides in methanol ${ }^{65}$. Because this correction is very large, omitting it would lead to a significant overestimation of the configurational entropy. Note that the values of $\Delta S_{c l}^{a h}$ and $\Delta S_{c l}^{p c}$ calculated here are significantly larger than the corresponding values reported previously for the non-reducing disaccharides using plain (unbiased) simulations of identical durations ${ }^{53,54}$. This is due in part to the improved convergence afforded by the LEUS sampling enhancement, but also to a mistake in the previously reported data (the values reported previously ${ }^{54}$ for $\Delta S_{c l}^{a h}$ and $\Delta S_{c l}^{p c}$ mistakenly omitted the multiplicative factor


Figure 2.8: Build-up curves of the QH estimates $S_{q m}^{h}$ for the solute configurational entropies as obtained from LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar, displayed as a function of the sampling time. The codes employed for the different disaccharides are provided in the legend of Figure 2.1
$k_{B}=8.314 \mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}$ ). Higher-order (beyond pairwise) correlations are expected to further decrease the entropy, but are increasingly difficult to estimate (requirement for more extensive sampling, large computational and memory requirement involved in their evaluation).

The corrected entropy values $S_{\text {sol }}$ range between 182.7 and $430.2 \mathrm{~J} \mathrm{~mol}^{-1} \mathrm{~K}^{-1}$. This represents a range of about 22 to 52 in units of $k_{B}$. This range is not unreasonable, considering the number of unconstrained internal coordinates (and excluding rigid-body translation and rotation) within the disaccharides ( 55 coordinates). For the $(1 \rightarrow n)$-linked disaccharides $(n=2,3,4)$ most of the corrected entropy values $S_{\text {sol }}$ fall within a narrow range of about $250-255 \mathrm{JK}^{-1} \mathrm{~mol}^{-1}$, except for $\mathbf{K}$ ( 280.1) and $\mathbf{C}$ ( 208.8). For the ( $1 \rightarrow 1$ )-linked disaccharides (trehaloses) the entropy values $S_{\text {sol }}$ for $\mathbf{T}_{\alpha \beta}$ ( 268.9) marginally higher, while the values for $\mathbf{T}_{\alpha \alpha}$ (182.7) and $\mathbf{T}_{\beta \beta}$ ( 323.8) are significantly lower and higher, respectively. Finally, the entropy values $S_{\text {sol }}$ for the $\alpha(1 \rightarrow 6)$ linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) are significantly larger than the corresponding values for all other disaccharides. This observation is intuitively justified by the presence of an additional dihedral angle ( $\tilde{\omega}$ ) within the glycosidic linkage. Note that a systematically smaller configurational entropy for the $\alpha$-linked (axial-equatorial) compared to the $\beta$-linked (equatorial-equatorial) disaccharides (as reported previously ${ }^{53,54}$ and suggested by qualitative considerations based on QM or MM potential energy maps for the two types of linkages) is no longer observed. Based on the present

| System | $S_{q m}^{h}$ <br> $\left[\mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}\right]$ | $\Delta S_{c l}^{a h}$ <br> $\left[\mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}\right]$ | $\Delta S_{c l}^{p c}$ <br> $\left[\mathrm{~J} \mathrm{~K}^{-1} \mathrm{~mol}^{-1}\right]$ | $S_{\text {sol }}$ <br> $\left[\mathrm{J} \mathrm{K}^{-1} \mathrm{~mol}^{-1}\right]$ | $-T \Delta S_{\text {sol }}$ <br> $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{T}_{\alpha \alpha}$ | 650.9 | -19.6 | -448.5 | 182.7 | 0.0 |
| $\mathbf{T}_{\alpha \beta}$ | 706.1 | -15.6 | -421.7 | 268.9 | 25.9 |
| $\mathbf{T}_{\beta \beta}$ | 689.3 | -19.8 | -345.7 | 323.8 | 42.3 |
| $\mathbf{K}$ | 693.8 | -18.0 | -395.7 | 280.1 | 29.2 |
| $\mathbf{S}$ | 684.9 | -22.5 | -407.4 | 255.0 | 21.7 |
| $\mathbf{N}$ | 678.3 | -22.4 | -400.6 | 255.4 | 21.8 |
| $\mathbf{L}$ | 667.4 | -22.0 | -394.4 | 251.0 | 20.5 |
| $\mathbf{M}$ | 665.8 | -26.7 | -388.6 | 250.8 | 20.4 |
| $\mathbf{C}$ | 678.4 | -29.3 | -440.4 | 208.8 | 7.8 |
| $\mathbf{I}$ | 746.4 | -14.8 | -319.0 | 412.6 | 69.0 |
| $\mathbf{G}$ | 794.4 | -19.3 | -344.9 | 430.2 | 74.3 |

Table 2.6: Estimated solute configurational entropies and corresponding correction terms as obtained from LEUS simulations of the 11 considered disaccharides in water at 300 K and 1 bar. The reported quantities are the QH estimates for the solute configurational entropies $S_{q m}^{h}$ (evaluated using the quantum-mechanical formula for the entropy of a harmonic oscillator; Figure 2.8) and the (classically derived) corrections for mode anharmonicities $\left(\Delta S_{c l}^{a h}\right)$ and pairwise supralinear correlations $\left(\Delta S_{c l}^{p c}\right)$, leading to the corrected values $S_{\text {sol }}$ (Eqs. 2.7). The quantity -T $T S_{\text {sol }}$, where $T$ is the temperature ( 300 K ) and $\Delta S_{\text {sol }}$ the entropy difference between $\mathbf{T}_{\alpha \alpha}$ and the specific disaccharide, is also reported as an indication of the corresponding freeenergy contribution (relative to $\mathbf{T}_{\alpha \alpha}$ ). The codes employed for the different disaccharides are provided in the legend of Figure 2.1.
results, such a trend only applies to the pair $\mathbf{T}_{\alpha \beta} v s . \mathbf{T}_{\beta \beta}$ and $\mathbf{I} v s . \mathbf{G}$, the opposite being observed for $\mathbf{K} v s$. $\mathbf{S}, \mathbf{N} v s \mathbf{L}$ and $\mathbf{M} v s \mathbf{C}$. However, it should be stressed that the presence of additional metastable minima on the Ramachandran free-energy map for $\beta$-linkages compared to $\alpha$-linkages (Figure 2.4 and 2.5) does not automatically imply a higher conformational entropy, in view of the high relative free-energies associated with these alternative states (Table 2.4). In the present situation, it is probably much more the breadth of the most stable state that is a determinant factor for the magnitude of this entropy.

The trends in configurational entropies suggested by the present simulation study are thus $\mathbf{G}>\mathbf{I} \gg \mathbf{T}_{\beta \beta} \gg \mathbf{K}>\mathbf{T}_{\alpha \beta}>\mathbf{N} \sim \mathbf{S}>\mathbf{L} \sim \mathbf{M} \gg \mathbf{C} \gg \mathbf{T}_{\alpha \alpha}$. These results are quantitatively in line with the results of a chromatographic study comparing estimated conformational entropies for $\mathbf{T}_{\beta \beta}, \mathbf{M}$, $\mathbf{C}, \mathbf{I}$ and $\mathbf{G}$ in aqueous solution ${ }^{196}$, which suggested a ranking $\mathbf{G}>\mathbf{T}_{\beta \beta}>\mathbf{I}>\mathbf{C}>\mathbf{M}$ in terms of decreasing entropy (the present results show, however, inversions between $\mathbf{T}_{\beta \beta}$ and $\mathbf{I}$, as well as between $\mathbf{C}$ and $\mathbf{M}$ in this series).

### 2.5 Conclusions

The goal of the present work was to revisit (and extend) the conclusions of a previous study ${ }^{53,54}$ (Pereira et al., 2006) concerning the conformational and dynamical properties of glucose-based disaccharides in water, as probed by explicit-solvent MD simulations using the GROMOS 45A4 force-field ${ }^{55-59}$. To overcome the lack of sampling in the glycosidic dihedral angles $\phi$ and $\psi$ on the 50 ns timescale ${ }^{53,54}$, a sampling enhancement method ${ }^{60}$ (LEUS) was applied in the conformational subspace defined by these degrees of freedom. The study was further extended to all possible glucose-based disaccharides (non-reducing as well as reducing; $\beta$-anomer in the latter case), i.e. it includes the compounds (Figure 2.1) trehalose ( $\mathbf{T}_{\alpha \alpha}$ ), isotrehalose ( $\mathbf{T}_{\alpha \beta}$ ), neotrehalose $\left(\mathbf{T}_{\beta \beta}\right)$, kojibiose $(\mathbf{K})$, sophorose $(\mathbf{S})$, nigerose $(\mathbf{N})$, laminarabiose $(\mathbf{L})$, maltose $(\mathbf{M})$, cellobiose $(\mathbf{C})$, isomaltose (I) and gentiobiose (G).

The results demonstrate that the LEUS sampling enhancement promotes (within the same 50 ns sampling time) an extensive (i.e. nearly exhaustive in terms of the sterically allowed regions) coverage of the Ramachandran $(\phi, \psi)$ maps and a statistically meaningful number of transitions (hundred or more, compared to a few or none in the free MD simulations ${ }^{53,54}$ ) between the different (meta)stable conformational states for all disaccharides considered.

In terms of average properties and agreement with experimental data, the results of the LEUS simulations do not differ dramatically from those obtained previously for the non-reducing disaccharides ${ }^{53,54}$. The reason is that all disaccharides considered are characterized either by a deep (i.e. overwhelmingly populated) free-energy basin in the neighborhood of the experimental structure $((1 \rightarrow n)$-linked disaccharides with $n=1,2,3$ or 4 ) or by two dominant basins with a low interconversion barrier (i.e. corresponding to transitions amenable to appropriate sampling on the 50 ns timescale; $(1 \rightarrow 6)$-linked disaccharides). However, additional information can be obtained from the present LEUS simulations concerning the properties of the (meta)stable conformational states and their interconversion dynamics. Although these metastable states are not relevant in the specific case of disaccharides (due to their negligible populations), they may become important in the context more complex oligo- and polysaccharides (either at equilibrium or along conformational transitions).

Based on the results of these simulations, the 11 glucose-based disaccharides can be roughly classified into the four following families :

1. The only disaccharide with an axial-axial linkage ( $\mathbf{T}_{\alpha \alpha}$ ) presents no (significant) metastable state, no intramolecular H -bonds and the lowest configurational entropy.
2. The four $\alpha(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ) with an axial-equatorial linkage $\left(\mathbf{T}_{\alpha \beta}, \mathbf{K}, \mathbf{N}\right.$ and $\left.\mathbf{M}\right)$ present a stable conformational state involving two alternative intramolecular H -bonds (occurrences of about $10-40 \%$; none for $\mathbf{T}_{\alpha \beta}$ ), a single (significant) metastable state (differing from the most stable state by the value of $\psi$ and with a relative free energy of the order of $10-18 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ), and intermediate configurational entropies (noticeably higher for $\mathbf{T}_{\alpha \beta}$ and $\mathbf{K}$ ).
3. The four $\beta(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ) with an equatorial-equatorial linkage ( $\mathbf{T}_{\beta \beta}, \mathbf{S}, \mathbf{L}$ and $\mathbf{C}$ ) present a stable conformational state involving a single intramolecular H -bond (occurrence $40-80 \%$; none for $\mathbf{T}_{\beta \beta}$ ), two (significant) metastable states (differing from the most stable state by the value of either $\phi$ or $\psi$ and with relative free energies of the
order of $11-22 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ), and intermediate configurational entropies (noticeably lower for C).
4. The two $(1 \rightarrow 6)$-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) are characterized by the presence of an extra glycosidic dihedral angle $\tilde{\omega}$ within the linkage and present two dominant (i.e. significantly populated) conformational states (differing by the value of $\tilde{\omega}$ and with a free energy difference of the order of $1.5-2.5 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) involving no intramolecular H-bonds, no (I) or a pair of ( $\mathbf{G}$ ) metastable conformational states (in the latter case, differing from the most stable state pair by the value of $\phi$ and with a relative free energy of the order of $9 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ), and the highest configurational entropies (noticeably higher for $\mathbf{G}$ ).

This classification clearly correlates with approximate topological symmetries (Figure 2.6). Considering the $8(1 \rightarrow n)$-linked disaccharides ( $n=1,2,3$ or 4 ; excluding $\mathbf{T}_{\alpha \alpha}$ ), these symmetries disregard the detailed positioning of the exocyclic hydroxyl and hydroxymethyl groups, as well as of the ring oxygen atoms, relative to the glycosidic linkage (except for the exo-anomeric influence of a ring oxygen atom next to the linkage). The three other disaccharides ( $\mathbf{T}_{\alpha \alpha}$ : only axial-axial linkage; $\mathbf{I}$ and $\mathbf{G}$ : only ones with a three-bond glycosidic linkage) are obviously special and not involved in these symmetries. The existence of these approximate symmetries suggests that the conformational properties of the 11 glucose-based disaccharides are determined by four main conformational driving forces: (i) conformational preferences of the residue rings ${ }^{197-202}$ (leading here to a unique and relatively rigid ${ }^{4} C_{1}$ chair conformation); (ii) exo-anomeric effect ${ }^{1,2,158-165,203}$ (stereolectronic bias of the $\phi$ values, also acting on $\psi$ for the non-reducing trehaloses); (iii) steric constraints (the latter considering the relative positioning of the rings and omitting the details of their local substitution patterns; leading to forbidden regions on the Ramachandran map and to a more restrictive influence of the exo-anomeric effect for $\alpha$-linkages as opposed to $\beta$-linkages); (iv) presence of a third glycosidic dihedral angle in $\alpha(1 \rightarrow 6)$-linked disaccharides (leading to an enhanced flexibility). The observed approximate symmetries also suggest that intramolecular H-bonding and specific solvation effects play secondary roles in determining the conformational preferences of these disaccharides (i.e. only slightly modulate the basic conformational preferences of the specific linkage). Note that the above considerations remain to be generalized (work in progress) to the the case of residues presenting alternative chair conformations (e.g. D-idose ${ }^{41,204-206}$ ) and one or more axial (non-glycosidic) hydroxyl groups (i.e. to disaccharides involving other residues than D-glucopyranose ).

The above observations, along with the result of the H -bond analysis, are in line with the hypothesis that the formation of a solvent-exposed intramolecular H -bond in aqueous environment is an "opportunistic" consequence of the close proximity of two H-bonding groups in a given molecular conformation, rather than a major conformational driving force promoting this proximity ${ }^{41}$. The reasoning underlying this hypothesis is that since water is a protic solvent of high dielectric permittivity, it dramatically weakens the strength of intramolecular electrostatic interactions (such as H -bonds) and at the same time, efficiently competes against other solute groups for the formation of H -bonds with a given solute group. Note that the above statement concerning the presumably weak conformational driving force associated with H -bonding ${ }^{41}$ pertains to small molecules in an aqueous environment. It may not be applicable to larger system (e.g. due to H -bonding cooperativity effects ${ }^{178,207-217}$ in extended chains or reduced local solvation in folded chains) and to other environments (e.g. crystals, fibers, solutions with non-polar solvents, or vacuum). In addition, this hypothesis does not imply that intramolecular H-bonding has no
effect on the physico-chemical properties of a specific sugar, because many of these properties are actually defined by a change of environment (relative to the bulk aqueous environment at high dilution). For example, when comparing a closely related series of compounds (such as the present glucose-based disaccharides; see also previous work on monosaccharides ${ }^{41}$ ), the absence of highoccurrence intramolecular H -bonds (compensated by a more extensive interaction with the solvent ) may lead to a higher hydrophilicity ${ }^{218,219}$ or, equivalently, a lower apparent hydrophobicity ( relative affinity of the compound for less polar environments ), a higher propensity of the compound to self-aggregate ${ }^{220-226}$ (e.g. tendency to cluster, higher glass transition temperature, more limited solubility) or interact with other polar solutes, and a slowing down of the dynamics in aqueous solution ${ }^{137}$ (e.g. lower transport coefficients, higher viscosity).

The conformational peculiarities of the different linkage types reported above clearly correlate (at least to some extent) with the biological functions of these linkages (within di-, oligo- or polysaccharides involving them). For example, the disaccharide trehalose ( $\mathbf{T}_{\alpha \alpha}$ ) is prominent for its role in the preservation of biostructures (proteins, membranes) under stressful environmental conditions ${ }^{28-31,50}$. Different possible reasons have been put forward to explain the outstanding bioprotective ability of trehalose (over other disaccharides), including a high glass-transition temperature ${ }^{227}$, a large hydration radius ${ }^{228}$, a reduction of the water dynamics ${ }^{137}$, or peculiarities in the phase diagram of trehalose-water mixtures. In particular, isotrehalose $\mathbf{T}_{\alpha \beta}$ and neotrehalose $\mathbf{T}_{\beta \beta}$ do not evidence the same bioprotective abilities ${ }^{229}$. In the present work, trehalose appears special in two respects : (i) it is the least flexible disaccharide in the series (due to the influence of the exo-anomeric effect, in its most restrictive form for $\alpha$-linkages, on its two glycosidic dihedral angles); (ii) it presents a complete lack of intramolecular H-bonds (suggesting a high hydrophilicity). The low flexibility is expected to enhance the affinity of the molecule for biostructures ${ }^{230}$ (more limited entropy loss upon binding according to the sugar-like mechanism). The high hydrophilicity is expected to enhance the propensity to clustering and glass formation (self-association). Thus, the specific features of the diaxial linkage within this molecule might be at the origin of its bioprotective properties. On the other hand of the spectrum, the $(1 \rightarrow 6)$ linkage is known to serves as a branching point in many polysaccharides (e.g. schizophillan ${ }^{231}$, amylopectin ${ }^{232,233}$ ). In the present work, the ( $1 \rightarrow 6$ )-linked disaccharides ( $\mathbf{I}$ and $\mathbf{G}$ ) appear special in two respects : (i) they are the most flexible disaccharide in the series (due to the presence of an extra glycosidic dihedral angle); (ii) they presents a complete lack of intramolecular H -bonds (suggesting a high hydrophilicity). These feature may explain why nature has selected this particular linkage for chain branching points where flexibility is required for function.

From an even more general perspective, the finding of a single (significantly populated) conformation at the disaccharide level for all $(1 \rightarrow n)$-linkages ( $n=1,2,3$ or 4 ) in aqueous solution, with all metastable states presenting a high relative free energy ( $10-22 \mathrm{~kJ} \mathrm{~mol}^{-1}$ ) may also be of relevance to the specific functions of carbohydrates in nature. For illustrative purposes, a comparison of the Ramachandran free-energy map for $\mathbf{C}$ (Figure 2.4), with a corresponding free-energy map for a prototypical peptide linkage (blocked dialanine peptide) in water (calculated using the same force-field and a similar LEUS simulation approach; H. Hansen, unpublished results) is shown in Figure 2.9. The latter map is significantly "flatter" and presents three metastable states with relative free-energies of only $0.3,1.4$ and $6.1 \mathrm{~kJ} \mathrm{~mol}^{-1}$. Even if the presence of longer sidechains on the amino-acid residues will affect the number, breadths and relative free energies of the different states, the peptide linkage remains generally speaking considerably more flexible than the glycosidic one. This difference suggests that oligo- and polysaccharides are characterized by a stronger
encoding (compared to oligo- and polypeptides) of their conformation into their sequence via the local conformational preferences of the successive glycosidic linkages. However, only oligo- and polypeptides are flexible enough to achieve folding, i.e. the formation of a unique and conformationally restricted structure (given a carefully engineered residue sequence). Polysaccharides, in contrast, typically achieve conformationally more restricted structures by lateral chain association. In the context of polypeptide folding, the encoding of the structure into the sequence occurs predominantly via the numerous non-bonded interactions between backbone and sidechain atoms (that are generally non-local along the sequence).


Figure 2.9: Comparison of the Ramachandran free-energy map of a blocked D-alanine peptide (Ala ${ }_{2}$; left; $\mathrm{C}_{7} \mathrm{H}_{10} \mathrm{~N}_{2} \mathrm{O}_{2}$ ) and of cellobiose ( $\mathbf{C}$; right; Figure 2.4) as obtained from LEUS simulations of the two compounds (using the same force-field; 53A6 ${ }^{141}$, equivalent to $45 A 4^{55-59}$ for $\mathbf{C}$ ). The LEUS parameters employed for Ala $a_{2}$ are : $N_{l}=2, N_{g}=32, \sigma=360^{\circ} /\left(2 N_{g}\right)=5.625^{\circ}, c=2 \cdot 10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{deg}^{2}, t_{L E}=15$ $n s, t_{U S}=50 \mathrm{~ns}$. The definition of the $\phi, \psi$ dihedral angles for $\mathrm{Ala}_{2}$ are : $\phi C_{O}-N-C_{\alpha}-C_{O}$ and $\psi N-C_{\alpha}-C_{O}-N$

These differences may explain why polypeptides are advantageous for the design of globular structures (proteins) where the (evolutive) fine-tuning of local residue arrangements is essential, i.e. for the design of the cell machinery (e.g. enzymes). In contrast, polysaccharides are more amenable to the design of regular structures (those compatible with the local linkage preferences), i.e. for the design of elements important for the cell mechanical support (e.g. cellulose, polyuronates, capsular polysaccharides), as well as for the conformational encoding of signaling information, i.e. for processes where conformational rigidity may enhance the precision of the sequence recognition (e.g glycolipids and glycoproteins at the cell surface). This view is, of course, somewhat reductionistic and many other aspects certainly come into play. For example, oligo- and polypeptides are still associated with the bulk of cell signaling (e.g. hormones, signaling proteins), while the role of carbohydrates in the energetic metabolism is probably related to their specific chemical rather than conformational properties.

As a final note concerning this comparison between the peptidic and glycosidic linkages, it is often stated (Chapter 1) that the experimental characterization of oligo- and polysaccharides is
particularly difficult (compared e.g. to polypeptides) because of the high conformational heterogeneity (disorder) of these biopolymers. This statement is certainly correct when referring to a comparison between folded polypeptide chains and free polysaccharide chains in solution, and to a large extent also, associated polysaccharide chains in crystals or fibers. However, the present comparison suggests that for the same number of linkages (and in the absence of folding), an oligosaccharide is considerably more ordered compared to an oligopeptide (this statement is supported by the simple comparison of the relative persistence lengths of the two types of chains in solution). Another common statement is that the folding of polysaccharide chains is prevented by the high conformational entropy (disorder) in solution. This second statement is almost certainly incorrect. The present results suggest that it is the conformational rigidity of polysaccharide chains that prevents them from folding (for enthalpic reasons), rather than their presumed flexibility (for entropic reasons). In the absence of folding, both types of biomolecules are capable of adopting labile and short-ranged secondary structures in solution. These are likely to be less diverse and more stable in the case of saccharides, owing to their more limited linkage flexibility (Figure 2.9), although the dominant free-energy basin is still generally compatible with multiple types of regular helical structures. And in both cases, these local and labile secondary structure motives may become extended and permanent in the presence of tertiary interactions, i.e. upon folding (polypeptide), lateral association with other chains (polysaccharide; crystals, fibers, junction zones in gels) or binding to other biomolecules (e.g. protein-protein or protein-carbohydrate association).

Along with previous work ${ }^{41,53-55,60}$, the present results also permit to suggest a complete spectrum of approximate transition timescales for carbohydrates up to the disaccharide level, namely : $\sim 30$ ps (hydroxyl groups ${ }^{41,53}$ ), $\sim 1 \mathrm{~ns}$ (free lactol group ${ }^{41,53}$, free hydroxymethyl groups ${ }^{41,53}$, glycosidic dihedral angle $\tilde{\omega}$ in $(1 \rightarrow 6)$-linked disaccharides ${ }^{53}$ ), $\sim 10 \mathrm{~ns}$ to $2 \mu$ (ring conformation ${ }^{60}$, glycosidic dihedral angles $\phi$ and $\psi$ ). For completeness, mutarotation (ring opening and randomization of the anomeric configuration for reducing residues) is associated with timescales ${ }^{82,234-240}$ of the order of $10^{3} \mathrm{~s}$.

These results complement those previously reported by Lins \& Hünenberger ${ }^{55}$, Pereira et al. ${ }^{53,54}$, Kräutler et al. ${ }^{41}$ and Hansen \& Hünenberger ${ }^{60}$ in providing a detailed characterization of the (thermodynamical and dynamical) properties of mono- and disaccharides within the GROMOS 45A4 force-field ${ }^{55-59}$. Good agreement with available experimental and theoretical data also represents a validation for the latter force-field. In turn, these simulations provide insight into a number of properties of mono- and disaccharides that are not directly (or not unambiguously) accessible by experimental measurements.
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## Chapter 3

## Interaction of the disaccharides trehalose and gentiobiose with lipid bilayers: a comparative molecular dynamics study

### 3.1 Summary

The non-reducing glucose disaccharide $\alpha, \alpha$-trehalose (TRH) is known for its bioprotective action in organisms subject to stressful environmental conditions. However, the mechanisms whereby TRH stabilizes biomolecules under harsh conditions remains matter of debate, the five main hypotheses (not all mutually exclusive) being : (i) water replacement (WRH); (ii) headgroup bridging (HBH); (iii) vitrification (VIH); (iv) water entrapment (WEH); (v) hydration forces (HFH). Four of these hypotheses (all except HFH) are in principle compatible with a preferential affinity of the sugar molecules (compared to water) for the biomolecular surface. According to the recently proposed sugar-like mechanism, preferential affinity would result from the large entropy gain associated with the release of water molecules from the surface region at the cost of immobilizing and rigidifying fewer sugar molecules. Assuming the validity of this mechanism, a more flexible disaccharide such as gentiobiose (GNT) should evidence a weaker preferential affinity and decreased bioprotective ability. In the present work, explicit solvent molecular dynamics (MD) simulation of a dipalmitoyl-phosphatidylcholine (DPPC) bilayer patch (at constant lateral area and normal pressure) in the presence of either pure water or of GNT or TRH solutions are performed (at 0.8 or 1.6 m sugar concentration and considering temperatures of 323 or 475 K ) in order to assess the validity of this suggestion. TRH (at 1.6 m concentration) is indeed found to essentially preserve the bilayer structure at 475 K , while GNT does not. However, the comparison of the system properties at 323 K does not permit to unambiguously ascribe this difference to one of the four above mechanisms (all except HBH) compatible with the (observed) preferential affinity, because the simulations reveal some characteristic features of all of them. This suggests either that multiple mechanisms may be simultaneously active or that the definitions of these proposed mechanisms is not precise enough for an unambiguous assessment based on experimental or theoretical data.

### 3.2 Introduction

Nature has evolved numerous strategies for the long-term survival of organisms exposed to potentially damaging conditions like extreme dryness, cold, heat, pressure, salt concentration, acidity or oxygen deprivation ${ }^{1,2}$. One of these strategies, cryptobiosis, involves a reversible suspension of the metabolism and a temporary effective isolation from the environmental stress ${ }^{3,4}$. Probably the best studied case of cryptobiosis concerns anhydrobiosis, namely the resistance to nearly complete dehydration, as observed in the life cycle of some yeasts, rotifers, nematodes, tardigrades, shrimps and plants ${ }^{1,4-8}$. A characteristic feature of the anhydrobiotic process (as well as of similar processes triggered by stressful temperature, pressure, osmotic or chemical conditions) is the accumulation of large amounts of saccharides in the cell ${ }^{9,10}$, and in particular of the disaccharide trehalose ${ }^{5,11}$ ( $\alpha, \alpha$-trehalose; TRH; Figure 3.1). As a particularly spectacular evidence of the role of sugars in bioprotection, it has been shown that the expression in human fibroblasts of the genes responsible for encoding the TRH biosynthetic enzymes of Escherichia coli permits the survival of these cells in the dry state for up to a few days ${ }^{12}$. Note, however, that other types of cosolutes including e.g. fructans ${ }^{13,14}$, raffinose family oligosaccharides ${ }^{15}$ or heat-shock proteins ${ }^{16-18}$ (HSPs) are often involved in interplay with sugars for biopreservation.

It is generally accepted that bioprotection involves the stabilization of biomolecules such as proteins ${ }^{19-25}$ (against irreversible denaturation) and lipid membranes ${ }^{7,9,26-33}$ (against mechanical disruption). A possible stabilization of nucleic acids ${ }^{34}$ (against denaturation) has also been recently proposed. Five possible mechanisms have been put forward to tentatively explain the bioprotective action of sugars, principally concerning the best documented example of protection against dehydration ${ }^{35,36}$ :

1. The water replacement hypothesis (WRH) suggests that during dehydration, sugars molecules can substitute water molecules in forming hydrogen bonds (H-bonds) with the polar and charged groups present at the biomolecular surface, thereby inhibiting the denaturation (proteins) or a transition to the gel phase (membranes) ${ }^{5,37-47}$.
2. The headgroup-bridging hypothesis $(\mathrm{HBH})$ is an extension of the WRH formulated based on simulations in the context of membrane bioprotection, which proposes that sugar form a scaffold of H -bonds bridging multiple headgroups, thereby inhibiting a transition to the gel phase upon dehydration ${ }^{36}$ (this scaffold is labile in the dilute regime ${ }^{36,48-50}$ but expected to strengthen upon dehydration, as a result of the removal of the water molecules competing for the headgroup H -bonding sites and of the reduction of dielectric screening effects).
3. The vitrification hypothesis (VIH) suggests that sugars found in anhydrobiotic systems, known to be good vitrifying agents, protect biomolecules through the formation of amorphous glasses, thereby reducing structural fluctuations and preventing the denaturation (proteins) or mechanical disruption (membranes) ${ }^{51-57}$.
4. The water-entrapment hypothesis (WEH) proposes that sugars concentrate residual water molecules close to the biomolecular surface, thereby preserving to a large extent its solvation and native properties in the quasi-dry state ${ }^{58-64}$.
5. The hydration forces hypothesis (HFH), introduced more recently in the context of membrane bioprotection, proposes that sugar molecules are preferentially excluded from the
biomolecular surface, ${ }^{65,66}$ and indirectly reduce the compressive stress in the membrane upon dehydration ("hydration repulsion" between bilayers brought in contact), thereby preventing a transition to the gel phase ${ }^{65,67}$.

Note that these mechanisms are not necessarily all mutually exclusive. For example, the WRH and VIH hypotheses are often invoked simultaneously to explain the bioprotective effect of sugars against dehydration ${ }^{4,9,10,41,56,68}$. They are also compatible with the HBH (an extension of WRH) and WEH (concerning the preferential location of the residual water molecules in the quasi-dry state) hypotheses. Similarly, the HFH hypothesis is compatible with the VIH hypothesis, and could also be combined with the WEH hypothesis (now viewed as the limiting case of preferential exclusion in the quasi-dry state). However, the two alternative types of possible combinations (WRH+HBH+VIH+WEH or $\mathrm{HFH}+\mathrm{WEH}+\mathrm{VIH}$ ) cannot be reconciliated. Since there is experimental or/and theoretical evidence supporting each of the four above hypotheses in specific situations, it is not impossible that the bioprotection mechanism varies depending on the nature of the environmental stress (e.g. dehydration, temperature, pressure, osmotic or chemical conditions) and its intensity (e.g. for anhydrobiosis, extent of dehydration), as well as on the type of protected biomolecule (e.g. protein or membrane).
Recent molecular dynamics (MD) simulation studies indeed suggested that there is a qualitative difference in the way sugars interact with membranes and with proteins. In the case of membranes, the simulations ${ }^{36,48-50,69-78}$ systematically revealed a preferential affinity of the sugar molecules for the bilayer surface and a direct interaction (through H-bonds) with the lipid headgroups, even in dilute solutions, providing support for the WRH hypothesis (possibly along with the HBH hypotheses ${ }^{36,48-50}$. In contrast, in the case of proteins, the simulations ${ }^{58,60,61,63,64,64,79-83}$ rather suggested a preferential exclusion of the sugar molecules from the biomolecular surface (trapped water layer), even in concentrated solutions, providing support for the WEH hypothesis (along with the VIH hypothesis for concentrated sugar solutions ${ }^{80}$ ).

Closely related to the question of the bioprotection mechanism by sugars is that of the particular efficiency of TRH (compared to e.g. other disaccharides or oligosaccharides) in terms of bioprotective action. TRH is the symmetrical non-reducing disaccharide composed of two Dglucopyranose units in an (axial-axial) $\alpha(1 \rightarrow 1) \alpha$ linkage. Recent MD simulation studies of the 11 glucose-based disaccharides in water ${ }^{84}$ (see Chapter 2 of this thesis) have revealed two peculiar features of TRH which, in combination, confer to this compound rather unique properties in this series:

1. TRH presents the highest conformational rigidity (lowest conformational entropy) at the level of its glycosidic linkage, resulting from the action of the exo-anomeric effect (in its most restrictive form for $\alpha$-anomers) on both of its glycosidic dihedral angles.
2. TRH presents no intramolecular H-bonds in its single dominant "clam-shell" glycosidic linkage conformation (the only conformation significantly populated at room temperature, as well as the one found in the crystallographic structure ${ }^{85}$ ), resulting in the highest hydrophilicity and, presumably, the highest propensity to intermolecular H -bonded interactions (e.g. self-association or interaction with other H -bonding solutes).

The fact that it is a highly rigid disaccharide, rather than a (smaller) monosaccharide or a (more flexible) oligosaccharide suggests that TRH might represent an optimal balance in terms of providing a high density of molecular hydroxyl groups in essentially fixed relative positions
and orientations, and exempt of mutual (intramolecular H-bonding) interactions (i.e. available for intermolecular interactions with the solvent, with other sugar molecules or with biomolecules). In pictorial terms, TRH could thus be viewed as a kind of "hydroxyl porcupine". The specific disposition of the hydroxyl groups in the "clam-shell" conformation (i.e. mostly on one side of the molecule) may also itself facilitate H -bonded interactions between the sugar and (polar) planar or quasi-planar surfaces (e.g. proteins or membranes) ${ }^{86,87}$.

The two above conformational factors may also in turn be largely responsible for a number of peculiar physico-chemical properties of this disaccharide ${ }^{26,27,88}$. The phase diagram of TRHwater mixtures presents unusual features ${ }^{88,89}$. Trehalose dihydrate melts at $97^{\circ} \mathrm{C}$. However, upon additional heating, the disaccharide recrystallizes at $130^{\circ} \mathrm{C}$ in an anhydrous form, that melts again at $203^{\circ} \mathrm{C}$. TRH-water mixtures also present particularly high glass transition temperatures (e.g. $\mathrm{T}_{g}=243.7^{\circ} \mathrm{C}$ at $\left.20 \mathrm{wt} \% \mathrm{H}_{2} \mathrm{O}\right)^{89}$ compared to other disaccharides. Experimental ${ }^{90}$ and theoretical ${ }^{91-98}$ studies evidenced strong kosmotropic properties for this disaccharide (i.e. a propensity of the TRH molecules to promote water ordering in their vicinity, thereby significantly perturbing the water H -bonding network). Along with the two main conformational features described above, these peculiar physico-chemical properties may also play a direct role in the bioprotective action of TRH. In addition, the difficulty to perform the hydrolysis of TRH in acidic solutions and the inability of $\alpha$-glucosidases to cleave its glycosidic linkage make TRH a highly stable disaccharide in vivo ${ }^{88}$. Finally, it has been suggested that this molecule may also act as an antioxidant ${ }^{99,100}$ (scavenger of reactive oxygen species). The particular (physico-chemical, chemical and bioprotective) properties of the TRH molecule have given rise to a wide spectrum of technological applications ${ }^{11,101,102}$ e.g. in the food (e.g. microencapsulation ${ }^{103,104}$, crystallization inhibition ${ }^{105,106}$, dried starter cultures stabilization ${ }^{35}$ ), pharmaceutical (e.g. dry cell stabilization ${ }^{7,107}$, amorphization of pharmaceuticals ${ }^{108}$, inhibition of cataractogenesis ${ }^{21}$, inhibition of peptide aggregation in neurodegenerative diseases ${ }^{100}$ ) and cosmetic industries.

In a recent study, Pereira and Hünenberger ${ }^{36}$ proposed (based on MD simulations and available experimental data) two mechanisms for the interaction of polyhydroxylated cosolutes with lipid bilayers. The alcohol-like mechanism (active for small alcohols and polyols) involves preferential affinity of the cosolute (compared to water) for the superficial region of the bilayer interior, and is driven by the hydrophobic effect. It results in a lateral expansion of the membrane, a disorder increase within bilayer, and a partial substitution of water by cosolute molecules at the H -bonding sites provided by the membrane (predominantly at the level of the ester groups). The sugar-like mechanism (active for larger polyols including saccharides) involves preferential affinity of the cosolute (compared to water) for the bilayer surface and is driven by entropic effects. It results in the absence of lateral expansion and change in disorder within the bilayer, and in a partial substitution of water by cosolute molecules (predominantly at the level of the phosphate groups). It also involves the clustering of the cosolute molecules at the membrane surface (formation of a coating layer) and the bridging of lipid molecules via H -bonded cosolute molecules. H -bonding itself is not viewed as a driving force for these two mechanisms, which only involve the (partial) substitution of water-lipid by cosolute-lipid H -bonds (the sum of the two remaining essentially constant, irrespective of the nature and concentration of the cosolute).

If one accepts the sugar-like mechanism, which is compatible with the WRH, HBH, VIH and possibly WEH (but not the HEH) hypotheses, as providing an essentially correct description of sugar-membrane interactions, the main driving force for the clustering of sugar molecules at the bilayer surface is the release of water molecules from the surface region to the bulk (large entropy
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Figure 3.1: Structures of the two disaccharides considered in the present study. Trehalose (more precisely $\alpha, \alpha$-trehalose; TRH; Glc $\alpha(1 \rightarrow 1) \alpha G l c)$ is the non-reducing disaccharide consisting of two $D$ glucopyranose (Glc) residues in a $\alpha(1 \rightarrow 1) \alpha$ (two-bond, axial-axial) glycosidic linkage. Gentiobiose (GNT; represented here in its $\beta$-anomeric form at the reducing residue; Glc $\beta(1 \rightarrow 6)$ Glc $\beta$ ) is the reducing disaccharide consisting of two Glc residues in a $\beta(1 \rightarrow 6)$ (three-bond, equatorial-equatorial) glycosidic linkage.
increase) at the cost of immobilizing and rigidifying fewer (already inherently rather rigid) sugar molecules in this same region (limited entropy cost), the process being enthalpically essentially neutral (exchange of H -bonding partners for the lipid headgroups). In this case, the particularly strong bioprotective capacity of TRH could be in large part a consequence of its inherently limited conformational flexibility (low entropy cost of rigidification), other contributing factors being a favorable hydroxyl group disposition ${ }^{86,87}$ (to interact with a planar surface), a strong propensity to self-aggregate (surface clustering), an elevated glass transition temperature (contribution of the VIH mechanism) and a high chemical stability (against acidic or enzymatic hydrolysis).

If the above reasoning is correct, a more flexible disaccharide should evidence a reduced preferential affinity and bioprotective ability for lipid bilayers compared to TRH. Recent MD simulations of the 11 glucose-based disaccharides in water ${ }^{84}$ (see Chapter 2 of this thesis) suggested that the $\beta(1 \rightarrow 6)$-linked disaccharide gentiobiose (GNT; Figure 3.1), which has one more torsional degree of freedom in its glycosidic linkage, is, at the opposite of the TRH, the most flexible compound in this series. This observation is also corroborated by other experimental and theoretical studies ${ }^{109-113}$.

In the contrast (to the two-bond, axial-axial) glycosidic linkage of TRH, the (three-bond, equatorial-equatorial) linkage of GNT is only affected by the exo-anomeric effect (in its less restrictive form for $\beta$-anomers) on its $\phi$ dihedral angle, and includes an additional dihedral angle $\omega$. As a result, this compound is characterized by two alternative significantly populated conformers (differing by the value of $\omega$ ), a broad probability distribution around $\psi$, and the highest
conformational entropy (flexibility) among all possible glucose-based disaccharides. Note, however, that neither TRH nor GNT present persistent intramolecular H-bonds in aqueous solution, which probably results in the former case from the low flexibility (in a conformation incompatible with the formation of intramolecular H -bonds) and in the latter case from the high flexibility (solvent exposed H -bonding in water presumably representing a weak conformational driving force compared to entropy). As a consequence, the hydroxyl groups of the two molecules are engaged to a similar extent in interactions with water in the dilute regime, and a priori similarly prone to intermolecular interaction in the more concentrated regime or in the presence of a lipid bilayer. Therefore, a comparison of TRH and GNT in terms of their interaction with membranes appears to represent an interesting test for the above ideas.

In the present work, explicit-solvent MD simulations of a dipalmitoyl-phosphatidylcholine (DPPC) bilayer patch in the presence of pure water or of aqueous solutions of the two disaccharides are reported and compared, in order to investigate the effect of the difference in flexibility between the two sugars on their interaction with the bilayer (and the resulting alteration of the bilayer properties), and on their potential for bioprotection. To this purpose, a total of ten simulations ( 10 ns each) have been carried out (at constant lateral area and normal pressure), differing in the disaccharide identity and concentration (pure water, GNT or TRH at either 0.8 or 1.6 m concentration, " m " indicating the solution molality in $\mathrm{mol} \cdot \mathrm{kg}^{-1}$ ) and temperature ( 323 or 475 K ).

### 3.3 Computational details

### 3.3.1 Molecular dynamics simulations

All MD simulations were performed using the GROMOS96 program ${ }^{114,115}$ together with the GROMOS 45A4 force-field ${ }^{116-120}$ (including recently reoptimized parameter sets for lipids ${ }^{119}$ and carbohydrates ${ }^{111,112,112,116,121,122}$ ) and the SPC water model. ${ }^{123}$ The simulations were carried out under periodic boundary conditions based on rectangular boxes containing a DPPC lipid bilayer patch of $2 \times 6 \times 6$ lipid molecules (in the $x y$-plane, i.e. normal to the $z$-axis) in the presence of either pure water or a disaccharide (GNT or TRH) solution (Section 3.3.2). Newton's equations of motion were integrated using the leap-frog scheme ${ }^{124}$ with a timestep of 2 fs . All bond lengths were constrained using the SHAKE procedure ${ }^{125}$ with a relative geometric tolerance of $10^{-4}$. The center of mass motion was removed every 100 ps . The simulations were performed in the $N A_{x y} P_{z} T$ ensemble (constant number of particles $N$, area in the $x y$-plane $A_{x y}$, pressure along the $z$-axis $P_{z}$ and temperature $T$ ), with $P_{z}=1$ bar, $T=323$ or 475 K and $A_{x y}=23.04 \mathrm{~nm}^{2}$, the latter using identical box dimensions along the $x$ - and $y$-axes and based on an area per lipid of $0.64 \mathrm{~nm}^{2}$ (consensus experimental estimate ${ }^{126}$ for DPPC in the liquid-crystalline phase at full hydration and at 323 K ). The temperature was maintained by weakly coupling the solute and solvent degrees of freedom separately to a temperature bath ${ }^{127}$ at temperature $T$, with a relaxation time of 0.1 ps . The pressure along the $z$-axis was maintained by weakly coupling the particle coordinates and box dimension in the $z$-direction to a pressure bath ${ }^{127}$ at pressure $P_{z}$, with a relaxation time of 0.5 ps and an isothermal compressibility of $4.575 \cdot 10^{-4}\left(\mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{~nm}^{-3}\right)^{-1}$ as appropriate for water ${ }^{114}$. The non-bonded interactions were computed using a twin-range scheme, ${ }^{114,128}$ with shortand long-range cutoff distances set to 0.8 and 1.4 nm , respectively, and a frequency of 5 timesteps for the update of the short-range pairlist and intermediate-range interactions. A reaction-field cor-
rection ${ }^{129,130}$ was applied to account for the mean effect of electrostatic interactions beyond the long-range cutoff distance, using a relative dielectric permittivity of 61 as appropriate for the SPC water model ${ }^{131}$. Configurations were saved every 5 ps for analysis.

### 3.3.2 Molecular systems

The (periodic) DPPC bilayer patch ( $2 \times 6 \times 6$ lipid molecules) was simulated in the presence of either pure water or of aqueous solutions of the disaccharides GNT or TRH, at different temperatures ( 323 or 475 K ) and concentrations ( 0.8 or 1.6 m , " m " indicating the solution molality in $\mathrm{mol} \mathrm{kg}^{-1}$ ). The disaccharide GNT was simulated in its $\beta$-anomeric form at the reducing residue, expected to account for about $62 \%$ of the total anomeric population. ${ }^{132}$ The ten resulting simulations are labelled using a three-letter code : the successive letters refer to the boundary conditions (A: constant $A_{x y}$ and $P_{z}$ ), nature of the solution environment (W: pure water; $G_{l}$ and $G_{h}$ : GNT 0.8 or $1.6 \mathrm{~m} ; T_{l}$ and $T_{h}$ : TRH 0.8 or 1.6 m ) and temperature (L: lower temperature of $323 \mathrm{~K} ; \mathrm{H}$ : higher temperature of 475 K ). The lower temperature of 323 K corresponds to a common choice in experimental studies concerning DPPC bilayers in the liquid crystalline phase ${ }^{126}$. The higher temperature of 475 K is not meant to represent a physical situation. It is used here as a mere device to place the bilayer under stress conditions and investigate how the disaccharides affect the response of the membrane.

The two considered concentrations were modeled by inclusion of disaccharide molecules in ratios one-to-two ( $0.8 \mathrm{~m} ; 36$ disaccharide molecules) or one-to-one ( 1.6 m ; total 72 disaccharide molecules) relative to the lipid molecules and appropriately selecting the corresponding numbers of water molecules (see below).

The initial structure of the DPPC bilayer was constructed by applying 36 lattice translations

| System | Ensemble | $N_{G N T}$ | $N_{T R H}$ | $N_{W A T}$ | $\mathrm{c}[m]$ | $T[K]$ | $L_{z}[\mathrm{~nm}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{AWL}^{(\mathrm{AWH})}$ | $N A_{x y} P_{z} T$ | - | - | 2166 | 0 | $323(475)$ | $6.71(8.08)$ |
| $\mathrm{AG}_{l} \mathrm{~L}\left(\mathrm{AG}_{l} \mathrm{H}\right)$ | $N A_{x y} P_{z} T$ | 36 | - | 2518 | 0.79 | $323(475)$ | $7.88(9.23)$ |
| $\mathrm{AT}_{l} \mathrm{~L}\left(\mathrm{AT}_{l} \mathrm{H}\right)$ | $N A_{x y} P_{z} T$ | - | 36 | 2577 | 0.78 | $323(475)$ | $7.90(9.29)$ |
| $\mathrm{AG}_{h} \mathrm{~L}\left(\mathrm{AG}_{h} \mathrm{H}\right)$ | $N A_{x y} P_{z} T$ | 72 | - | 2581 | 1.55 | $323(475)$ | $8.49(9.92)$ |
| $\mathrm{AT}_{h} \mathrm{~L}\left(\mathrm{AT}_{h} \mathrm{H}\right)$ | $N A_{x y} P_{z} T$ | - | 72 | 2577 | 1.55 | $323(475)$ | $8.53(9.82)$ |

Table 3.1: Simulated systems and simulation conditions. The different columns report the simulation code (Section 3.3.2), the thermodynamical ensemble (Section 3.2.1), the composition of the computational box (number $N$ of molecules of the different species; GNT:gentiobiose; TRH:trehalose; WAT:water; the bilayer patch consists of $2 \times 6 \times 6$ DPPC molecules in all cases), the disaccharide concentration ( $c$; " $m$ " indicating the solutions molality in mol $\cdot \mathrm{kg}^{-1}$ ), the simulation (thermostat) temperature, and the dimension of the (rectangular) computational box along the z -axis (bilayer normal; the corresponding dimensions in the xy-plane are $L_{x}=L_{y}=4.8 \mathrm{~nm}$ in all cases). All simulations were carried out for a total duration of 10 ns (after equilibration; Section 3.2.2). For compactness, entries corresponding to the simulations performed at high temperature are reported between parentheses.
and random axial rotations to a single pair of tail-to-tail lipid molecules, so as to generate two leaflets of areas $A_{x y}$. The resulting bilayer was solvated using 2166 SPC water molecules to reproduce full hydration ${ }^{126}$ (about 30 water molecules per lipid). The system was slowly heated up to 323 K in the presence of progressively decreasing position restraints on the lipid atoms, over a total period of 0.27 ns . Equilibration was then carried out for 30 ns at 323 K . The need for such an extensive equilibration period is justified by the long timescales associated with the rotation of the lipids around their long axis and with the conformational relaxation of the lipid alkyl chains ${ }^{133}$. The final configuration of this trajectory was used directly as initial configuration for the simulation of the bilayer in pure water at 323 K (for the corresponding simulation at 475 K , the temperature was first progressively increased over a time period of 0.24 ns ). For the simulations in the presence of disaccharide solutions, the final configuration of the 323 K equilibration trajectory was desolvated (all water molecules deleted). The different systems (low and high concentration of GNT or TRH) were prepared by randomly placing the appropriate number of sugar molecules in the computational box. The systems were then resolvated to full hydration, imposing a minimal solute-solvent distance of 0.23 nm . A second equilibration procedure was then applied in order to allow for a proper distribution of the sugar molecules around the bilayer. The procedure is similar to the one described by Pereira et al. ${ }^{48}$. The systems were heated up to 600 K and equilibrated for 0.56 ns maintaining the coordinates of all lipid atoms constrained. The energy of the systems were then minimized with 20000 steps of the steepest descent algorithm (constraints for the bilayer atoms were still used in this step). Finally, the systems were slowly heated up to the desired value ( 323 K or 475 K ) in the presence of progressively decreasing position restraints on the lipid atoms, over a period of 0.24 ns . The final configurations of these equilibration trajectories were then used directly for the simulations of the bilayer in disaccharide solutions at 323 and 475 K .

The ten simulations were carried out for a total duration of 10 ns each (after equilibration). A summary of the simulated systems and simulation conditions is provided in Table 3.1.

### 3.3.3 Trajectory analysis

The simulations were analyzed in terms of normalized probability distributions $P_{X}(z)$ of specific atoms $X$ along the $z$-axis (bilayer normal), overlaps $C_{X Y}$ between the corresponding sugar or water (WAT) distribution peaks ( $X$ ) and lipid headgroup peaks ( $Y$ ), order parameters $S_{C H}\left(C_{n}\right)$ of the methylene ( $C_{n} ; n=2 \ldots 15$ ) groups in the two lipid acyl chains, and intermolecular H -bonding.

The normalized probability distributions $P_{X}(z)$ were calculated for selected atoms $X$ of DPPC, GNT, TRH and WAT. The selected atoms were the headgroup phosphorus atom $(X=P)$ and the $\mathrm{CH}_{2}$ glycerol united atom at the $s n_{1}$ position ( $X=G$ ) of the lipid molecules (DPPC), the glycosidic oxygen atom ( $X=S$ ) of the sugar molecules (GNT or TRH), and the oxygen atom $(X=W)$ of the water molecules (WAT). These distribution profiles were calculated considering last 1 ns of each simulation.

The overlaps between the sugar $(X=S)$ or WAT $(X=W)$ distributions on the one hand, and the DPPC phosphate $(Y=P)$ or glycerol $(Y=G)$ distributions on the other hand, were further quantified in terms of an effective concentration $C_{X Y}$ of $X$ in the neighborhood of $Y$. This quantity is defined as

$$
\begin{equation*}
C_{X Y}=\frac{N_{X}}{A_{x y}} \int d z P_{X}(z) P_{Y}(z) \tag{3.1}
\end{equation*}
$$

where $N_{X}$ is the total number of molecules of species $X$ in the simulation box. The meaning of $C_{X Y}$ is most easily understood in the idealized situation where $P_{Y}$ is homogeneous over some interval $\Delta z$ and zero outside. In this case, $C_{X Y}$ is equal to the total number of molecules of species $X$ present within the region $\Delta z$ divided by the total volume $A_{x y} \Delta z$ of this region, i.e. to the effective concentration of $X$ in this region. In the general case, $C_{X Y}$ can be viewed as a measure of the local concentration of species $X$ at the depth corresponding to species $Y$ within the bilayer. In addition, the ratios $C_{S P} / C_{W P}$ and $C_{S G} / C_{W G}$ can be expressed in terms of local molalities $m_{P}$ and $m_{G}$ of the sugar in the regions of the phosphate and glycerol groups, respectively, which can be compared with the corresponding bulk molalities of 0.8 and 1.6 m , and provide an indication concerning the preferential affinity or exclusion of the sugar from the bilayer surface.

Deuterium order parameters ( $S_{C D}$ ) can be derived from deuterium quadrupole splitting experiments and have being widely used to study biological membranes ${ }^{134-143}$ and to validate biomolecular force-fields ${ }^{119,144}$. The corresponding carbon-hydrogen order parameters $\left(S_{C H}\right)$ were calculated for the 14 methylene groups in each of the acyl tails of DPPC ( $s n_{1}$ and $s n_{2}$ chains) by computing the correlation functions describing the reorientation of the carbon-hydrogen vectors. More precisely, for each methylene group along the chain, an order parameter tensor $\underline{\mathbf{S}}$ can be defined as $S_{i j}=\frac{1}{2}\left\langle 3 \cos \theta_{i} \cos \theta_{j}-\delta_{i j}\right\rangle$, where $\theta_{i}$ is the angle between the $i^{\text {th }}$ local molecular axis ( $x^{\prime}$, $y^{\prime}$ or $z^{\prime}$ ) and the bilayer normal ( $z$-axis), $\delta_{i j}$ is the Kronecker delta symbol and $\langle\ldots\rangle$ stands for trajectory averaging. Usually, for the $n^{\text {th }}$ methylene group $C_{n}$, the direction of the vector $C_{n-1}-C_{n+1}$ is taken as $z^{\prime}$, the direction of the vector normal to $z^{\prime}$ in the plane $C_{n-1}, C_{n}$, and $C_{n+1}$ defines $y^{\prime}$, while $x^{\prime}$ is defined by the direction of the vector perpendicular both to $z^{\prime}$ and $y^{\prime 145}$. The quantity $S_{C H}=-\left(2 / 3 S_{x x}+1 / 3 S_{y y}\right)$ is the value to be compared with the experimental $S_{C D}$ value ${ }^{134}$. These values were calculated considering the last 4 ns of each simulation, and averaged over the 72 DPPC molecules.

The presence of a H-bond was defined by a maximal hydrogen-oxygen distance of 0.25 nm and a minimal oxygen-hydrogen-oxygen angle of $135^{\circ}$. The occurring intermolecular H -bonds were classified according to the different pairs of species present in the simulations (sugar-sugar, sugar-DPPC, sugar-WAT and DPPC-WAT). All the oxygen atoms of the sugars, WAT and DPPC molecules were considered as H -bond acceptors and all the hydroxyl groups of the sugar and WAT molecules as H -bond donors. In addition, the H -bonded interaction between the sugar and DPPC molecules was further analyzed in terms of H -bonding patterns. A pattern is encoded by a series of integers (listed in decreasing order) indicating the number of H -bonds formed between a sugar molecule and a number of distinct DPPC molecules in a given system configuration. For example, the pattern 311 for a given sugar molecule represents a configuration in which this molecule is simultaneously triply H-bonded to a given DPPC molecule and singly H-bonded to two other DPPC molecules. One characteristic feature of a given pattern is the involved degree of bridging (number of integers in the pattern code), i.e. the number of distinct DPPC molecules forming at least one H -bond with the sugar molecule. The H -bonding analyzes were performed considering the last 4 ns of each simulation.

### 3.4 Results

### 3.4.1 Distribution profiles

The normalized probability distributions $P_{X}(z)$ corresponding to specific DPPC, GNT or TRH, and WAT atoms ( $X$ ) along the bilayer normal (calculated considering the final 1 ns of the ten simulations) are displayed in Figure 3.2. The corresponding peak overlaps $C_{X Y}$ (effective concentration of $X$ in the region $Y$ ) are reported in Table 3.2.

At 323 K , all profiles present features characteristic of an intact bilayer structure. The peaks corresponding to the headgroup glycerol and phosphate atoms of the bilayer leaflets are sharp and well separated (at distances of about 2.9 and 3.5 nm , respectively), and water penetrates the bilayer no further than the region of the glycerol atoms. When comparing the simulation in pure water (AWL) to the other simulations involving disaccharide solutions $\left(\mathrm{AG}_{l} \mathrm{~L}, \mathrm{AG}_{h} \mathrm{~L}, \mathrm{AT}_{l} \mathrm{~L}\right.$, and $\mathrm{AT}_{h} \mathrm{~L}$ ), the sugars clearly evidence preferential affinity (compared to water) for the bilayer surface, i.e. the sugar molecules cluster at the membrane surface, thereby reducing the water density in this region. However, it is important to stress that : (i) the water replacement is only partial and the membrane headgroups remain significantly hydrated; (ii) the reaching depth of the sugar molecules into the bilayer remains slightly smaller compared to that of water. In the simulations involving 0.8 m sugar solutions $\left(\mathrm{AG}_{l} \mathrm{~L}\right.$ and $\left.\mathrm{AT}_{l} \mathrm{~L}\right)$, the surface clustering entirely depletes the bulk from disaccharide molecules. This is no longer the case in the simulations involving 1.6 m sugar solutions $\left(\mathrm{AG}_{h} \mathrm{~L}\right.$ and $\left.\mathrm{AT}_{h} \mathrm{~L}\right)$, suggesting that the saturation of the bilayer surface by sugar molecules has been reached at this bulk concentration.

Experimentally ${ }^{146}$, the maximal effect of disaccharides on lipid bilayers in terms of the inhibition of the liquid-crystalline to gel phase transition upon dehydration (which is expected to correlate with the threshold for surface saturation) corresponds to a sugar-to-lipid ratio of about 0.75 . This is qualitatively consistent with the saturation observed in the present simulations (sugar-to-lipid ratios of 0.5 and 1.0 for the 0.8 and 1.6 m systems, respectively). It is important to mention that, according to the present simulations, after the surface of the bilayer reaches a state where it is completely saturated, the excess sugar will contribute only to the increase of bulk sugar concentration. This provides an explanation for the experimental results without the need of invoking the concept of sugar exclusion. At 325 K , the local concentrations of the disaccharides in the regions of the phosphate $\left(C_{S P}\right)$ and glycerol $\left(C_{S G}\right)$ groups are of the order of 0.3-0.4 and $0.06-0.13 \mathrm{~nm}^{-3}$, respectively. Upon increasing the bulk sugar concentration from 0.8 to 1.6 m , the former local concentration slightly decreases while the latter slightly increases (for both sugars), suggesting a somewhat deeper penetration of the sugar molecules into the bilayer.

However, the small relative magnitude of the change in $C_{S P}$ (decrease by about 5-10\% rather than twofold increase) confirms that the membrane surface is already essentially saturated in disaccharide molecules in the presence of a 0.8 m sugar solution. Interestingly, both $C_{S P}$ and $C_{S G}$ are systematically higher for TRH compared to GNT (at both bulk concentrations), indicating a denser coating by the former sugar. The local concentrations of WAT in the regions of the phosphate ( $C_{W P}$ ) and glycerol ( $C_{W G}$ ) groups are of the order of 6.5-8.1 and 3.4-4.2 $\mathrm{nm}^{-3}$, respectively. The corresponding concentrations in the absence of sugars are significantly higher (11.7 and 4.9 $\mathrm{nm}^{-3}$, respectively), indicating a partial replacement of the water molecules by sugar molecules at the bilayer surface (most pronounced in the phosphate region). Upon increasing the bulk sugar concentration from 0.8 to 1.6 m , the two local concentrations slightly increase for GNT or de-


Figure 3.2: Normalized probability distributions $P_{X}(z)$ corresponding to specific DPPC, GNT or TRH, and WAT atoms ( $X$ ) along the bilayer normal, as calculated from the ten simulations performed at constant bilayer area ( $N A_{x y} P_{z} T$ ensemble). The different profiles correspond to the phosphorous atom $(X=P$ ) and the $\mathrm{CH}_{2}$ glycerol united atom at the $\mathrm{sn}_{1}$ position $(X=G)$ of the lipid molecules (DPPC), the glycosidic oxygen atom ( $X=S$ ) of the sugar molecules (GNT or TRH), and the oxygen atom $(X=W)$ of the water molecules (WAT). The histogram bin width was set to $L_{z} / 100$ and the profiles are centered at the bilayer midplane (as defined by the center of mass of all lipid atoms along the $z$-axis). The data was calculated considering the final 1 ns of each simulation. See Table 3.1 for the definition of the simulation codes.
crease for TRH (by about $7 \%$ in both cases). Here also, both $C_{W P}$ and $C_{W G}$ are systematically higher for TRH compared to GNT (at both bulk concentrations), suggesting a better extent of hydration of the bilayer in the presence of the former sugar, even though this sugar is also the one with the densest surface coating (see above). Finally, the effective sugar molalities in the regions of the phosphate $\left(m_{P}\right)$ and glycerol $\left(m_{G}\right)$ groups are of the order of 2.4-2.7 and 0.9-1.3 ( 0.8 m bulk concentration) or 1.6-1.7 ( 1.6 m bulk concentration) mol $\cdot \mathrm{kg}^{-1}$ respectively. The effective sugar

| System | $\mathrm{C}_{S P}$ <br> $\left[\mathrm{~nm}^{-3}\right]$ | $\mathrm{C}_{S G}$ <br> $\left[\mathrm{~nm}^{-3}\right]$ | $\mathrm{C}_{W P}$ <br> $\left[\mathrm{~nm}^{-3}\right]$ | $\mathrm{C}_{W G}$ <br> $\left[\mathrm{~nm}^{-3}\right]$ | $m_{P}$ <br> $\left[\mathrm{~mol} \mathrm{~kg}^{-1}\right]$ | $m_{G}$ <br> $\left[\mathrm{~mol} \mathrm{~kg}^{-1}\right]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| AWL | - | - | 11.65 | 4.90 | - | - |
| AWH | - | - | 2.71 | 2.66 | - | - |
| $\mathrm{AG}_{l} \mathrm{~L}$ | 0.315 | 0.057 | 6.53 | 3.40 | 2.68 | 0.93 |
| $\mathrm{AT}_{l} \mathrm{~L}$ | 0.400 | 0.096 | 8.11 | 4.21 | 2.74 | 1.27 |
| $\mathrm{AG}_{h} \mathrm{~L}$ | 0.299 | 0.113 | 6.95 | 3.87 | 2.39 | 1.62 |
| $\mathrm{AT}_{h} \mathrm{~L}$ | 0.354 | 0.127 | 7.52 | 4.09 | 2.61 | 1.72 |
| $\mathrm{AWH}^{\mathrm{AG}_{l} \mathrm{H}}$ | - | - | 2.71 | 2.66 | - | - |
| $\mathrm{AT}_{l} \mathrm{H}$ | 0.195 | 0.152 | 3.57 | 2.86 | 3.28 | 2.96 |
| $\mathrm{AG}_{h} \mathrm{H}$ | 0.343 | 0.290 | 3.58 | 3.02 | 5.32 | 5.33 |
| $\mathrm{AT}_{h} \mathrm{H}$ | 0.347 | 0.251 | 4.31 | 3.45 | 4.47 | 4.04 |

Table 3.2: Peak overlaps $\mathrm{C}_{X Y}$ (effective concentration of $X$ in the region $Y$ ) derived from the normalized probability distributions of specific atoms ( $X, Y$ ) along the $z$-axis (bilayer normal).The different values were calculated according to Eqs.3.1 based on the distributions $P_{X}(z)$ and $P_{Y}(z)$ reported in Figure 3.2, considering the phosphorous atom $(Y=P)$ or the $C H_{2}$ glycerol united atom $(Y=G)$ at the $s n_{1}$ position of the lipid molecules (DPPC), along with the glycosidic oxygen atom $(X=S)$ of the sugar molecules (GNT or TRH) or the oxygen atom $(X=W)$ of the water molecules (WAT). The quantities $m_{P}$ and $m_{G}$ correspond to the ratios $C_{S P} / C_{W P}$ and $C_{S G} / C_{W G}$ expressed in terms of molalities.
molality in the phosphate region is significantly higher than in the bulk (preferential affinity) and essentially unaffected by the change in bulk sugar concentration (saturation). The effective sugar molality in the glycerol region is only slightly higher than in the bulk and its dependence on the bulk concentration suggests that saturation has not yet been reached in this region at the 0.8 m bulk concentration. Here also, the values of $m_{P}$ and $m_{G}$ are systematically higher for TRH compared to GNT.

At 475K all profiles present features characteristic of a largely perturbed bilayer structure (with the possible exception of simulation $\mathrm{AT}_{h} \mathrm{H}$; see below). The peaks corresponding to the headgroup glycerol and phosphate atoms of the two bilayer leaflets are broad and no longer well separated, indicating that the headgroup and tail regions are no longer clearly distinguishable along the $z$-axis. Note, however, that a coarse structuring is still clearly visible and that the water molecules still penetrate the lipid volume no further than the region of the glycerol atoms. The effect of elevated temperature is probably somewhat limited in the present simulations because they are performed at constant lateral area and normal pressure ( $N A_{x y} P_{z} T$ ensemble). As a result, an expansion of the box dimension is only possible (and observed) along the $z$-axis (by about $20 \%$ in pure water or $15-17 \%$ in the disaccharide solutions; Table 3.1), while the lateral expansion of the bilayer is prohibited. Previous simulations ${ }^{48,49}$ using the same force-field have shown, however, that the same temperature increase has a much more pronounced disruptive effect (in the absence of sugars) when the bilayer is also allowed to expand laterally ( $N P T$ ensemble). The simulation involving a TRH solution at 1.6 m bulk concentration $\left(\mathrm{AT}_{h} \mathrm{H}\right)$ is clearly distinct from the other simulations in terms of structure preservation. Here, the peaks corresponding to the glycerol and phosphate atoms remain well separated (at distances of about 2.3 and 2.8 nm , respectively), so that the headgroup and tail regions can still be clearly recognized. The densities associated with sugar and water molecules also reach much less close to the midplane of the lipid volume. The discussion of the local concentrations of the disaccharides ( $C_{S P}$ and $C_{S G}$ ) or of WAT ( $C_{W P}$ and $C_{S G}$ ) in these high-temperature simulations is in most cases not very relevant in view of the significant disruption of the membrane. The exception is simulation $\mathrm{AT}_{h} \mathrm{H}$, where the bilayer structure is well preserved. Comparing this simulation with the corresponding simulation at low temperature $\left(\mathrm{AT}_{h} \mathrm{~L}\right)$, it is seen that $C_{S P}$ is essentially unaltered, $C_{S G}$ increased by about a factor two, $C_{W P}$ decreased by about a factor two and $C_{W G}$ slightly decreased. As a result of these changes, the local molalities $m_{P}$ and $m_{G}$ are larger by about 70 and $50 \%$, respectively. In other words, the extent surface coating by TRH has not changed significantly (although the depth of penetration of the sugar has increased), but the extent of water replacement (and membrane dehydration) has noticeably increased.

### 3.4.2 Order parameters

The order parameters $S_{C H}\left(C_{n}\right)$ corresponding to the 14 methylene groups $C_{n}(n=2 \ldots 15)$ in the $s n_{1}$ and $s n_{2}$ chains of the DPPC molecules (calculated considering the final 4 ns of the ten simulations) are displayed in Figure 3.3. For the $s n_{2}$ chain, the calculated values are compared to the experimental carbon-deuterium order parameters ( $S_{C D}$ ) measured ${ }^{136}$ for DPPC in the liquid-crystalline phase and at full hydration at 317.15 K .

At 323 K , the simulation in pure water (AWL) shows reasonable agreement with the experimental values for the $s n_{2}$ chain. The calculated values are slightly too low (less order; except for the methylene group $C_{2}$ ) in the present simulations at constant lateral area and normal pres-
sure ( $N A_{x y} P_{z} T$ ensemble; $A_{x y}$ based on the experimental ${ }^{126}$ area per lipid of $0.64 \mathrm{~nm}^{2}$ ), while the opposite is usually observed for the present lipid force field in simulations at constant pressure ${ }^{36,48,49,119}$ ( $N P T$ ensemble; average area per lipid at equilibrium of the order of $0.56 \mathrm{~nm}^{2}$ ). The simulation results suggest comparable values for the order parameters of the two chains, except for the methylene group $C_{2}$ (significantly higher value for the $s n_{1}$ chain). Although experimental carbon-deuterium order parameters are (to our knowledge) not available for all atoms of the $s n_{1}$ chain, a higher value is indeed expected for the latter methylene group ${ }^{140,144}$. When comparing the simulation in pure water (AWL) to the other simulations involving disaccharide solutions ( $\mathrm{AG}_{l} \mathrm{~L}, \mathrm{AG}_{h} \mathrm{~L}, \mathrm{AT}_{l} \mathrm{~L}$, and $\mathrm{AT}_{h} \mathrm{~L}$ ), only limited differences are observed. At the two concentrations considered, both sugars noticeably increase the ordering of the $s n_{1}$ chain, the effect becoming decreasingly pronounced along the chain (i.e. towards the tail region). In contrast, they tend to rather slightly decrease the ordering of the $s n_{2}$ chain. Interestingly, the latter decrease is most pronounced towards the tail region for GNT and towards the headgroup region for TRH (at both sugar concentrations). However, the small magnitude of these changes suggests that the presence of the sugars does not drastically alter the ordering of the lipid chains. Qualitatively similar results were reported previously for sugar-membrane simulations performed at constant pressure ${ }^{48,49}$ (NPT ensemble).

At 475 K , the ordering of the chains decreases systematically for all systems compared to the corresponding simulations at 323 K . The effect is most pronounced for the bilayer in the presence of pure water, where the order parameters are very close to zero. At 0.8 m sugar concentration, the order parameters are higher compared to the case of pure water (especially for the $s n_{2}$ chain). The simulation involving GNT shows slightly more ordering compared to that involving TRH, but the difference remains limited. In contrast, at 1.6 m sugar concentration, the difference between the simulations involving GNT and TRH is much more pronounced. In this case, the simulation with TRH shows significantly more ordering compared to that with GNT. Accordingly, the comparison of the simulations involving a given sugar at the two different concentrations shows that the effect of increasing the sugar concentration is large for TRH, but essentially inexistent for GNT.

### 3.4.3 Bilayer structure

The final configurations (after 10 ns ) of the ten simulations are displayed in Figure 3.4. A simplified graphical illustration of the average leaflet (headgroup) surfaces and individual headgroup trajectories (monitored over the last 0.4 ns of the simulations) is also provided in Figure 3.5.

At 323 K and irrespective of the solution environment, the bilayer presents a similar structure and is clearly found in the liquid-crystalline phase, in which the hydrophobic tails are flexible and partially disordered. At 0.8 m sugar concentration $\left(\mathrm{AG}_{l} \mathrm{~L}\right.$ and $\left.\mathrm{AT}_{l} \mathrm{~L}\right)$, most of the carbohydrate molecules interact with the bilayer headgroups and only few of them are totally exposed to the bulk solvent. At 1.6 m sugar concentration $\left(\mathrm{AG}_{h} \mathrm{~L}\right.$ and $\left.\mathrm{AT}_{h} \mathrm{~L}\right)$, the bilayer surfaces are more densely coated, and several sugar molecules are found to interact only with other sugar molecules or/and with the solvent (but not with the lipid headgroups). Considering the simplified representation of Figure 3.5, the average headgroup surfaces are found to be essentially planar and parallel for the two leaflets, the lateral headgroup diffusion is slow (no significant displacement within the 0.4 ns period considered), and the corresponding longitudinal displacements (away from the average planes) are very small.

At 475 K and irrespective of the solution environment, the bilayer structure is found to be


Figure 3.3: Order parameters corresponding to the 14 methylene groups in the $s n_{1}$ (left) and $s n_{2}$ (right) chains of the DPPC molecules, as calculated from the ten simulations performed at constant bilayer area ( $N A_{x y} P_{z} T$ ensemble). The $s n_{2}$ chain is the one connected to the glycerol $C H_{1}$ group (i.e. the chain vicinal to the phosphate group), while the $\mathrm{sn}_{1}$ chain is the one located on the second $\mathrm{CH}_{2}$ group (i.e. most distant from the phosphate group). The experimental carbon-deuterium order parameters $S_{C D}$ for the $s n_{2}$ chain measured ${ }^{126}$ in the liquid-crystalline phase at full hydration and at 317.15 K are also reported for comparison. A single experimental value available for the methylene group $C_{2}$ of the $s n_{1}$ chain ${ }^{140}$ is also reported. The data was calculated (Section 3.3.3) based on the final 4 ns of each simulation. See Table 3.1 for the simulations codes.
largely perturbed as a result of the increased thermal motion (with the possible exception of simulation $\mathrm{AT}_{h} \mathrm{H}$; see below). The largest perturbation is observed for the simulation in pure water (AWL), which evidences a nearly complete randomization of the tail orientations and a tendency towards the clustering of the headgroups. At 0.8 m sugar concentration $\left(\mathrm{AG}_{l} \mathrm{H}\right.$ and $\left.\mathrm{AT}_{l} \mathrm{H}\right)$, the perturbation is still very strong, although a bilayer-like structure (tail region surrounded by two sugar-coated headgroup layers) can now be identified. There is, however, no obvious difference between the extent of structure preservation by GNT or TRH. At 1.6 m sugar concentration $\left(\mathrm{AG}_{h} \mathrm{H}\right.$ and $\mathrm{AT}_{h} \mathrm{H}$ ), the results for GNT are similar. However, the simulation in the presence of the TRH solution evidences a much lower extent of disorder, and the structure clearly remains closest to that of a bilayer in the liquid-crystalline phase. Comparison with e.g. the final structure of the corresponding simulation at $323 \mathrm{~K}\left(\mathrm{AT}_{h} \mathrm{~L}\right)$ shows that the headgroups still arrange in two well defined surfaces (although deviating more significantly from planarity), that the lipid tails are preferentially ordered along the bilayer normal (although with a lower extent of ordering) and
that the lipid tails from the two leaflets do not interdigitate significantly (even close to the bilayer midplane). For TRH, qualitatively similar results were reported previously for sugar-membrane simulations performed at constant pressure ${ }^{48,49}$, at the same temperatures and at 1 or 2 m sugar concentration (NPT ensemble). In particular, in these independent simulations (using the same force-field) TRH also only promoted a significant extent of structure preservation at high temperature for the highest bulk concentration considered. Considering the simplified representation of Figure 3.5, the average headgroup surfaces are found to deviate significantly from planarity, the headgroup lateral diffusion is fast (significant displacements within the 0.4 ns period considered), and the corresponding longitudinal displacements (away from the average planes) are large. Here also, the simulation in the presence of TRH at 1.6 m concentration appears closest to the low-temperature case (average leaflet surfaces closest to planarity, more homogeneous lateral headgroup distribution, more limited headgroup longitudinal displacements).

### 3.4.4 Hydrogen-bonding

The occurrences of hydrogen bonds (average over the last 4 ns of the simulations) between all the species present in the different systems are shown in Table 3.3 for the ten simulations.

At 323 K , both sugars are found to form a significant number of H -bonds to the lipid headgroups, with an average of about 2.0-2.1 ( 0.8 m solutions) or 1.1-1.2 ( 1.6 m solutions) H -bonds per sugar molecule. The observation that this number decreases by about a factor of two upon doubling the bulk sugar concentration is again indicative that the saturation of the bilayer surface in sugar molecules has already been reached at the lowest bulk concentration considered. The number of sugar-headgroup H -bonds is slightly lower for TRH compared to GNT (at both bulk concentrations), although the difference is small (about 2-3, i.e. 3-4\%). On the other hand, the number of headgroup-water H -bonds is significantly higher in the TRH solutions compared to the GNT solutions (at identical bulk concentration), the difference being larger (about 10-30, i.e. $5-15 \%$ ). Consistent with previous studies, ${ }^{36,48-50}$ the total number of H-bonds between the lipid headgroups and their solution environment (sugar and water molecules) is only weakly affected by the possible presence (and concentration) of the cosolutes (suggesting a mere exchange of H bonding partners for the lipid headgroups, the total number of H -bonding sites provided by the membrane remaining about constant). This observation is accurately valid in the case of TRH ( $\mathrm{AWL} v s \mathrm{AT}_{l} \mathrm{~L} v s \mathrm{AT}_{h} \mathrm{~L}$ ), but a decrease (by about 25-30, i.e. $7-9 \%$ ) in this total number of $\mathrm{H}-$ bonds (relative to the situation of the bilayer in pure water) is apparent for GNT (AWL vs $\mathrm{AG}_{l} \mathrm{~L}$ vs $\mathrm{AG}_{h} \mathrm{~L}$ ). Finally, a systematic difference between GNT and TRH is also observed in the number of sugar-sugar and sugar-water H -bonds (at identical sugar concentration). The former number is significantly lower for GNT (by about 15-20, i.e. $8-38 \%$ ), while the latter is significantly lower for TRH (by about 15-20, i.e. 2-5\%).

At 475 K , the number of sugar-headgroup H-bonds is reduced (by about 15-20, i.e. 22-25\%) for the systems at 0.8 m sugar concentration and increased (GNT; by about 20, i.e. $23 \%$ ) or unaltered (TRH) for the systems at 1.6 m sugar concentration (compared to the corresponding simulations at 323 K ). In all cases, the number of headgroup-water H -bonds is dramatically reduced (by a factor 1.6-1.8) upon increasing the temperature. In spite of these changes, the number of sugar-headgroup H-bonds is still lower for TRH compared to GNT (by about 5 and 20 at 0.8 and 1.6 m concentration, i.e. 9 and $20 \%$, respectively) while the number of headgroup-water H -bonds is still higher in the TRH solutions compared to the GNT solutions (by about 5 and 20 at 0.8 and


Figure 3.4: Final configurations of the simulations performed at constant bilayer area $\left(N A_{x y} P_{z} T\right.$ ensemble). The configurations correspond to the end of the 10 ns simulations. DPPC and sugar molecules are represented using a stick model. WAT molecules have been removed for clarity. Carbon atoms are represented in gray, oxygen atoms in red, phosphorus atoms in yellow, nitrogen atoms in blue and hydrogen atoms in white. See Table 3.1 for the definition of the simulation codes.


Figure 3.5: Leaflet average surfaces and headgroup trajectories corresponding to the simulations performed at constant bilayer area $\left(N A_{x y} P_{z} T\right.$ ensemble). The average leaflet surfaces are fitted to the average positions of the phosphorus atoms in the DPPC headgroups, and colored according to the distance from the bilayer midplane. The headgroup trajectories are represented by individual dots corresponding to successive instantaneous positions of the headgroup phosphorous atoms sampled at 0.01 ns intervals. The bilayer midplane (average of the coordinates of all bilayer atoms along the z-axis) is placed at $z=0$ in all drawings. The figures are generated based on the final 0.4 ns of the trajectories. See Table 3.1 for the definition of the simulation codes.

| System | $n_{L S}$ | $n_{L W}$ | $n_{L S}+n_{L W}$ | $n_{S S}$ | $n_{S W}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{AWL}^{\mathrm{L}}$ | - | 336.6 | 336.6 | - | - |
| $\mathrm{AG}_{l} \mathrm{~L}$ | 74.7 | 231.2 | 305.9 | 35.4 | 373.7 |
| $\mathrm{AT}_{l} \mathrm{~L}$ | 71.6 | 263.5 | 335.1 | 56.9 | 353.7 |
| $\mathrm{AG}_{h} \mathrm{~L}$ | 83.4 | 228.8 | 312.2 | 146.3 | 774.4 |
| $\mathrm{AT}_{h} \mathrm{~L}$ | 81.1 | 240.6 | 321.7 | 159.4 | 760.4 |
| $\mathrm{AWH}^{\mathrm{AG}}$ | - | 163.8 | 163.8 | - | - |
| $\mathrm{AT}_{l} \mathrm{H}$ | 58.2 | 144.1 | 202.3 | 31.4 | 257.2 |
| $\mathrm{AG}_{h} \mathrm{H}$ | 102.6 | 147.2 | 125.7 | 228.0 | 49.4 |
| $\mathrm{AT}_{h} \mathrm{H}$ | 81.0 | 148.2 | 229.2 | 94.3 | 478.8 |

Table 3.3: Occurrences of intermolecular $H$-bonds between the different species as calculated from the ten simulations preformed at constant bilayer area $\left(N A_{x y} P_{z}\right.$ T ensemble). The occurrences $n_{x y}$ are reported in the form of average number of $H$-bonds of the given type in the system, distinguishing DPPC lipid ( $L$ ), sugar $(S)$ and water $(W)$ molecules. The data was calculated (Section 3.3.3) considering the final 4 ns of each simulation. See Table 3.1 for the definition of the simulation codes.
number is also higher for TRH by about 35 , i.e. $8 \%$ ).
The (absolute and relative) contributions of H -bonds involving the phosphate or the ester groups to the total number of sugar-lipid H -bonds are reported in the Table 3.4.

| System | $n_{L S}$ | $n_{L S}(P)$ | $n_{L S}(E)$ | $n_{L S}(P) / n_{L S}[\%]$ | $n_{L S}(E) / n_{L S}[\%]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{AG}_{l} \mathrm{~L}$ | 74.7 | 45.1 | 29.6 | 60.4 | 39.6 |
| $\mathrm{AT}_{l} \mathrm{~L}$ | 71.6 | 49.3 | 22.3 | 68.9 | 31.1 |
| $\mathrm{AG}_{h} \mathrm{~L}$ | 83.4 | 55.5 | 28.0 | 66.5 | 33.5 |
| $\mathrm{AT}_{h} \mathrm{~L}$ | 81.1 | 58.3 | 22.8 | 71.9 | 28.1 |
| $\mathrm{AG}_{l} \mathrm{H}$ | 58.2 | 30.9 | 27.3 | 53.1 | 46.9 |
| $\mathrm{AT}_{l} \mathrm{H}$ | 53.6 | 29.5 | 24.1 | 55.0 | 45.0 |
| $\mathrm{AG}_{h} \mathrm{H}$ | 102.3 | 48.4 | 53.9 | 47.3 | 52.7 |
| $\mathrm{AT}_{h} \mathrm{H}$ | 81.0 | 49.5 | 31.5 | 61.0 | 39.0 |

Table 3.4: Occurrences and relative contributions of $H$-bonds involving the phosphate ( $n_{L S}(P)$ ) or the ester $\left(n_{L S}(E)\right)$ groups to the total number of $H$-bonds formed between sugar and lipid molecules ( $n_{L S}$ in Table 3.3). The data was calculated (Section 3.3.3) considering the final 4 ns of each simulation. See Table 3.1 for the definition of the simulation codes.

At 323 K and irrespective of the sugar concentration, both sugars form a lower number of H bonds with the ester groups ( $30-40 \%$ ) compared to the phosphate groups of the lipids. However, in addition to the slightly higher total number of sugar-lipid H -bonds (see above), the systems with GNT also evidence a higher proportion of H -bonds to the ester groups compared to those with TRH, suggesting a somewhat deeper penetration of GNT inside the membrane.

At 475 K , the proportion of H -bonds to the ester groups ( $40-50 \%$ ) is significantly increased compared to 323 K . This change is probably related in large part to the perturbation of the bilayer structure, leading to an increased exposure of the (usually more buried) ester groups to the solution environment. For the 0.8 m solutions, the decrease observed in the total number of sugarheadgroup H -bonds (see above) nearly exclusively involves H -bonds to the phosphate groups. For the 1.6 solutions, the corresponding increase observed for GNT (see above) nearly exclusively involves H-bonds to the ester groups, while for TRH, the absence of net change (see above) still hides an increase in the proportion of H -bonds to the ester groups.

The distribution of the sugar molecules along different H -bonding patterns and associated degrees of bridging are reported in Table 3.5. At 323 K , most of the sugar molecules that are H -bonded to the lipids belong to the patterns $1,11,111,2,21$ and 211 , i.e. are (possibly multiple times) H -bonded to 1,2 or 3 lipid molecules, although many other patterns (involving the bridging of up to 6 lipid molecules) do occur in the simulations. Upon increasing the sugar concentration, most of the additional sugar molecules do not bind to the lipids (saturation), although the numbers of sugar molecules H -bonded to 1 or 2 distinct lipid headgroups still increases significantly. The comparison of GNT and TRH solutions (at both bulk concentrations) does not reveal clear systematic differences in terms of H -bonding patterns. At 475 K , the same H -bonding patterns
are significantly populated. Comparison with the simulations at 323 K suggests a trend towards a decrease in the number of sugar molecules H-bonded to 2 or 3 distinct lipid molecules (except for simulation $\mathrm{AG}_{h} \mathrm{~L}$ ). Upon increasing the sugar concentration, most of the additional sugar molecules again do not bind to the lipids, although the numbers of sugar molecules H -bonded to 1,2 or 3 distinct lipid headgroups noticeably increases.

Finally, the increase in the number of sugar-lipid H-bonds for GNT at 1.6 m concentration $\left(\mathrm{AG}_{h} \mathrm{~L} v s \mathrm{AG}_{h} \mathrm{H}\right)$ is predominantly associated with the patterns 2, 21, 211 and 2111. For TRH, the above observations contrast again with the results of previous sugar-membrane simulations performed at constant pressure ${ }^{48,49}$ ( $N P T$ ensemble). In these simulations, the temperature increase was accompanied by a nearly systematic enhancement of all patterns involving the bridging of multiple lipid molecules. Here also, the difference certainly results from the absence of lateral expansion of the membrane in the present simulations (which prevents the intercalation of TRH molecules between the lipid headgroups). In this respect, it is interesting to observe that this intercalation occurs to some extent for GNT at 1.6 m concentration, but is responsible in the present case for a destabilization (rather than stabilization) of the bilayer structure.

### 3.5 Conclusion

In the present work, explicit-solvent MD simulations of a dipalmitoyl-phosphatidylcholine (DPPC) bilayer patch in the presence of pure water or of aqueous solutions of the two disaccharides trehalose (TRH) and gentiobiose (GNT) were reported and compared, in order to investigate the effect of the difference in flexibility between the two sugars on their interaction with the bilayer (and the resulting alteration of the bilayer properties), and on their potential for bioprotection. To this purpose, a total of ten simulations ( 10 ns each) have been carried out (at constant lateral area and normal pressure), differing in the disaccharide identity and concentration (pure water, GNT or TRH at either 0.8 or 1.6 m concentration, " m " indicating the solution molality in $\mathrm{mol} \cdot \mathrm{kg}^{-1}$ ) and temperature ( 323 or 475 K ).

When comparing the influence of the two disaccharides on the bilayer, it is important to emphasize the very close similarity between the two compounds. The two sugars are constitutional isomers (i.e. they share an identical atom content). They posses the same total number of hydroxyl or hydroxymethyl groups (8), all oriented equatorially around the two pyranose rings (with the slight difference that TRH has two hydroxymethyl groups compared to one only for GNT) and the same number of ring (2) and glycosidic (1) oxygen atoms. Furthermore, the non-bonded interaction parameters (atomic partial charges and van der Waals parameters) within the 45A4 force field ${ }^{116}$ are very similarly distributed in the two compounds (so that significant cancellation of possible force field errors can be expected). As a result, the only significant difference resides in the presence of an extra atom (i.e. an extra dihedral angle) within the glycosidic linkage of GNT compared to TRH. As discussed in Section 3.2, however, this difference has a considerable impact on the flexibility and conformational entropy of the molecule (also considering that neither of the two molecules presents persistent intramolecular H-bonds in aqueous solution). The differences observed in the present simulations concerning the influence of TRH and GNT on a lipid bilayer are thus particularly interesting, because they can be predominantly attributed to this difference in intrinsic flexibility.

The main observations resulting from the analysis of the ten simulations (Section 3.4) are sum-

| pattern | $\mathrm{AG}_{l} \mathrm{~L}$ | $\mathrm{AT}_{l} \mathrm{~L}$ | $\mathrm{AG}_{h} \mathrm{~L}$ | $\mathrm{AT}_{h} \mathrm{~L}$ | $\mathrm{AG}_{l} \mathrm{H}$ | $\mathrm{AT}_{l} \mathrm{H}$ | $\mathrm{AG}_{h} \mathrm{H}$ | $\mathrm{AT}_{h} \mathrm{H}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 7.1 | 6.4 | 34.4 | 34.6 | 11.8 | 12.8 | 31.7 | 35.50 |
| 1 | 7.0 | 8.8 | 13.3 | 13.5 | 6.2 | 7.4 | 10.5 | 13.0 |
| 11 | 6.0 | 5.6 | 7.7 | 8.6 | 3.4 | 4.2 | 4.6 | 6.7 |
| 111 | 2.7 | 3.6 | 2.4 | 2.3 | 1.2 | 1.7 | 1.9 | 2.5 |
| 1111 | 0.2 | 0.4 | 0.1 | 0.2 | 0.4 | 0.5 | 0.6 | 0.5 |
| 11111 | 0.1 | - | 0.0 | 0.1 | 0.1 | 0.1 | 0.1 | 0.1 |
| 2 | 2.6 | 2.5 | 4.4 | 3.3 | 4.9 | 2.8 | 7.4 | 4.1 |
| 21 | 4.6 | 2.6 | 4.8 | 4.5 | 3.9 | 2.6 | 6.0 | 4.0 |
| 211 | 2.7 | 2.2 | 1.8 | 2.7 | 1.9 | 1.7 | 4.1 | 2.4 |
| 2111 | 0.6 | 0.8 | 0.3 | 0.7 | 0.7 | 0.6 | 1.9 | 0.8 |
| 21111 | 0.3 | 0.1 | 0.1 | 0.2 | 0.1 | 0.1 | 0.4 | 0.1 |
| 211111 | 0.2 | - | 0.0 | - | 0.0 | - | 0.0 | 0.0 |
| 22 | 0.1 | 0.0 | 0.3 | 0.2 | 0.3 | 0.1 | 0.3 | 0.2 |
| 221 | 0.1 | 0.1 | 1.0 | 0.4 | 0.2 | 0.2 | 0.3 | 0.3 |
| 2211 | 0.1 | 0.2 | 0.1 | 0.1 | 0.1 | 0.1 | 0.3 | 0.1 |
| 22111 | 0.4 | 0.0 | 0.4 | 0.0 | 0.0 | 0.0 | 0.1 | 0.0 |
| 221111 | 0.2 | - | - | - | 0.0 | - | 0.0 | - |
| 3 | 0.2 | 0.5 | 0.4 | 0.1 | 0.4 | 0.4 | 0.6 | 0.6 |
| 31 | 0.4 | 1.4 | 0.2 | 0.2 | 0.3 | 0.4 | 0.5 | 0.5 |
| 311 | 0.3 | 0.4 | 0.1 | 0.4 | 0.1 | 0.2 | 0.3 | 0.3 |
| 3111 | 0.1 | 0.1 | - | 0.1 | 0.0 | 0.1 | 0.1 | 0.1 |
| 31111 | 0.0 | 0.1 | - | 0.0 | 0.0 | - | 0.0 | 0.0 |
| 32 | 0.0 | - | 0.0 | - | 0.0 | 0.0 | 0.0 | 0.0 |
| 321 | - | - | - | - | 0.0 | 0.0 | 0.0 | 0.0 |
| 3211 | - | - | - | - | 0.0 | 0.0 | 0.0 | 0.0 |
| 4 | 0.0 | 0.0 | 0.0 | - | 0.0 | 0.0 | 0.0 | 0.1 |
| 41 | 0.0 | 0.0 | - | - | 0.0 | 0.0 | 0.0 | 0.1 |
| total | 36 | 36 | 72 | 72 | 36 | 36 | 72 | 72 |
| degree of bridging |  |  |  |  |  |  |  |  |
| 0 | 7.1 | 6.4 | 34.3 | 34.6 | 11.8 | 12.8 | 31.7 | 35.5 |
| 1 | 9.8 | 11.8 | 18.0 | 16.9 | 11.5 | 10.7 | 18.6 | 17.7 |
| 2 | 11.0 | 9.7 | 13.1 | 13.5 | 7.8 | 7.3 | 11.3 | 11.6 |
| 3 | 5.9 | 6.3 | 5.3 | 5.8 | 3.5 | 3.9 | 6.7 | 5.5 |
| 4 | 1.0 | 1.5 | 0.5 | 1.1 | 1.2 | 1.2 | 1.2 | 1.5 |
| other | 1.3 | 0.3 | 0.9 | 0.3 | 0.3 | 0.2 | 0.7 | 0.3 |
| total | 36 | 36 | 72 | 72 | 36 | 36 | 72 | 72 |

Table 3.5: Average numbers of sugar molecules forming a specific H-bonding pattern (top) and characterized by a specific degree of bridging (bottom) with lipid molecules as calculated from the ten simulations performed at constant bilayer area ( $N A_{x y} P_{z}$ T ensemble). A pattern is encoded by a series of integers (listed in decreasing order) indicating the number of $H$-bonds formed between a sugar molecule and a number of distinct DPPC molecules in a given system configuration. The degree of bridging (number of integers in the pattern code), represents the number of distinct DPPC molecules forming at least one $H$-bond with the sugar molecule. The data was calculated (Section 3.3.3) considering the final 4 ns of each simulation. See Table 3.1 for the definition of the simulation codes.
marized qualitatively in Table 3.6. According to the sugar-like mechanism proposed by Pereira
and Hünenberger ${ }^{36}$, both sugars should evidence preferential affinity (compared to water) for the membrane surface owing to the large entropy gain resulting from the release of water molecules from the surface region to the bulk, offset by a limited entropy penalty for immobilizing and rigidifying fewer (already inherently rigid) sugar molecules. However, the total number of H -bonds between the bilayer and its solution environment should remain approximately constant during this process (the lipid headgroups undergoing a mere exchange of H -bonding partners), leading to a negligible enthalpic change. According to this mechanism, TRH, due to its lower conformational entropy (reduced entropic penalty of rigidification), is expected to present a stronger preferential affinity compared to GNT. In agreement with these ideas, the present results at 323 K support a preferential affinity of the sugars for the bilayer surfaces, a significant extent of sugarlipid H -bonding, an essentially identical number of H -bonds between the lipid headgroups and their solution environment irrespective of the nature and concentration of the sugar, and a stronger preferential affinity for TRH compared to GNT (as judged by the local sugar molalities in the headgroup region). However, these simulations also reveal three other important differences between the two sugars : (i) a higher extent of residual bilayer hydration for TRH compared to GNT (Tables 3.2 and 3.3); (ii) a higher extent of sugar-sugar H-bonding (sugar clustering) for TRH compared to GNT (Table 3.3); (iii) a more limited extent of sugar-lipid H-bonding for TRH compared to GNT (Table 3.3); (iv) a more limited depth of penetration into the bilayer (H-bonds to the ester vs. phosphate groups) for TRH compared to GNT (Table 3.4). These observations may also be indirectly related to the particular conformational properties of the TRH molecule (high propensity to self-association, strong hydrophilicity, lack of flexibility). Finally, both sugars present a significant extent of H -bonded bridging of the lipid molecules.

The simulations at 475 K clearly show that at sufficiently high bulk concentration, TRH is indeed superior to GNT in preserving the integrity of the bilayer structure. It seems therefore logical to correlate the observed (and experimentally supported) higher bioprotective ability of TRH with one or more of the above-mentioned features. However, it appears that these features encompass elements of at least four of the hypotheses formulated in Section 3.2 for the bioprotective action of sugars. The partial replacement of lipid-water with sugar-lipid H -bonds is compatible with the WRH hypothesis. However, the idea that such a replacement is a key element of the bioprotection mechanism seems contradicted by the observation that the extent of sugar-lipid H -bonding is higher for GNT compared to TRH in the present simulations (at both bulk concentrations and temperatures considered). The presence of a significant extent of H -bonded bridging of the lipid headgroups by sugar molecules is compatible with the HBH hypothesis. However, the idea that such a replacement is a key element of the bioprotection mechanism is also somewhat at odds with the observation that the extent of bridging is about identical for GNT compared to TRH at 323 K , and even higher at 475 K . The more significant extent of residual hydration of the bilayer surface for TRH compared to GNT is also clearly reminiscent of the WEH hypothesis. Finally, the higher extent of sugar clustering for TRH compared to GNT suggests an increased viscosity, closely related to the VIH hypothesis. On the other hand, the results of the present simulations (as well as of a number of previous simulation studies) definitely support preferential affinity (rather than preferential exclusion) of the sugar molecules for the bilayer surface, in disagreement with the HFH hypothesis.

The compatibility of the present (and previous experimental ${ }^{5,7,9,26-33,37-47,51-65,65-67}$ and computational ${ }^{48-50,69-78}$ ) observations with the WRH, HBH, VIH and WEH hypotheses appears somewhat surprising at first sight. A first possible interpretation is that multiple mechanisms are

| Property | $\mathrm{AWL}^{2}$ | $\mathrm{AG}_{l} \mathrm{~L}$ | $\mathrm{AT}_{l} \mathrm{~L}$ | $\mathrm{AG}_{h} \mathrm{~L}$ | $\mathrm{AT}_{h} \mathrm{~L}$ | AWH | $\mathrm{AG}_{l} \mathrm{H}$ | $\mathrm{AT}_{l} \mathrm{H}$ | $\mathrm{AG}_{h} \mathrm{H}$ | $\mathrm{AT}_{h} \mathrm{H}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bilayer structure | ++ | ++ | ++ | ++ | ++ | -- | - | - | - | + |
| Order parameters | +++ | +++ | +++ | +++ | +++ | -- | - | - | + | ++ |
| Sugar clustering | o | - | + | $++(+)$ | +++ | 0 | - | + | $+(+)$ | ++ |
| Preferential affinity | o | ++ | +++ | ++ | +++ | 0 | $/$ | $/$ | $/$ | $/$ |
| Sugar-lipid H-bonds | o | $++(+)$ | ++ | $++(+)$ | ++ | 0 | + | + | +++ | ++ |
| Sugar-ester H-bonds | o | + | -- | - | -- | 0 | ++ | $+(+)$ | $++(+)$ | + |
| Lipid-water H-bonds | +++ | + | $++(+)$ | $+(+)$ | ++ | - | - | $(+)$ | -- | + |
| Lipid bridging | o | ++ | ++ | ++ | ++ | 0 | + | + | $+(+)$ | + |

Table 3.6: Qualitative summary of the main observations made in the present study based on the ten simulations performed. Bilayer structure refers to Sections 3.4.1 and 3.4.3, Figures 3.2, 3.4 and 3.5 and Table 3.2; order parameters refers to Section 3.4.2 and Figure 3.3; sugar coating/clustering refers to Sections 3.4.1 and 3.4.4, Tables 3.2, 3.3 and Figure 3.2; preferential affinity refers to Section 3.4.1, Figure 3.2 and Table 3.2; sugar-lipid H-bonds refers to Section 3.4.4, Tables 3.3 and 3.4, sugar-ester $H$-bond fraction refers to Section 3.4.4 and Table 3.4; hydration/lipid-water H-bonds refers to Section 3.4.4 and Table 3.3; H-bonded lipid bridging refers to Section 3.4.4 and Table 3.5. See Table 3.1 for the definition of the simulations codes.
simultaneously active. A second one is that multiple mechanisms are potentially active, their relevance depending on the nature and intensity of the environmental stress as well as on the type of protected biostructure. A third one is that some of the observed features are mere consequences of the others, and do not bear relevance as driving forces for bioprotection. And a fourth one is simply that the proposed mechanisms are not defined precisely enough for an unambiguous assessment based on experimental or theoretical data. We believe that the fourth point is actually very relevant : although the five mechanisms represent valid qualitative (pictorial) interpretations, they clearly lack a clear quantitative (measurable) definition. In particular, it seems essential to include into the formulation of each hypothesis : (i) a clear mention of the type of biomolecule considered; (ii) a clear specification of the experimental conditions (temperature, pressure, concentration regime); (iii) a quantitative definition for intuitive concepts such as "preferential affinity", "water replacement", "headgroup bridging" or "water entrapment". The suggestion of revised definitions for these hypotheses, along with an overview of the experimental and theoretical data supporting each of them, will be the scope of forthcoming work.
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## Chapter 4

# Conformation, dynamics and ion-binding properties of single-chain polyuronates 

### 4.1 Summary

In the present study, we report and compare sixteen explicit-solvent molecular dynamics simulations ( 10 ns ) of homopolyuronate single chains corresponding to poly- $\beta(1 \rightarrow 4)$-D-glucuronate (pGlcU), poly- $\beta(1 \rightarrow 4)$-D-mannuronate ( pManU ), poly- $\alpha(1 \rightarrow 4)$-D-galacturonate ( pGalU ) and poly$\alpha(1 \rightarrow 4)$-L-guluronate (pGlcU). Eight main simulations are performed at 300 K in the presence of $\mathrm{Ca}^{2+}$ counter-ions (neutralizing amount), and starting from alternative regular two- and three-fold helical structures. Eight simulation variants probe the effect of an elevated temperature or of a different counter-ion environment. The chains are made formally infinite by application of artificial periodicity along the chain axis (octameric or nonameric repeat unit). The main observations made in these simulations are: $(i)$ the glycosidic linkages (and local helical parameters) show an important flexibility (in time) and variability (along the chains), and regular helical structures only account for a limited fraction of the conformational ensembles populated at 300 K ; (ii) for all system considered, the binding of $\mathrm{Ca}^{2+}$ counter-ions is essentially non-specific, with the formation of a dense counter-ion atmosphere around the chains (condensation), but no specific (tight-binding) interactions at well-defined coordination sites; (iii) the $3_{2^{-}}, 9_{5^{-}}, 2_{1^{-}}$and $2_{1}$-helices appear to be the preferential regular helical forms for single chain $\mathrm{pGlcU}, \mathrm{pManU}, \mathrm{pGalU}$ and pGulU , respectively, in aqueous solution, with the possibility of a $3_{1}$-helix for pGalU (these forms should be viewed in the sense of helical propensities). Taken together, these observations suggest that if chain dimers are appropriately described by the egg-box model (or any other structural model with similar qualitative features) chain-chain association within junction zones in gels must be accompanied by a substantial chain stiffening and a dramatic change in the ion-binding mode.

### 4.2 Introduction

Polyuronates ${ }^{1-4}$ are (predominantly) polymers of uronic acids in ( $1 \rightarrow 4$ )-linkage (Figure 4.1 and 4.2). In aqueous solution and at neutral pH , they are polyelectrolytes due to the ionization of their acidic groups. These polymers have diverse biological functions in plants, such as the preservation of
the structure, texture and flexibility, as well as the prevention of desiccation ${ }^{5-9}$. These functions are related to their ability to form gels ${ }^{2-4}$, typically in the presence of divalent metal cations. The three most important natural derivatives of polyuronates are pectins, alginates and glucuronans.

Pectins ${ }^{2-4,7-10}$ present a complex sequence alternating homogeneous segments of $\alpha$-D-galacturonate ( $\alpha$-D-GalU) residues in ( $1 \rightarrow 4$ )-linkage ("smooth regions") and highly-branched segments ("hairy regions") comprising neutral sugar molecules (dominantly rhamnose, galactose, and arabinose). They are present in the cell walls of earth plants (1-2\% of the dry weight), and are particularly abundant in fruits and vegetables (10-30\%). Pectins may be (methoxy-)esterified to different extents, which strongly influences their physico-chemical properties ${ }^{11-14}$ (e.g. solid state structure, solubility and gel formation characteristics).

Alginates ${ }^{2-4,6,15}$ are linear copolymers of $\beta$-D-mannuronate ( $\beta$-D-ManU) and $\alpha$-L-guluronate ( $\alpha$-L-GulU) residues in $(1 \rightarrow 4)$-linkage, predominantly alternating homogeneous segments of either types of residues and regular repeats of their dimer ${ }^{16}$. The relative amounts of the two acids and their distribution along the polymer chain varies widely depending on the natural source ${ }^{6,15}$, and strongly influences the physico-chemical properties of alginates ${ }^{6,17}$. They are present in large amounts in the extracellular medium of brown seaweeds ( $20-40 \%$ of the dry weight) and, for this reason, constitute the most abundant marine biopolymer.

Finally, glucuronans ${ }^{18-20}$ are linear polymers of $\beta$-D-glucuronate ( $\beta$-D-GlcU) in $(1 \rightarrow 4)$-linkage. They are produced by some molds (as fragments of the more complex heteropolysaccharide mucoran ${ }^{21}$ ) and strains of bacteria (in a partially acetylated form ${ }^{18,22}$ ).

The properties of natural polyuronate-based materials are largely used in the food industry, where these polysaccharides serve as stabilizers, thickener, gelling or emulsifying agents ${ }^{7,15,23}$. In addition, they have found many applications in the fields of medicine (encapsulation, prints), biochemistry (chromatography, culture media), biotechnology (immobilization of enzymes) and environmental protection (detoxification of industrial wastes) ${ }^{5,15,24-28}$. Most of these industrial and technological applications also rest on the ability of polyuronates to form gels ${ }^{2-4}$.

An aqueous gel is formed when the polysaccharide chains associate through non-covalent interactions at the level of junction zones. These zones are separated by disordered segments consisting in general of only one chain. The framework of associated and disordered segments leaves large-sized cavities filled by water molecules. In the context of natural pectins and alginates, the size of the junction zones is typically limited by inhomogeneities of two types in the polymer sequence: (i) the presence of destructuring residues, with a substitution (e.g. methylation or glycosylation) preventing them to enter into a regular structure; (ii) the presence, in a copolymer, of segments with heterogeneous sequences and reduced propensities to chain-chain association. This size limitation of the junction zones prevents the formation of crystalline structures (precipitation) and, consequently, stabilizes the polymer-water system in the gel state. The gelation of polyuronates is generally induced by addition of divalent metal cations (typically $\mathrm{Ca}^{2+}$ ) at a pH close to neutrality. In this case, the leading intermolecular interactions responsible for chainchain association in the junction zones are ionic interactions between the negatively-charged carboxylate groups and bridging divalent cations ${ }^{2-4,29-31}$. The most popular structural model for calcium-induced chain-chain association between homoguluronate ( pGulU ) segments in alginates and homogalacturonate ( pGalU ) segments in pectins is the so-called egg-box model ${ }^{29,36}$. In this model, pairs of segments in a $2_{1}$-helical conformation are associated in a antiparallel fashion, leaving "niches" for the calcium ions that are coordinated by (two) carboxylate and (eight) hydroxyl groups from the two chains ${ }^{29,36-39}$.


Figure 4.1: Chemical structures of the four uronate building blocks ( $\beta$-D-GlcU, $\beta$-D-ManU, $\alpha-D-G a l U$ and $\alpha-L$-GulU; anomery representative of the linkage in the corresponding homopolyuronate; Figure 4.2). All compounds are represented in their most stable $\left({ }^{4} C_{1}\right.$ or $\left.{ }^{1} C_{4}\right)$ chair conformation. The (non-natural) $D$ enantiomer $\alpha$-D-GulU is also represented (center right drawing), as well as a non-standard representation of the ${ }^{1} C_{4}-\alpha-L$-GulU chair conformation (bottom left drawing). The atom numbering is also indicated (top left drawing).

For pGulU and pGalU , this model is compatible with the selectivity for calcium over monovalent (e.g. sodium) ions ${ }^{13,29}$ (i.e. once bound within the gel, the $\mathrm{Ca}^{2+}$ ions cannot be displaced by $\mathrm{Na}^{+}$ions) and the stoichiometry of calcium binding ${ }^{13,29,40,41}$ (one $\mathrm{Ca}^{2+}$ ion for four uronate residues), as well with the $2_{1}$-helical conformation observed in the solid state (pGulU; acidic form ${ }^{42-46}, \mathrm{Na}^{+}$salt ${ }^{47}$ and, presumably, $\mathrm{Ca}^{2+}$ form ${ }^{45}$ ) or inferred to dominate in the gel (pGulU ${ }^{29,36}$ and $\mathrm{pGal}^{13,37,48}$ ). However, the egg-box model may not be the only model compatible with the available experimental data and it has been questioned in a number of recent studies, on the basis of the following arguments: ( $i$ ) this model suggests a coordination number of ten for the calcium ions, while calcium-carbohydrate complexes typically rather exhibit eight-fold coordination ${ }^{49}$; (ii) a molecular modeling study of chain-chain association in homopolyuronates suggested two alternative models with more favorable binding energies ${ }^{39}$; (iii) a model of the $\mathrm{Ca}^{2+}$ form of pGulU in the solid state proposed on the basis of fiber diffraction data for the acidic form ${ }^{42-44}$ suggested yet another $\mathrm{Ca}^{2+}$ coordination mode ${ }^{46}$; (iv) experimental evidence suggests that not only homogeneous pGulU segments, but also regular repeats of the $\alpha$-[D-ManU- $\beta(1 \rightarrow 4)$ -L-GulU] dimer may participate in junction zones ${ }^{50}$; (v) small-angle X-ray scattering (SAXS) measurements suggest a larger width for the junction zones (compared to that expected for the egg-box dimer), even at the onset of gel formation ${ }^{38,51}$; ( vi ) X-ray scattering measurements on (slowly-formed) gels appear incompatible with junction zones exclusively associating $2_{1}$-helices ${ }^{52}$

pGlcU




Figure 4.2: Schematic representations of the linkages found in the four homopolyuronates considered in the present study (poly- $\beta(1 \rightarrow 4)$-D-GlcU, poly- $\beta(1 \rightarrow 4)$-D-ManU, poly- $\alpha(1 \rightarrow 4)-D-G a l U$ and poly- $\alpha(1 \rightarrow 4)$ -L-GulU; abbreviated as pGlcU, pManU, pGalU and pGulU, respectively). The drawings are oriented (left to right) from the non-reducing end to the reducing end. The linkage geometry is chosen to be approximately representative of the one that would be found in a regular a $2_{1}$-helix. The $\beta(1 \rightarrow 4)$ linkage ( $p G l c U$ and pManU) is diequatorial (similar to cellulose ${ }^{32,33}$ ) while the $\alpha(1 \rightarrow 4)$-linkage ( $p$ GalU and $p$ GulU) is diaxial (similar to amylose ${ }^{34,35}$ ). Possible inter-residue hydrogen bonds across the glycosidic linkage are indicated by arrows: $H_{2} \rightarrow O_{6}^{\prime}$ (left to right arrow; $O_{6}^{\prime}$ stands for either or both of the carboxylate oxygen atoms, $O_{61}^{\prime}$ and $O_{62}^{\prime} ;$ not possible for $p M a n U$ in the represented conformation) and $O_{5} \leftarrow H_{3}^{\prime}$ (right to left arrow; not possible for $p$ GulU), where the prime indicates the successor of a residue in the direction of the reducing end.
(the latter study has in turn been questioned in view of the low-resolution data employed ${ }^{45}$ ). In summary, it appears that the original egg-box model ${ }^{29,36}$ is excessively idealized in view of all recent data. In addition, although the model, initially proposed for pGulU in alginates ${ }^{29,36}$, has often been assumed applicable to pGalU in pectins ${ }^{13,37,48}$, the latter polyuronate presents a $3_{1}$ helical conformation in the solid state (acidic form and $\mathrm{Na}^{+}$salt ${ }^{53}$ ). Although a conformational transition is indeed observed for this polymer upon dehydration ${ }^{37}$, the question of its preferential conformation in junction zones remains a matter of debate ${ }^{10,39}$. Finally, polyglucuronate (pGlcU) also forms stable gels in the presence of calcium ions ${ }^{20,22}$. However, the selectivity for calcium against sodium is much lower, and the mechanism involved in chain-chain association may be different.

Although a primary dimerization mechanism is generally accepted for the cation-induced gelation of polyuronates (irrespective of the detailed structural features of chain-chain association), further (presumably weaker; see however ${ }^{41}$ ) aggregation of the dimeric junction zones may occur when $\mathrm{Ca}^{2+}$ is the predominant counter-ion in solution ${ }^{38,41,45}$ (but not in the presence of a large excess of univalent cations ${ }^{12,13,48}$ ) or upon dehydration ${ }^{52}$. It should also be mentioned that highlymethoxylated pectins may form gels in the absence of divalent cations ${ }^{11,54}$ (at low pH and in the presence of cosolutes like sucrose), but the mechanism of chain-chain association is different and the junction zones typically associate more than two chains.

Fiber diffraction experiments indicate a right-handed $3_{1}$-helical conformation for pGalU (acidic form and $\mathrm{Na}^{+}$salt $^{53}$ ) and a $2_{1}$-helical conformation for pGulU (acidic form ${ }^{42-46}, \mathrm{Na}^{+}$salt ${ }^{47}$ and, presumably, $\mathrm{Ca}^{2+}$ form ${ }^{45}$, pGlcU $\left(\mathrm{Ca}^{2+}\right.$ form ${ }^{18}$ ) and pManU (acidic form ${ }^{42-44,46,47}$ ) in the solid
state. Calculated energy differences between the regular two- and three-fold helical conformations of homopolyuronates suggest that two types of helical conformations (the $2_{1}$-helix and one type of three-fold helix) are almost equally stable ${ }^{55}$, with the exception of pGulU (significantly more stable $2_{1}$-helix). Thus, depending on the environment (e.g. solvation, packing forces, nature of the counter-ions), one or the other structure may predominate. This conformational flexibility is exploited by pManU, which adopts in the solid state a $2_{1}$-helical conformation in its acidic form ${ }^{42-44,46,47}$ but a three-fold helical conformation (presumably a left-handed $3_{2}$-helix ${ }^{55}$ ) as a salt of monovalent cations ${ }^{47}$. A similar feature holds for pGalU in pectins, where a conformational transition between the gel (presumably ${ }^{12,13,37} 2_{1}$-helix) and the solid state ( $3_{1}$-helix ${ }^{53}$ ) has been evidenced upon drying ${ }^{12}$. In contrast, pGulU maintains a $2_{1}$-helical structure in the solid state ${ }^{42-47}$ and presumably in the gel ${ }^{45}$ (see however ${ }^{52}$ ). Note that this more limited flexibility of pGulU relative to $\mathrm{pMan} U$ seems to correlate with the distribution of Gul-rich and Man-rich alginates among more rigid and more flexible tissues in plant ${ }^{56}$.

In spite of the considerable amount of experimental data on polyuronate systems, the lack of high resolution information represents a serious obstacle in the understanding of their conformational and aggregation properties. For this reason, modeling studies represent a promising approach to shed some light on these properties ${ }^{10,19,39,54,55,57-64}$.

A number of recent studies (in particular by Braccini et al. ${ }^{39,55}$ ) have investigated the conformational flexibility ${ }^{19,55,57}$, energetically favored regular helical forms ${ }^{19,55}$ and ion-binding properties ${ }^{55}$, as well as possible chain-chain association modes ${ }^{39}$, for the four most relevant homopolyuronates, namely poly- $\beta(1 \rightarrow 4)$-D-GlcU, poly- $\beta(1 \rightarrow 4)$-D-ManU, poly- $\alpha(1 \rightarrow 4)$-D-GalU and poly- $\alpha(1 \rightarrow 4)$-L-GulU (Figure 4.2; abbreviated here as pGlcU, pManU, pGalU and pGulU, respectively). The modeling approach employed involved a combination of: (i) determination of relaxed-residue energy maps at the disaccharide level using molecular mechanics (MM3 ${ }^{65-67}$ ) energy minimization; (ii) conformational sampling at the polymer level using a Monte Carlo procedure ${ }^{57}$; (iii) refinement of energetically favored regular helical models; (iv) surface probing for cation binding sites around rigid regular helices using the GRID procedure ${ }^{68} ;(v)$ rigid-body docking of pairs of helices in various relative orientations ${ }^{39}$. These studies suggested in particular: (i) a more important stiffness for the diaxially-linked polyuronates (pGalU, pGulU) compared to the diequatorially-linked ones (pGlcU, pManU); (ii) the existence of alternative two-fold ( $2_{1}$-helix) and three-fold ( $3_{1}$-helix for pGulU; $3_{2}$-helix for pGlcU , pManU and pGulU ) regular helical conformations with similar stabilities, except for pGulU (significantly higher stability for the 2 -helix); (iii) a higher calcium binding specificity (i.e. better defined binding sites) for the two diaxially-linked polyuronates ${ }^{55}$; (iv) plausible chain-chain association modes (alternative to the egg-box model) for pGalU and $\mathrm{pGul} \mathrm{U}^{39}$. However, three major shortcomings of this modeling strategy are that: (i) it entirely relies on an implicit description of solvation effects (continuum electrostatics); (ii) it also relies, for the first three steps, on an implicit representation of the counter-ions (i.e. their mean effects was generally approximated by considering the acidic rather than ionized form of the uronate residues); (iii) it relies, for the last two steps, on a non-dynamical (rigid) representation of the polymer chain.

Over the last few years, other types of models have been developed with the goal of providing a more mesoscopic (and thermodynamically-based) account of polyuronate-cation interactions, described as a combination of (non-specific) counter-ion condensation and (specific) tight binding effects ${ }^{17,69-71}$. These models go beyond a purely atomistic description of the phenomenon, and have proved quite successful at reproducing experimental data.

A well suited theoretical method for bridging the gap between structural ${ }^{39,55}$ (rigid and implicit solvent) and mesoscopic ${ }^{17,69-71}$ models is explicit-solvent molecular dynamics (MD) simulation. To our knowledge, this technique has only been applied to polyuronates by four groups, to investigate calcium-bound complexes of pGalU oligomers ${ }^{60-62,72}$ (6-24 residues; 2-4 oligomers) or gellan oligomers ${ }^{58}$ ( 4 residue; 2 oligomers), single-chain pGalU oligomers ${ }^{73}$ (21 residues; charged or uncharged) or the interaction of single-chain alginates with calcium ions or calcite surfaces ${ }^{64}$ (various Gul-Man ratios; 20 residues).

The goal of the present study is to expand the work of Braccini et al. ${ }^{55}$ on single-chain polyuronates by taking solvent molecules, counter-ions and chain dynamics fully into account through the use of explicit-solvent MD simulation. To this purpose, we report the results of sixteen simulations ( 10 ns ) of the same four homopolyuronates ( $\mathrm{pGlcU}, \mathrm{pManU}, \mathrm{pGalU}$ and pGulU ), modeled as formally infinite chains (by application of periodic boundary conditions along the chain axis with octameric or nonameric repeat units). These simulations are initiated from different starting structures, corresponding to the regular two- and three-fold helical models proposed by Braccini et al. ${ }^{55}$ Most simulations are carried out at 300 K in the presence of calcium counter-ions (neutralizing amount), but some simulations also investigate the effect of an elevated temperature or of a different counter-ion environment.

### 4.3 Computational details

### 4.3.1 Molecular Dynamics Simulation

All MD simulations were performed using the GROMOS96 program ${ }^{74,75}$, together with GROMOS the 45A4 force field ${ }^{76-81}$ (including a recently reoptimized parameter set for hexopyranosebased carbohydrates ${ }^{81-83}$ ) and the SPC water model ${ }^{84}$. Force-field parameters for the uronate residues were adapted from those of the corresponding hexopyranoses (substitution of the hydroxymethyl group by a carboxylate group), and are summarized in Table 4.1. They were validated by MD simulations of the four corresponding diuronates in water as illustrated in Figure 4.13.

A total of sixteen explicit-solvent simulations ( 10 ns ) were carried out (Table 4.2). Eight main simulations involved the four (single-chain) homopolyuronates ( $\mathrm{pGlcU}, \mathrm{pManU}, \mathrm{pGalU}$ and pGulU; Figure 4.1 and 4.2) in the presence of $\mathrm{Ca}^{2+}$ counter-ions at 300 K starting from two different regular helical conformations. Eight simulation variants involved a higher simulation temperature $(500 \mathrm{~K})$ or a different counter-ion environment $\left(\mathrm{Na}^{+}\right.$ions or $\mathrm{Ca}^{2+}$-like ions with modified Lennard-Jones interaction parameters). The equations of motion were integrated using the leapfrog scheme ${ }^{74,85}$ with a timestep of 2 fs . The SHAKE algorithm ${ }^{86}$ was applied to constrain all bond lengths with a relative geometric tolerance of $10^{-4}$. The simulations were carried out under periodic boundary conditions based on rectangular computational boxes (dimensions $L_{x}, L_{y}$, $L_{z}$ ) and in the canonical (NVT) ensemble. The temperature was maintained close to its reference value ( 300 or 500 K ) by weakly coupling the solute and solvent degrees of freedom separately to a heat bath ${ }^{87}$, with a relaxation time of 0.1 ps . Whenever required (equilibration), the pressure was also maintained close to a reference value of 1 bar by weakly coupling the particle coordinates and box dimensions (isotropic coordinate scaling) to a pressure bath ${ }^{87}$, with a relaxation time of 0.5 ps . The center of mass motion was removed every 200 ps. Nonbonded interactions were

| Atom | Atom type | $q[e]$ |  |
| :--- | :---: | :---: | :--- |
| C6 | 11 | 0.36 |  |
| O61 | 2 | -0.68 |  |
| O62 | 2 | -0.68 |  |
| Bond | $b_{0}[\mathrm{~nm}]$ | $k_{b}\left[10^{-6} \mathrm{~kJ} \cdot \mathrm{~mol}^{-1} \cdot \mathrm{~nm}^{-4}\right]$ |  |
| C5-C6 | 0.153 | 7.15 |  |
| C6-O61 | 0.125 | 1.34 |  |
| C6-O62 | 0.125 | 1.34 |  |
| Bond-angle | $\theta_{0}[\mathrm{deg}]$ | $k_{\theta}\left[\mathrm{kJ} \cdot \mathrm{mol}^{-1}\right]$ |  |
| C5-C6-O61 | 117.0 | 635.00 |  |
| C5-C6-O62 | 117.0 | 635.00 |  |
| O61-C6-O62 | 126.0 | 770.00 |  |
| Improper-dihedral distortion | $\xi_{0}[\mathrm{deg}]$ | $k_{\xi}\left[\mathrm{kJ} \cdot \mathrm{mol}^{-1} \cdot \mathrm{deg}^{-2}\right]$ |  |
| C6-O61-O62-C5 | 0.0 | 0.051 |  |
| Torsional dihedral torsion | $m$ | $\cos \delta$ | $k_{\phi}\left[\mathrm{kJ} \cdot \mathrm{mol}^{-1}\right]$ |
| O5-C5-C6-O61 | 6 | +1 | 1.00 |

Table 4.1: Force-field parameters employed for the uronate residues. The modifications applied to the GROMOS 45A4 force field ${ }^{81}$ to convert a hexopyranose into the corresponding uronate are listed. The hydroxymethyl group (C6, O6, HO6) is removed and replaced by a carboxylate group (C6, O61, O62; the corresponding GROMOS van der Waals atom types and atomic partial charges $q$ are indicated). The carboxylate group represents one charge group (net charge -1 e). Following the GROMOS rules ${ }^{74,75}$, first and second covalent neighbors are excluded from any non-bonded interaction, while third neighbor interactions are described by a special set of Lennard-Jones parameters (together with normal electrostatic interactions). The covalent interaction parameters ${ }^{74,75,81}$ (quartic bond-stretching, cosine-harmonic bondangle bending and harmonic improper-dihedral distortion, with corresponding reference values $b_{0}, \theta_{0}$ and $\xi_{0}$, and force constant $k_{b}, k_{\theta}$ and $k_{\xi}$, respectively; dihedral-angle torsion, with corresponding multiplicity $m$, phase shift cosine $\cos \delta$ and force constant $k_{\phi}$ ) are indicated. The terms involving atoms C4, C5 or O5 replace the corresponding terms in the hexopyranose. In particular, the dihedral-angle torsional terms (one or two) associated with the orientation of the hydroxymethyl group are removed and replaced by the indicated six-fold potential associated with the orientation of the carboxylate group.
computed using a twin-range scheme ${ }^{74,88}$, with short- and long-range cutoff distances of 0.8 and 1.4 nm respectively, and a frequency of 5 timesteps for the update of the short-range pairlist and intermediate-range interactions. A reaction-field correction was applied to account for the mean effect of omitted electrostatic interactions beyond the long-range cutoff distance, using a relative dielectric permittivity of 61 as appropriate for the SPC water model ${ }^{89}$. All simulations were carried out for a duration of 10 ns , and coordinates were saved to file every 1 ps for subsequent analysis.

To avoid the presence of chain-end effects and the reduction of cooperativity associated with the simulation of finite (short) oligomers ${ }^{58,60-62,64,72,73}$, the choice was made to simulate infinite chains by taking advantage of the periodic boundary conditions (note that an alternative approach has been recently suggested ${ }^{73}$ ). To this purpose, a polymer segment consisting of $N_{\text {res }}$ residues

| Code | System | Helix | $N_{\text {res }}$ | Ions | $N_{w}$ | $L_{x}[\mathrm{~nm}]$ | $L_{y}[\mathrm{~nm}]$ | $L_{z}[\mathrm{~nm}]$ | $T_{\text {sim }}[\mathrm{K}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Glc2 | pGlcU | $2_{1}$ | 8 | $4 \mathrm{Ca}^{2+}$ | 3509 | 5.03 | 5.03 | 4.29 | $300^{a}$ |
| Man2 | pManU | $2_{1}$ | 8 | $4 \mathrm{Ca}^{2+}$ | 3473 | 5.04 | 5.04 | 4.26 | $300^{a}$ |
| Gal2 | pGalU | $2_{1}$ | 8 | $4 \mathrm{Ca}^{2+}$ | 2983 | 5.02 | 5.02 | 3.67 | $300^{a}$ |
| Gul2 | pGulU | $2_{1}$ | 8 | $4 \mathrm{Ca}^{2+}$ | 2986 | 5.01 | 5.01 | 3.67 | $300^{a, b}$ |
| Glc3 | pGlcU | $2_{2}$ | 9 | $5 \mathrm{Ca}^{2+}+1 \mathrm{Cl}^{-}$ | 3777 | 5.06 | 5.06 | 4.58 | 300 |
| Man3 | pManU | $3_{2}$ | 9 | $5 \mathrm{Ca}^{2+}+1 \mathrm{Cl}^{-}$ | 3858 | 5.06 | 5.06 | 4.70 | 300 |
| Gal3 | pGalU | $3_{1}$ | 9 | $5 \mathrm{Ca}^{2+}+1 \mathrm{Cl}^{-}$ | 3475 | 5.06 | 5.06 | 4.20 | 300 |
| Gul3 | pGulU | $3_{2}$ | 9 | $5 \mathrm{Ca}^{2+}+1 \mathrm{Cl}^{-}$ | 3515 | 5.06 | 5.06 | 4.25 | 300 |
| Gul2 $2 a$ | pGulU | $2_{1}$ | 8 | $8 \mathrm{Na}^{+}$ | 2982 | 5.03 | 5.03 | 3.68 | $300^{a}$ |

Table 4.2: Simulated systems and simulation conditions. The simulation code, type of homopolyuronate considered (system; Figure 4.1 and 4.2), initial chain conformation (helix; $2_{1^{-}}$, $3_{1^{-}}$or $3_{2}$-helix), number of residues in the computational box ( $N_{\text {res }}$; imposed periodic repeat unit along a formally infinite chain), types and numbers of counter-ions (ions), number of water molecules in the computational box $\left(N_{w}\right)$, box dimensions ( $L_{x}, L_{y}, L_{z} ;$ after 0.2 ns equilibration at constant pressure) and simulation temperature ( $T_{\text {sim }}$ ) are reported for the eight main simulations at 300 K performed with $\mathrm{Ca}^{2+}$ counter-ions and one of the eight simulation variants at 500 K or with a different counter-ion environment (Glc2H, Man 2 H , Gal2H, Gul2H, Gul2 $2_{N a}, G u l 2_{N a} H, G u l 2_{L J-}$ and Gul2 $2_{L J+} ;$ see Table footnote). Note that the $L_{z}$ dimensions for the simulations at 500 K are identical to those at 300 K , because the temperature raise and the subsequent simulation were performed at constant volume. All simulations were carried out for 10 ns duration (after 0.2 ns equilibration).
within the computational box (with the chain axis aligned along the $z$-direction) was made infinite by linking the two terminal residues via a glycosidic bond across the periodic boundary (resulting in a formally cyclic topology ${ }^{90}$ ). In this setup, the $N_{\text {res }}$ residues are thus associated through $N_{\text {res }}$ glycosidic linkages connecting residues $i$ to $i+1$ with $i=1 \ldots N_{\text {res }}-1$, the last linkage connecting residue $N_{\text {res }}$ to residue 1 . This approach is expected to account more appropriately for the cooperativity effects present within longer polymer chains and to entirely eliminate chain-end effects. However, one should be aware that the inclusion of an artificial periodic constraint with a repeat unit of $N_{\text {res }}$ residues (along with a fixed end-to-end vector for this $N_{\text {res }}$ residue repeat, as imposed by the constant-volume simulations) results in a restriction of the chain longitudinal and torsional flexibility. In particular: (i) the chain extension is artificially constrained to $L_{z}$ for the repeat unit of $N_{\text {res }}$ residues (i.e. the average raise $h$ per residue is constrained to $N_{\text {res }}^{-1} \cdot L_{z}$ ); (ii) the formation of a regular $n$-fold helix is only possible when $N_{\text {res }}$ is multiple of $n$; (iii) the chain is artificially maintained close to linearity (as long as $N_{\text {res }}$ is significantly smaller than the persistence length of the polymer, expressed on a per residue basis). Experimental estimates for the persistence lengths of the polyuronates considered (approximate, because the probed samples are seldom rigorously homopolymeric) are: $11.4\left(\mathrm{pGlcU}^{20}\right), 4.5-9\left(\mathrm{pManU}^{91-93}\right), 7-5\left(\mathrm{pGalU}^{94,95}\right)$ and 5-17 $\mathrm{nm}\left(\mathrm{pGulU}^{96,97}\right.$ ), while corresponding theoretical estimates for the acidic forms ${ }^{55}$ are 10.5, 11.9, 16.6 and 21.0 nm . Considering a distance of 0.56 and 0.48 nm between glycosidic oxygen atoms for ideal chair conformations involved in diequatorial and diaxial linkages, respectively, the latter values correspond to about 20 (pGlcU, pManU) or 40 (pGalU, pGulU) residues. For each of the

| Code | $\phi$ [deg] | $\phi_{\text {ref }}$ [deg] | $\psi$ [deg] | $\psi_{\text {ref }}$ [deg] | $\gamma[\mathrm{deg}]$ | $\gamma_{\text {ref }}$ [deg] | $\tau_{\gamma}$ [ns] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Glc2 | 252.6 (24.1) | 268.7 | 109.3 (13.8) | 84.7 | 115.9 (21.6) | 129 | $>4$ |
| Man2 | 260.2 (35.2) | 274.5 | 105.7 (16.0) | 83.6 | 108.4 (17.5) | 126 | $>6$ |
| Gal2 | 103.0 (16.2) | 94.5 | 254.5 (16.5) | 267.9 | 142.4 (30.2) | 136 | 0.16 |
| Gul2 | 261.4 (15.1) | 275.8 | 98.3 (16.1) | 84.7 | 218.0 (31.2) | 225 | 0.25 |
| Glc3 | 269.3 (17.3) | 293.0 | 129.7 (15.3) | 132.8 | 111.6 (17.4) | 134 | $>8$ |
| Man3 | 279.6 (17.9) | 295.8 | 108.1 (12.9) | 135.4 | 109.4 (17.0) | 127 | >9 |
| Gal3 | 73.7 (14.3) | 74.6 | 215.6 (18.3) | 214.8 | 151.7 (21.4) | 154 | 0.74 |
| Gul3 | 289.8 (14.1) | 295.9 | 137.5 (19.2) | 135.6 | 211.1 (21.5) | 217 | 0.55 |
| Gul2 ${ }_{\text {Na }}$ | 261.6 (15.3) | 275.8 | 98.1 (16.4) | 84.7 | 211.1 (21.5) | 217 | 0.16 |
| $\mathrm{Gul}_{2}{ }_{\text {J }}$ | 261.6 (15.2) | 275.8 | 98.1 (16.7) | 84.7 | 211.1 (21.5) | 217 | 0.14 |
| Gul2 ${ }_{\text {LJ }}$ | 261.6 (15.1) | 275.8 | 98.1 (15.9) | 84.7 | 211.1 (21.5) | 217 | 0.14 |
| Glc2H | 251.2 (26.4) | 268.7 | 110.6 (17.6) | 84.7 | 115.9 (21.6) | 129 | 0.25 |
| Man2H | 251.7 (39.2) | 274.5 | 113.6 (22.1) | 83.6 | 108.4 (17.5) | 126 | 0.34 |
| Gal2H | 102.3 (19.5) | 94.5 | 255.0 (19.2) | 267.9 | 142.4 (30.2) | 136 | 0.05 |
| Gu12H | 260.2 (19.9) | 275.8 | 99.4 (19.4) | 84.7 | 211.1 (21.5) | 217 | 0.05 |
| $\mathrm{Gul}_{2} \mathrm{Na}^{\mathrm{H}}$ | 260.2 (19.7) | 275.8 | 99.4 (19.2) | 84.7 | 211.1 (21.5) | 217 | 0.05 |

Table 4.3: Glycosidic linkage conformation and carboxylate group orientation. Mean values and standard deviations (along the time series; between parentheses) of the glycosidic dihedral angles $\phi$ and $\psi$, and of the dihedral angle $\gamma$ characterizing the orientation of the carboxylate group, averaged over the $N_{\text {res }}$ linkages for the different simulations (Table 4.2). The $\gamma$ values were refolded to a single period of $180^{\circ}$ prior to averaging (these periods were $30-210^{\circ}$ for $p G l c U$ and pManU, $60-240^{\circ}$ for $p$ GalU and $120-300^{\circ}$ for pGulU; Figure 4.3). The values $\phi_{\text {ref }}, \psi_{\text {ref }}$ and $\gamma_{\text {ref }}$ correspond to the dihedral-angle values reported for the different helix types by Braccini et al. ${ }^{55}$, based on MM3 relaxed-residue energy maps for the corresponding diuronic acids ( $\psi_{\text {ref }}$ was converted from the $\tilde{\psi}$ to the $\psi$ definition). The timescale $\tau_{\gamma}$ associated with the rotational isomerization of the carboxylate groups is also reported. See Section 4.3.2 for the definitions of $\phi, \psi, \tilde{\Psi}$ and $\gamma$. Averaging was performed over the final 9 ns of the simulations.
four polymers considered, two alternative types of regular helices were selected as starting conformations for the simulations ${ }^{55}: 2_{1^{-}}$and (left-handed) $3_{2}$-helix for $\mathrm{pGlcU}, \mathrm{pManU}$ and pGulU , or $2_{1}$ - and (right-handed) $3_{1}$-helix for pGalU. The $2_{1}$-helices were investigated for systems with an octameric ( $N_{\text {res }}=8$ ) repeat unit, and the $3_{1-}$ and $3_{2}$-helices for systems with a nonameric ( $N_{\text {res }}=9$ ) repeat unit. Initial coordinates for these eight chain configurations were generated using the program InsightII ${ }^{98}$, assuming ideal ${ }^{4} \mathrm{C}_{1}$ (pGlcU, $\mathrm{pManU}, \mathrm{pGalU}$ ) or ${ }^{1} \mathrm{C}_{4}$ ( pGulU ) ring geometries and using the reference $\phi$ and $\psi$ glycosidic dihedral angle values ( $\phi_{r e f}$ and $\psi_{r e f}$; Table 4.3) reported for the different helix types by Braccini et al. ${ }^{55}$ (based on MM3 relaxed-residues energy maps for the corresponding diuronic acids). The initial box dimension $L_{z}$ was set to $N_{\text {res }} \cdot h_{\text {ref }}$, where $h_{r e f}$ is the raise per residue associated with the selected $\phi_{r e f}$ and $\psi_{r e f}$ values in the specific chain (Table 4.4). The two other box dimensions $L_{x}$ and $L_{y}$ were set to 5 nm . The computational boxes were brought to overall neutrality by inclusion of counter-ions $\left(4 \mathrm{Ca}^{2+}\right.$ or $8 \mathrm{Na}^{+}$for $N_{\text {res }}=8$; $5 \mathrm{Ca}^{2+}+1 \mathrm{Cl}^{-}$for $N_{\text {res }}=9$ ), and filled to a water density of about $1 \mathrm{~g} \cdot \mathrm{~cm}^{-3}$. After energy mini-

| Code | $h[\mathrm{~nm}]$ | $h_{\text {ref }}[\mathrm{nm}]$ | $h_{\text {exp }}[\mathrm{nm}]$ | $M$ | $\theta[\mathrm{deg}]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Glc2 | $0.537(0.008)$ | 0.516 | $0.516^{a}$ | 4 | $180.0(29.8)$ |
| Man2 | $0.532(0.008)$ | 0.514 | $0.518^{b}$ | 4 | $180.0(39.6)$ |
| Gal2 | $0.459(0.011)$ | 0.425 | - | 4 | $180.0(23.1)$ |
| Gul2 | $0.459(0.012)$ | 0.427 | $0.436^{c}$ | 4 | $180.0(20.9)$ |
| Glc3 | $0.509(0.013)$ | 0.506 | - | $6(99.4), 5$ | $239.7(20.3)$ |
| Man3 | $0.523(0.008)$ | 0.506 | - | $5(99.7), 6^{e}$ | $200.1(22.1)$ |
| Gal3 | $0.467(0.011)$ | 0.443 | $0.447^{d}$ | 3 | $120.0(24.4)$ |
| Gul3 | $0.473(0.010)$ | 0.442 | - | 6 | $240.0(24.4)$ |
| Gul2 ${ }_{N a}$ | $0.459(0.012)$ | 0.427 | - | 4 | $180.0(21.4)$ |
| Gul2 | $2 J-$ | $0.459(0.012)$ | 0.427 | - | 4 |
| Gul2 | $18++$ | $0.459(0.011)$ | 0.427 | - | 4 |
| Glc2H | $0.537(0.010)$ | 0.516 | - | 4 | $180.0(20.5)$ |
| Man2H | $0.532(0.009)$ | 0.514 | - | $4(99.9), 3$ | $179.9(48.3)$ |
| Gal2H | $0.459(0.013)$ | 0.425 | - | $4(99.9), 3$ | $179.9(27.5)$ |
| Gul2H | $0.459(0.012)$ | 0.427 | - | 4 | $180.0(27.0)$ |
| Gul2 ${ }_{N a} \mathrm{H}$ | $0.459(0.014)$ | 0.427 | - | 4 | $180.0(26.9)$ |

Table 4.4: Helical parameters. Mean values and standard deviations (along the time series; between parentheses) of the turn angle $\theta$ and helix raise $h$, averaged over the $N_{\text {res }}$ linkages, together with the number $M$ of full right-handed turns per $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The values $h_{\text {ref }}$ correspond to the regular model helices proposed by Braccini et al. ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, and the values $h_{\text {exp }}$ to experimental (fiber diffraction; solid state) data (see footnotes below). For the M entries, the possible occurrence of two distinct values along a given simulation is indicated, together with the corresponding occurrence for the major component (between parentheses; in percent). See Section 4.3.2 for the definitions of $\theta, h$ and $M$. Averaging was performed over the final 9 ns of the simulations.
Experimental data from: ${ }^{a}$ Heyraud et al. ${ }^{18}$; ${ }^{b}$ Atkins et al..$^{42-44}$; $^{c}$ Atkins et al. ${ }^{42-44}$ and Sikorski et al. ${ }^{45}$ (Li et al..$^{52}$ report a lower value of 0.39 nm , which they attribute to a $3_{1}$-helical conformation); ${ }^{d}$ Walkinshaw et al..$^{53}$ e The corresponding distribution of $M$ for Man3 when calculated over the entire ( 10 ns ) trajectory is 5 (89.7\%) and 6 (10.3\%).
mization, equilibration was carried out by performing 0.2 ns MD simulation at constant pressure (1 bar; allowing for a small variation of $L_{z}$ from its initial value $N_{\text {res }} \cdot h_{r e f}$ ), increasing the temperature from 50 to 300 K in six successive steps, and the resulting configurations used for the production simulations (constant volume; fixed $L_{z}$ ).

The eight main simulations were carried out in the presence of $\mathrm{Ca}^{2+}$ counter-ions (and one $\mathrm{Cl}^{-}$ for $N_{\text {res }}=9$ ) at a temperature of 300 K (constant volume). In addition, eight simulation variants were carried out for a subset of systems with either or both of the following modifications: $(i)$ an artificially elevated temperature of 500 K ; (ii) the inclusion of $\mathrm{Na}^{+}$counter-ions (instead of $\mathrm{Ca}^{2+}$ ) or of $\mathrm{Ca}^{2+}$-like counter-ions with their effective radius (distance $\mathrm{R}_{\text {min }}^{*}$ at the minimum of the Lennard-Jones curve for ion-water interactions) decreased or increased by $20 \%$ relative to $\mathrm{R}_{\text {min }}^{*}=0.335 \mathrm{~nm}$ (for the GROMOS $\mathrm{Ca}^{2+}$ ion in SPC water). A summary of the simulated systems
and simulation conditions is provided in Table 4.2.

### 4.3.2 Analysis of the trajectories

The analysis of the trajectories was performed in terms pyranose ring conformation, carboxylate group orientation, glycosidic dihedral-angle conformation, helical parameters, intramolecular hydrogen bonding, ion distribution and binding, chain translational and rotational diffusion, and ionic diffusion. All dihedral-angle values were defined using the IUPAC sign convention ${ }^{99}$, the corresponding numerical values were selected within the range [ $0 ; 360^{\circ}$ [, and the corresponding distributions were computed with a bin width of $1^{\circ}$.

The ring conformation was assessed for all $N_{\text {res }}$ residues by monitoring the dihedral angles $\alpha_{k}, k=1 \ldots . .6\left(\mathrm{C}_{1}-\mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}, \mathrm{C}_{2}-\mathrm{C}_{3}-\mathrm{C}_{4}-\mathrm{C}_{5}, \mathrm{C}_{3}-\mathrm{C}_{4}-\mathrm{C}_{5}-\mathrm{O}_{5}, \mathrm{C}_{4}-\mathrm{C}_{5}-\mathrm{O}_{5}-\mathrm{C}_{1}, \mathrm{C}_{5}-\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{C}_{2}\right.$ and $\mathrm{O}_{5}-\mathrm{C}_{1}-$ $\mathrm{C}_{2}-\mathrm{C}_{3}$ ). The resulting ring shape (chair, boat or other) was defined by assigning the successive dihedral angles to wells of width $60^{\circ}$ centered at the six values corresponding to eclipsed or staggered rotamers. The orientation of the corresponding carboxylate group was assessed by monitoring the dihedral angles $\gamma_{1}\left(\mathrm{O}_{5}-\mathrm{C}_{5}-\mathrm{C}_{6}-\mathrm{O}_{61}\right)$ and $\gamma_{2}\left(\mathrm{O}_{5}-\mathrm{C}_{5}-\mathrm{C}_{6}-\mathrm{O}_{62}\right)$. Due to symmetry, these two dihedral angles are expected to present identical properties (given sufficient sampling) and are collectively referred to as $\gamma$.

The glycosidic dihedral angles $\phi$ and $\psi$ associated with the $N_{\text {res }}$ glycosidic linkages were defined (according to IUPAC recommendations ${ }^{99}$ ) as $\mathrm{O}_{5}-\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{4}^{\prime}$ and $\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{4}^{\prime}-\mathrm{C}_{3}^{\prime}$, respectively. An alternative definition $\tilde{\psi}$ is sometimes used for the latter angle ${ }^{55}$ as $\mathrm{C}_{1}-\mathrm{O}_{1}-\mathrm{C}_{4}^{\prime}-\mathrm{C}_{5}^{\prime}$. The two definitions are related by the approximate relationships $\tilde{\psi}=\psi+120^{\circ}$ (S-stereochemistry at $\mathrm{C}_{4}^{\prime}$; D-GlcU, D-ManU, L-GulU) or $\tilde{\psi}=\psi-120^{\circ}$ (R-stereochemistry at $\mathrm{C}_{4}^{\prime}$; D-GalU). The corresponding local helical parameters were defined in the following way ${ }^{100}$. The helix raise $h$ was measured by the distance between the "reference points" of two successive residues, this point being defined here as the center of geometry of the ring atoms $\mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{5}$ and $\mathrm{O}_{5}$. The helix turn angle $\theta$ was measured by the dihedral angle between the "reference vectors" of two successive residues, this vector being defined here as the projection of the vector connecting the midpoint of the $\mathrm{C}_{2}-\mathrm{C}_{3}$ bond to the midpoint of the $\mathrm{C}_{5}-\mathrm{O}_{5}$ bond onto the $x y$-plane (perpendicular to the helix axis). Values of $\theta$ within ranges of $\pm 30^{\circ}$ around 120,180 or $240^{\circ}$ were associated to local $3_{1^{-}}, 2_{1^{-}}$or $3_{2}$-helical conformations, respectively. Due to the (artificial) periodicity constraint along the $z$-axis of the computational box, the sum of $\theta$ values is always an integer multiple of $360^{\circ}$. However, the associated integer multiplicative factor $M$, representing the number of full right-handed turns per $N_{\text {res }}$ residues, may vary in time in the range $0 . . N_{\text {res }}-1$. This parameter was also monitored along the different simulations. A regular $n_{m}$ helix compatible with the periodic repeat unit of $N_{\text {res }}$ residues artificially imposed in the present simulations (i.e. for which $n$ is a divisor of $N_{r e s}$ ) will be characterized by $M=n^{-1} \cdot N_{\text {res }} \cdot m$. For example, a regular $2_{1}$-helix with $N_{\text {res }}=8$ will be associated with $M=4$. Similarly, regular $3_{1}$ - and $3_{2}$-helices with $N_{\text {res }}=9$ will be associated with $M=3$ and $M=6$, respectively. It is important to realize that although $M$ values can be associated to both simulated configurations and regular helices, it would be incorrect to assume that a simulated configuration with a given $M$ value is necessarily a regular helix of the corresponding type.

Intramolecular hydrogen bonding was analyzed considering all hydroxyl groups as potential hydrogen-bond donors, and all hydroxyl, ring or carboxylate oxygen atoms as potential acceptors. The presence of a hydrogen bond was defined by a maximal hydrogen-oxygen distance of 0.25 nm and a minimal oxygen-hydrogen-oxygen angle of $135^{\circ}$. A hydrogen bond between a hydroxyl
and a carboxylate group was assumed to be present if the hydroxyl group formed a hydrogen bond with either (or both) of the carboxylate oxygen atoms.

The distribution of the $N_{i o n}$ positive $\left(\mathrm{Ca}^{2+}\right.$ or $\left.\mathrm{Na}^{+}\right)$counter-ions along the chain was visualized by superimposing successive trajectory frames (chain and counter-ions) onto the initial (equilibrated) chain configuration (rotational and translational fit based on the $\mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{5}$ and $\mathrm{O}_{5}$ atoms), and displaying the positions of all positive ions at 10 ps intervals (excluding the first 1 ns of simulation; these figures are complemented by two-dimensional radial distribution functions $g_{2 D}(r)$ for the ionic coordinates in the $x y$-plane relative to the chain axis). The counter-ion distribution was further analyzed in terms of the radial distribution function $g(\rho)$ corresponding to the smallest (minimum-image) distance $\rho$ between any of the two carboxylate oxygen atoms and the closest counter-ion (excluding the first 1 ns of simulation). This function is defined in such a way that the integral of $4 \pi \rho^{2} g(\rho)$ over the entire simulation box (or any larger volume) is equal to $V=L_{x} \cdot L_{y} \cdot L_{z}$. In addition, ion-binding events were monitored for the $N_{\text {res }}$ residues, by assigning two cutoff values $\rho_{t}$ and $\rho_{l}$ (with $\rho_{t}<\rho_{l}$ ) to the distance $\rho$. The condition $\rho \leq \rho_{t}$ was associated to a tight binding event (TB; contact ion pair), the condition $\rho_{t}<\rho \leq \rho_{l}$ to a loose binding event (LB; solvent-separated ion pair), while $\rho>\rho_{l}$ corresponded to the absence of ion binding. The values of $\rho_{t}$ and $\rho_{l}$ were chosen as the locations of the first and the second minima in $g(\rho)$ for a given type of ion, i.e. $\rho_{t}$ was set to $0.33\left(\mathrm{Ca}^{2+}\right), 0.30\left(\mathrm{Na}^{+}\right), 0.31\left(\mathrm{Ca}^{2+}\right.$-like ion with $\mathrm{R}_{\text {min }}^{*}$ decreased by $20 \%$ ) or $0.35 \mathrm{~nm}\left(\mathrm{Ca}^{2+}\right.$-like ion with $\mathrm{R}_{\text {min }}^{*}$ increased by $20 \%$ ), while the corresponding values of $\rho_{l}$ were set to $0.57,0.54,0.52$ or 0.59 nm . The binding (LB or TB) of the carboxylate group of a given residue to a counter-ion that is simultaneously bound (LB or TB) to the carboxylate group of a different residue was referred to as a double binding ( DB ; ion bridging) event. Two different types of DB events were further distinguished depending on whether they involved the carboxylate groups of two neighbor residues ( $\mathrm{DB}_{n}$ ) or of two second-neighbor residues ( $\mathrm{DB}_{s}$; i.e. separated by single residue along the chain). The coordination of counter-ions with the other sugar oxygen atoms $\left(\mathrm{O}_{1}, \mathrm{O}_{2}, \mathrm{O}_{3}\right.$ or $\left.\mathrm{O}_{5}\right)$ was also monitored in an analogous way (radial distribution functions and binding events, using $\rho_{t}=0.34$ and $\rho_{l}=0.56 \mathrm{~nm}$ ). All radial distribution functions were computed with a bin width of 0.01 nm .

Diffusion coefficients were calculated by monitoring the mean-square displacements $Q_{\mathbf{q}}(t)$ of various time dependent quantities $\mathbf{q}(t)$, with averaging over all possible time origins (excluding the first 1 ns of simulation). The corresponding diffusion coefficients $D_{\mathbf{q}}$ were calculated based on the Einstein relation, taking into account the dimension $n(1,2$ or 3$)$ of the quantity $\mathbf{q}$. In practice, $D_{\mathbf{q}}$ was estimated from the slope of a regression line fitting $Q_{\mathbf{q}}(t)$ over the interval from 0 to 3 ns where these functions were found to be approximately linear. The quantities $\mathbf{q}$ considered and the corresponding diffusion coefficients $D_{\mathbf{q}}$ were: $(i)$ the $z$-coordinate of the chain center (center of geometry of the "reference points" of all residues; with $n=1$ ), to evaluate the chain longitudinal diffusion constant $D_{z} ;$ (ii) the coordinate vector of the chain center in the $x y$-plane (with $n=2$ ), to evaluate the chain transverse diffusion constant $D_{x y}$; (iii) the chain orientation angle $\Theta$ (mean of the "reference angles" of all residues; with $n=1$ ), to evaluate the chain rotational diffusion constant $D_{\Theta}$; $(i v)$ the $z$-coordinate of a given counter-ion (with $n=1$ ), to evaluate longitudinal diffusion constants $D_{i, z}$ for all (positive) counter-ions $i=1 \ldots . N_{i o n}$; (v) the coordinate vector of a given counter-ion in the $x y$-plane (with $n=2$ ), to evaluate the transverse diffusion constants $D_{i, x y}$ for all (positive) counter-ions $i=1 \ldots N_{i o n}$. While evaluating the corresponding time series $\mathbf{q}(t)$, care was taken to follow periodic coordinates as they diffused across different periods, without "refolding" to the reference interval.

Life-times of specific properties (dihedral angle in a specific well, local helical conformation of a given type, formation of inter-residue hydrogen bonds and ion binding events) were estimated by averaging the durations of all uninterrupted occurrences of the specific property over the trajectories. However, to avoid an excessive influence of occurrences or interruptions with very short durations on the overall statistics, an allowed excursion time $\tau_{\text {exc }}$ (set to 10 ps ) was applied, i.e. occurrences or interruptions were only accepted as such when their durations exceeded $\tau_{\text {exc }}$.

### 4.4 Results and discussion

### 4.4.1 Ring conformation and carboxylate group orientation

The mean values and standard deviations of the ring dihedral angles $\alpha_{k}, k=1 \ldots 6$, averaged over the $N_{\text {res }}$ residues, are reported in Table 4.8 for all simulations. The reported values are all consistent with leading ${ }^{4} C_{1}$ (pGlcU, pManU, pGalU) or ${ }^{1} C_{4}$ (pGulU) chair conformations (Figure 4.1), with deviations from the ideal values ( 60 or $300^{\circ}$ ) no larger that $10^{\circ}$. The leading chair conformation accounts for $99.7-100.0 \%$ of the sampled configurations at 300 K , or ( $98.1-99.8 \%$ ) at 500 K . The remaining conformations are slightly distorted chair forms, with very short lifetimes (typically $\leq$ 1 ps ). Note that glucuronate appears to be slightly more flexible compared to the other uronates. A similar observation was reported previously ${ }^{83}$ in the context of hexopyranoses.

The probability distributions of the dihedral angle $\gamma$ characterizing the orientation of the carboxylate group, averaged over the $N_{\text {res }}$ residues, are displayed in Figure 4.3 for the eight main simulations ( $300 \mathrm{~K}, \mathrm{Ca}^{2+}$ counter-ions; Table 4.2 ). The corresponding probability distributions for the eight simulation variants ( 500 K or different counter-ion environment), provided in Figure 4.14 , are qualitatively similar to the former ones. The mean values and standard deviations associated with these distributions are reported in Table 4.3 for all simulations, together with the corresponding timescales $\tau_{\gamma}$ for rotational isomerization between the two main (equivalent) carboxylate group orientations, and the values $\gamma_{\text {ref }}$ suggested for the different types of regular helices by Braccini et al. ${ }^{55}$ As expected, the $\gamma$ distributions are essentially periodic of period $180^{\circ}$, the conformations corresponding $\gamma$ and $\gamma+180^{\circ}$ representing equivalent carboxylate group orientations. Minor deviations from this expected periodicity, especially visible for simulation Glc2, only arise from incomplete sampling. Over a single $180^{\circ}$ period, all distributions are essentially unimodal except for simulation Glc2. Focusing on the eight main simulations, the corresponding average values (Table 4.3) are found to be about $115^{\circ}$ (pGlcU, pManU), $145^{\circ}$ (pGalU) and $215^{\circ}$ (pGulU). These values are in good agreement with the corresponding reference values $\gamma_{r e f}$, with deviations of at most $25^{\circ}$. A possible explanation for the dominance of these specific rotamers is that they involve approximately equal distances between the two carboxylate oxygen atoms and the glycosidic oxygen, thereby minimizing the corresponding Coulombic repulsion. However, other electronic effects, solvation, inter-residue hydrogen bonding and cation binding may $a$ priori also influence these conformational preferences. For simulation Glc2, a second peak in the $\gamma$ distribution is seen at about $130-140^{\circ}$ (Figure 4.3), which is not present in simulation Glc3. Besides this change, the distributions are only sensitive to the initial helical conformation for pGalU and pGulU, where the distribution becomes narrower and the peak position is shifted by about $+10^{\circ}$ or $-10^{\circ}$, respectively, when changing from the two- to the three-fold helix.

At 300 K , the timescales $\tau_{\gamma}$ associated with the rotation of the carboxylate group are sig-


Figure 4.3: Normalized probability distributions of the $\gamma$ dihedral angle characterizing the orientation of the carboxylate group, averaged over the $N_{\text {res }}$ residues, for the eight main simulations $\left(300 \mathrm{~K}, \mathrm{Ca}^{2+}\right.$ counterions; Table 4.2). The $\gamma$ distribution accounts for the combined distributions of the two symmetry-related dihedral angles $\gamma_{1}$ and $\gamma_{2}$. See Section 4.3.2 for the definitions of $\gamma_{1}, \gamma_{2}$ and $\gamma$. Averaging was performed over the final 9 ns of the simulations.
nificantly longer for pGlcU and $\mathrm{pManU}(\geq 4 \mathrm{~ns})$ compared to pGalU and $\mathrm{pGulU}(160-740 \mathrm{ps})$. Expectedly, rotational isomerization is much faster at 500 K (in particular for pGlcU and pManU ). For pGulU at 300 K , a change in the counter-ion environment has essentially no influence on $\tau \gamma$.

The origin of the above differences between diequatorially- and diaxially-linked homopolyuronates in terms of the dependence of the $\gamma$ distribution and of the $\tau_{\gamma}$ value on the helix type at 300 K remains unclear. In particular, these differences can not be easily rationalized on the basis of the hydrogen bonds involving the carboxylate groups (Section 4.4.4) or of counter-ion binding or bridging (Section 4.4.5).

### 4.4.2 Glycosidic linkage conformation

The probability distributions of the glycosidic dihedral angles $\phi$ and $\psi$, averaged over the $N_{\text {res }}$ linkages, are displayed in Figure 4.4 for the eight main simulations. The corresponding probability distributions for the eight simulation variants, provided in Figure 4.15, are qualitatively similar to the former ones. The mean values and standard deviations associated with these distributions are reported in Table 4.3 for all simulations, and compared with the values $\phi_{r e f}$ and $\psi_{r e f}$ suggested for the different types of regular helices by Braccini et al. ${ }^{55}$. A representation of the trajectories in the form of configurations sampled on the Ramachandran $(\phi, \psi)$ map is also provided in Figures 4.16
and 4.17 for all simulations.
The conformational preferences around the glycosidic dihedral angle $\phi$ are expected to be dominated by the exo-anomeric effect ${ }^{101-105}$ which stabilizes (assuming the chair conformations of Figure 4.1) conformers with $\phi$ values of about $300^{\circ}$ (D-enantiomer, $\beta$-linkage; $\mathrm{pGlcU}, \mathrm{pManU}$ ), $60^{\circ}$ (D-enantiomer, $\alpha$-linkage; pGalU) and $300^{\circ}$ (L-enantiomer, $\alpha$-linkage; pGulU). These preferences are essentially respected in the reference values $\phi_{\text {ref }}$ suggested by Braccini et al. ${ }^{55}$. These values are comprised between 268.7 and $295.9^{\circ}$ for pGlcU , pManU and pGulU, while they are 74.6 or $94.5^{\circ}$ for pGalU . The associated $\psi_{\text {ref }}$ values are not influenced by such a large stereoelectronic effect, and probably correspond to conformations affording a good compromise between steric effects, inter-residue hydrogen bonding and solvation given the above $\phi_{\text {ref }}$ preferences. Focusing on the eight main simulations, the average $\phi$ and $\psi$ values agree reasonably well with


Figure 4.4: Normalized probability distributions of the glycosidic dihedral angles $\phi$ and $\psi$, averaged over the $N_{\text {res }}$ linkages, for the eight main simulations (300K, Ca ${ }^{2+}$ counter-ions; Table 4.2). See Section 4.3.2 for the definitions of $\phi$ and $\psi$. Averaging was performed over the final 9 ns of the simulations.
the corresponding $\phi_{r e f}$ and $\psi_{r e f}$ values for the same helix type. However, the deviations of the simulation averages from the reference values (ranging between -16.2 and $+8.5^{\circ}$ for $\phi$ or between -27.3 and $+24.6^{\circ}$ for $\psi$ ), as well as the fluctuations observed during the simulations (ranging between 14.1 and $35.2^{\circ}$ for $\phi$ or between 12.9 and $19.2^{\circ}$ for $\psi$ ), remain significant. The largest deviations relative to the reference values are found for simulations Glc2, Man2 and Man3. Note, however, that perfect agreement should probably not be expected because: $(i)$ the reference values are associated with rigid (idealized) configurations, while the present averages characterize conformational ensembles at 300 K ; (ii) the reference values are based on relaxed-residue energy maps for uronic acids (protonated form) at the disaccharide level, while the present averages are representative for formally infinite polyuronate chains (deprotonated form); (iii) the reference values are based on implicit-solvent calculations with the MM3 force field ${ }^{65-67}$ in the absence of
counter-ions, while the present averages are based on explicit-solvent MD simulations with the GROMOS force field ${ }^{74,75,81}$ including counter-ions; $(i v)$ the reference values were explicitly adjusted to be compatible with the formation of regular two- or three-fold helices, while no such constraint is applied in the present simulations. Nevertheless, as can be seen from Figure 4.16, the reference conformation of Braccini et al. is always included (and usually centered; except for Glc2 and Man2) in the area of the Ramachandran map visited by the simulations.

The probability distributions of the $\phi$ and $\psi$ dihedral angles in the eight main simulations (Figure 4.4) are all essentially unimodal, with the exception of the $\phi$ distributions for simulations Glc2 and Man2. This feature explains the particularly high fluctuations of $\phi$ ( 24.1 and $32.2^{\circ}$, respectively), and possibly also the more important deviations from $\phi_{\text {ref }}$ ( -16.1 and $-14.3^{\circ}$, respectively), observed in these two simulations (Table 4.3). The corresponding $\phi$ distributions can be deconvoluted as the sum of two quasi-Gaussian peaks, centered at 219 and $261^{\circ}$ (relative populations 18 and $82 \%$, respectively) for Glc2, or at 195 and $279^{\circ}$ (relative populations 21 and $79 \%$ ) for Man2. The corresponding $\psi$ values (evaluated separately for the subset of conformers with $\phi<233^{\circ}$ and $\phi>233^{\circ}$ ) are 100.0 and $112.1^{\circ}$ for Glc2, or 97.1 and $108.1^{\circ}$ for Man2. In both systems, the second (major) peak is in the expected range for a local $2_{1}$-helical conformation. However, the first (minor) peak is not in the appropriate range for a local $3_{2}$-helical conformation. As will be seen below (Section 4.4.3), it corresponds to a local $3_{1}$-helical conformation. The simulations initiated from the corresponding three-fold helices (Glc3 and Man3) are characterized by an essentially unimodal probability distribution for $\phi$, although the minor conformer can also be detected in simulation Man3 (with a marginal occurrence). Note that these minor conformers are the only ones sampled in the present simulations (with a non-negligible population) that are not in the expected range for stabilization by the exo-anomeric effect. The time series of the $\phi$ and $\psi$ dihedral angles for the individual $N_{\text {res }}$ linkages are displayed in Figure 4.5 and 4.6 for simulations Glc2, Man2, Glc3 and Man3. Hopping between the minor and major conformers is evident in the time series of the $\phi$ dihedral angle for the individual linkages during simulations Glc2 and Man2 (Figure 4.5) and, to some extent, Man3 (Figure 4.6). The transitions are local and asynchronous along the chain, i.e. only a few linkages adopt the minor conformation simultaneously. The average residence time of a dihedral angle in the latter conformation ( $\phi<233^{\circ}$ ) is 70 ps for Glc2 and 220 ps for Man2. For simulations Glc3 and Man3, very brief excursions can be observed (of a few ps duration) toward $\phi$ values comprised between 0 and $120^{\circ}$ (Figure 4.6). Note, finally, that none of the transitions described above for $\phi$ are associated with significant changes in $\psi$.

The average $\phi$ and $\psi$ values at 500 K do not differ significantly from those at 300 K , while the corresponding fluctuations are somewhat enhanced (Table 4.3). For pGulU at 300 K , the nature of the counter-ions has essentially no influence on the corresponding average values and fluctuations.

### 4.4.3 Helical parameters

The probability distributions of the helix raise $h$ and turn angle $\theta$, averaged over the $N_{\text {res }}$ linkages, are displayed in Figure 4.7 for the eight main simulations, and in Figure 4.18 for the eight simulation variants. The latter distributions are qualitatively similar to the former ones. The mean values and standard deviations associated with these distributions are reported in Table 4.4 for all simulations, together with the corresponding values $h_{\text {ref }}$ for the regular helical models proposed by Braccini et al. ${ }^{55}$ and with experimental values $h_{\text {exp }}$ from fiber diffraction measurements in the solid state ${ }^{18,42-44,44,45,52,53}$. Due to the (artificial) periodicity constraint imposed to the chains


Figure 4.5: Time series of the glycosidic dihedral angle $\phi$ and $\psi$, and of the turn angle $\theta$, for the $N_{\text {res }}$ linkages, together with that of the number $M$ of full right-handed turns per $N_{\text {res }}$ residues, as monitored during simulations Glc2 and Man2 (Table 4.2). See Section 4.3 .2 for the definitions of $\phi, \psi, \theta$ and $M$. Successive curves ( $\phi, \psi$ and $\theta$ ) corresponding to the different residues along the chain are shifted upwards by $180^{\circ}$ for readability.
along the $z$-axis of the computational box (and the fact that $L_{z}$ is fixed in the present constantvolume simulations), the instantaneous value of $h$ averaged over all linkages along the chains (and thus, obviously, its time-average) is always equal to $N_{\text {res }}^{-1} \cdot L_{z}$ (compare Tables II and IV). Focusing on the eight main simulations, diequatorially-linked chains ( $\mathrm{pGlcU}, \mathrm{pManU}$ ) are more extended than diaxially-linked ones (pGalU, pGulU), by about $16-17 \%$ and $8-12 \%$ for the simulations initiated from two- and three-fold, helices respectively. This difference is expected since a rigid chair conformation places diequatorial $\mathrm{O}_{4}$ and $\mathrm{O}_{1}$ atoms at a distance of about 0.56 nm , compared to only about 0.48 nm for the corresponding diaxial configuration. For the diequatorially-linked chains, $h$ is higher by about 2-6 \% for the simulations initiated from a two-fold helix compared to those initiated from the three-fold helix. For the diaxially-linked chains, the opposite is true and the values are higher by about $2-3 \%$ for the three-fold relative to the two-fold helices. The distributions of $h$ values are all unimodal (Figure 4.7). The average values of $h$ are somewhat higher (by $0.5-7 \%$ ) compared the $h_{\text {ref }}$ values for the corresponding model regular helices, themselves being very close to the experimental values $h_{\text {exp }}$ in the solid state (Table 4.4). This results from a slight expansion of the chains during the 0.2 ns equilibration period at constant pressure (Section 4.3.1). Such a difference probably results from the introduction of thermally-induced conformational disorder (deviation from rigid regular helices in the simulated ensemble at 300 K ; $h \neq h_{\text {ref }}$ ) and of solvation forces (replacing the packing forces present in the solid sate; $h \neq h_{\text {exp }}$ ).

Assuming fixed bond lengths and angles as well as rigid pyranose ring conformations, the helix turn angle $\theta$ defining the local helicity is a unique function of the glycosidic dihedral angles


Figure 4.6: Time series of the glycosidic dihedral angle $\phi$ and $\psi$, and of the turn angle $\theta$, for the $N_{\text {res }}$ linkages, together with that of the number $M$ of full right-handed turns per $N_{\text {res }}$ residues, as monitored during simulations Glc3 and Man3 (Table 4.2). See Section 4.3 .2 for the definitions of $\phi, \psi, \theta$ and $M$. Successive curves ( $\phi, \psi$ and $\theta$ ) corresponding to the different residues along the chain are shifted upwards by $180^{\circ}$ for readability.
$\phi$ and $\psi$. A representation of the trajectories correlating the $(\phi, \theta)$ and $(\psi, \theta)$ dihedral angle pairs is provided in Figures 4.19-4.22 for all simulations. These maps indicate that $\theta$ is about equally sensitive to variations in both $\phi$ and $\psi$. The ( $\phi, \theta$ ) maps corresponding to simulations Glc2 and Man2 also show that the minor conformers observed in the corresponding $\phi$ distributions (Section 4.4.2) can be associated to local $3_{1}$-helical conformations. The average $\theta$ values for these minor conformers ( $\phi<233^{\circ}$ ) are 140.5 and $115.7^{\circ}$ for Glc2 and Man2, respectively (local $3_{1}$-helical conformation), to be compared with 191.8 and $197.7^{\circ}$ for the major conformers (local 2 -helical conformation).

Due to the (artificial) periodicity constraint imposed to the chains in the present simulations, the instantaneous value of the $\theta$, averaged over all linkages along the chain, is always an integer multiple of $N_{\text {res }}^{-1} \cdot 360^{\circ}$. However, because the corresponding integer multiplicative factor $M$ (number of full right-handed turns for the repeat unit of $N_{\text {res }}$ residues) may vary in time, the same property need not be satisfied by the corresponding time average (Table 4.4). In practice, however, the value of $M$ remains identical or nearly identical ( Glc 3 , $\mathrm{Man} 2 \mathrm{H}, \mathrm{Ga} 2 \mathrm{H}$ ) to the corresponding value for the initial model helix throughout all but one simulations (Man3), i.e. $M$ is 4 for the simulations initiated from $2_{1}$-helices ( $N_{\text {res }}=8$ ), 3 for those initiated from $3_{1}$-helices ( $N_{\text {res }}=9$ ) and 6 for those initiated from $3_{2}$-helices ( $N_{\text {res }}=9$ ). Simulation Man3 represents the exception with a dominant $M$ value of 5 (over the final 9 ns of the simulation) and an average $\theta$ value close to $200^{\circ}$.

The time series of $\theta$ for the individual $N_{\text {res }}$ linkages, together with the corresponding time series of $M$, are displayed in Figure 4.5 and 4.6 for simulations Glc2, Man2, Glc3 and Man3. The


Figure 4.7: Normalized probability distributions of the helix raise $h$ and turn angle $\theta$, averaged over the $N_{\text {res }}$ linkages, for the eight main simulations (300K, Ca ${ }^{2+}$ counter-ions; Table 4.2). See Section 4.3.2 for the definition of $h$ and $\theta$. Averaging was performed over the final 9 ns of the simulations.
transitions observed in $\phi$ between major and minor conformers for simulations Glc2, Man2 and, to some extent, Man3 (Section 4.4.2) clearly correspond to simultaneous transitions in $\theta$. The $M$ value is always 4 in simulations Glc2 and Man2. It is nearly always 6 in simulation Glc3,( besides two short transitions to a value of 5). The situation is different for simulation Man3. During the first 1.02 ns of this simulation, the $M$ value is 6 (as appropriate for a $3_{2}$-helix with $N_{\text {res }}=9$, i.e. for the starting structure). However, at this time point, the value abruptly changes to 5 (as appropriate for a 95 -helix) and remains constant for the rest of the simulation.

The occurrences of regular or quasi-regular helices are reported in Table 4.5 for all simulations (final 9 ns ), together with the five most frequently encountered distributions of linkages among different local helical conformations. Although the value of $M$ essentially stays identical to that of the initial two- or three-fold helical model in all simulations except Man3, the corresponding regular helix only constitutes a limited fraction of the configurations sampled along these simulations. Focusing on the eight main simulations, the corresponding occurrences range from 2.0 to $33.8 \%$ ( $0.0 \%$ for Man3). These occurrences increase if one includes quasi-regular helices (i.e. presenting one or a few linkages with $\theta$ values outside the expected range for a regular helix of the given type). For example, quasi-regular helices matching the initial helical structure except for at most one defect already account for 10.0 to $69.8 \% ~(0.1 \%$ for Man 3 ) of the sampled configurations. Simulation Man3 evidences a marginal occurence of (quasi-)regular $3_{2}$-helix (over the final 9 ns of the simulation), which is not surprising given that its dominant $M$ value of 5 over this time period is incompatible with such a helix. However, when the comparison is performed relative to

| Code | $H_{0}$ [\%] | $H_{1}$ [\%] | $\mathrm{H}_{2}$ [\%] | $H_{3}$ [\%] | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ | $P_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Glc2 | 5.0 | 20.7 | 45.8 | 71.0 | 161 (20.9) | 251 (18.9) | 242 (15.4) | 170 (11.9) | 152 (6.1) |
| Man2 | 2.0 | 10.0 | 28.5 | 51.2 | 242 (25.3) | 161 (15.4) | 251 (15.1) | 233 (10.1) | 170 (7.3) |
| Gal2 | 20.5 | 53.9 | 82.5 | 95.0 | 170 (27.6) | 161 (25.0) | 080 (20.5) | 251 (8.8) | 071 (5.7) |
| Gul2 | 30.2 | 65.9 | 88.3 | 96.5 | 080 (30.2) | 071 (23.2) | 161 (19.9) | 170 (12.5) | 152 (4.4) |
| Glc3 | 33.8 | 69.8 | 90.8 | 97.8 | 009 (33.8) | 018 (18.2) | $008^{\prime}$ (17.9) | $017{ }^{\prime}$ (17.5) | $026{ }^{\prime}$ (3.5) |
| Man3 | 0.0 | 0.1 | 0.2 | 1.1 | 063 (30.2) | 072 (29.2) | 054 (11.3) | 081 (8.4) | 144 (7.5) |
|  | 0.5 | 9.0 | 38.2 | $69.6^{a}$ |  |  |  |  |  |
|  | 37.4 | 68.0 | 89.6 | $97.4{ }^{\text {b }}$ |  |  |  |  |  |
| Gal3 | 14.8 | 46.4 | 76.3 | 92.9 | 810 (23.7) | $7^{\prime} 10$ (23.4) | 900 (14.8) | $6^{\prime} 20$ (10.8) | $8^{\prime} 00$ (7.8) |
| Gul3 | 12.9 | 40.9 | 70.8 | 89.9 | $017{ }^{\prime}$ (24.1) | 018 (20.1) | 009 (12.9) | 026 (11.5) | 008' (7.9) |
| Gul2 ${ }_{\text {Na }}$ | 25.4 | 59.3 | 87.0 | 96.8 | 080 (25.4) | 161 (25.1) | 071 (20.6) | 170 (13.4) | 251 (4.9) |
| $\mathrm{Gul}_{2 J-}$ | 31.1 | 63.6 | 87.4 | 96.6 | 080 (31.1) | 161 (21.5) | 071 (18.8) | 170 (13.6) | 152 (5.2) |
| $\mathrm{Gul}_{2 J+}$ | 26.5 | 60.5 | 87.1 | 96.8 | 080 (26.5) | 161 (24.2) | 071 (20.5) | 170 (13.5) | 251 (4.9) |
| Glc2H | 2.5 | 11.2 | 32.1 | 57.8 | 242 (20.4) | 161 (18.5) | 251 (14.9) | 152 (10.0) | 332 (7.3) |
| Man2H | 0.1 | 0.7 | 4.7 | 14.8 | 242 (17.3) | 323 (17.0) | 233 (10.2) | 332 (9.2) | 314 (6.2) |
| Gal2H | 9.8 | 31.6 | 61.3 | 83.6 | 161 (26.5) | 170 (13.0) | 251 (12.0) | 242 (10.3) | 080 (9.8) |
| Gul2H | 9.6 | 31.1 | 61.3 | 84.0 | 161 (26.8) | 071 (12.3) | 251 (11.2) | 152 (11.2) | 242 (10.5) |
| $\mathrm{Gul}_{2} \mathrm{Na} \mathrm{H}$ | 9.6 | 31.6 | 63.0 | 84.6 | 161 (27.7) | 071 (12.9) | 152 (11.1) | 251 (10.2) | 242 (10.0) |

Table 4.5: Occurrences of regular (or quasi-regular) helices and most frequent distributions of the linkages among the different types of local helical conformations. The results are reported for the different simulations (Table 4.2). The successive entries $H_{k}, k=0 \ldots 3$, denote the occurrences of trajectory configurations where at least $N_{\text {res }}-k$ linkages are characterized by a turn angle $\theta$ in the appropriate range for the helical conformation of the regular helix used to initiate the corresponding simulation (Table 4.2). The successive $P_{k}, k=1 . .5$, entries encode the five most frequent distributions of the $N_{\text {res }}$ residues among the different types of local helical conformations, together with the corresponding occurrences (between parentheses; in percent). The first, second and third digits of the code denote the number of residues in a local $3_{1^{-}}, 2_{1^{-}}$and $3_{2}$-helical conformation, respectively. A prime after the first or third digit indicates the presence of one linkage with a $\theta$ value in the range [ $0 ; 90^{\circ}$ [ or ]270; $360^{\circ}$ [, respectively. The sum of the three digits increased by the number of primes is equal to $N_{\text {res }}$. See Section 4.3.2 for the definition of $\theta$ and of the associated local helical conformations. Averaging was performed over the final 9 ns of the simulations.
${ }^{a}$ with reference to a regular $2_{1}$-helix (instead of the $3_{2}$-helical starting structure); ${ }^{b}$ with reference to a regular $9_{5}$ helix (instead of the $3_{2}$-helical structure; a local 95 -helical conformation is defined here by a turn angle $\theta$ within a range of $\pm 30^{\circ}$ around $200^{\circ}$ ).
a $9_{5}$-helix instead, the occurences of the regular helix and the quasi-regular helix with at most one defect raise to $37.4 \%$ and $68.0 \%$, respectively.

The comparison of the different systems shows that simulations Gul2, Glc3 and (to a lesser extent) Gal2 sample configurations that are closer to their initial helical structures and simulations Glc2, Man2 and Man3 sample very different configurations, while simulations Gal3 and Gul3 show intermediate behavior. These differences are also evidenced by the most frequently occurring distributions of linkages among local helical conformations. This distribution is encoded in Table 4.5 in the form of a pattern $a^{\left.l^{\prime}\right]} b c^{\left.l^{\prime}\right]}$ indicating how many linkages along the chain adopt a local $3_{1^{-}}$, $2_{1^{-}}$or $3_{2}$-helical conformation, respectively (the prime corresponding to a linkage with $\theta$ outside any of the three corresponding intervals, its position indicating the closest recognized configuration). The leading patterns for Gul2 and Glc3 are the regular $2_{1-}$ and $3_{2}$ - helices, respec-
tively, while the second and fourth or second and third most frequent patterns, respectively, are quasi-regular helices with a single defect. Simulations Gal2, Gal3 and Gul3 all have the regular helix ( $2_{1^{-}}, 3_{1^{-}}$and $3_{2}$-helix, respectively) as the third most frequent pattern, and the same helix with a single defect as one of the two most frequent ones. In contrast, the leading patterns for Glc2 and Man2 are all irregular. For Man3, the analysis in terms of such patterns is probably somewhat misleading, since these do not account for the local 95 -helical conformation.

Taken together, the above observations provide a hint that conformational ensembles in the neighborhood of the regular $3_{2^{-}}, 9_{5^{-}}, 2_{1^{-}}$and $2_{1}$-helices may represent the expected helical propensities for single chain $\mathrm{pGlcU}, \mathrm{pManU}, \mathrm{pGalU}$ and pGulU , respectively, in solution, with the possibility of an alternative $3_{1}$-helical form for pGalU .

The time evolution of the local helical conformation at the level of the $N_{\text {res }}$ glycosidic linkages is illustrated in Figure 4.8 and 4.9 for the eight main simulations. The corresponding occurrences and lifetimes, averaged over the $N_{\text {res }}$ linkages (together with the associated standard deviations), are reported in Table 4.6 for all simulations. Note that local conformations that cannot be classified as $2_{1^{-}}, 3_{1^{-}}$or $3_{2^{-}}$helical conformations (i.e. with $\theta$ outside the range [ $90 ; 270^{\circ}$ ]) have rather limited occurrences, remaining below $1 \%$ except for simulations Glc3 (5.9\%), Gal3 (7.8\%), Gul3 (9.1\%) and Man2H (2.8\%).

Focusing on the eight main simulations, those initiated from a regular $2_{1}$-helix expectedly show a predominance of local 21 -helical conformations ( 66.1 and $57.5 \%$ for Glc2 and Man2; 81.4 and $85.0 \%$ for Gal2 and Gul2). However, local $3_{1^{-}}$and $3_{2}$-helical conformations (which require a change of about $\pm 60^{\circ}$ in $\theta$ ) are also frequently encountered (about $15-20 \%$ each for Glc2 and Man2; about 5-10\% each for Gal2 and Gul2). These alternative local conformations occur asynchronously and non-cooperatively along the chain (Figure 4.8), with average lifetimes of the order of $25-55 \mathrm{ps}$, except for the local $3_{1}$-helical conformation in Man2 ( 181 ps ; distinct formation events of about 1 ns duration are clarly visible in Figure 4.8, which coincide with the $\phi$ and $\theta$ transitions observed in Figure 4.5). The latter observation is probably related to the fact that the associated transition from the $2_{1}$-helical conformation involves hopping between two non-overlapping wells of the $\phi$ distribution (Figure 4.4). The occurrences of about $20 \%$ for the local $3_{1}$-helical conformation in simulations Glc2 and Man2 agree very well with the populations associated with the minor peaks in the $\phi$ distributions (Section 4.4.2), the major peak being associated with all other local conformation (predominantly $2_{1}$ - and $3_{2}$-helical).

Except for simulation Man3, the main simulations initiated from a regular three-fold ( $3_{1}-$ or $3_{2}-$ ) helix show an even stronger predominance of the corresponding local helical conformation ( $87.9 \%$ for Glc3; 80.9 and $79.0 \%$ for Gal3 and Gul3, respectively). The alternative local $2_{1}$ helical conformation (which requires a changes of about $\pm 60^{\circ}$ in $\theta$ ) is also frequently encountered (about $5-10 \%$ ), but the local three-fold conformation of opposite handedness is essentially absent (probably because it requires a larger change of about $\pm 120^{\circ}$ in $\theta$ ). The alternative local $2_{1}$-helical conformations also occurs asynchronously and non-cooperatively along the chain (Figure 4.9), with an average lifetime of the order of $30-45$ ps. For simulation Man3 the results of Figure 4.9 and Table 4.6 are probably somewhat misleading, since they do not account for the local $9_{5}$-helical conformation dominant after 1.02 ns .

The corresponding graphs describing the time-evolution of the local-helical conformation for the eight simulation variants are provided in Figures 4.23 and 4.24. Expectedly, the interconversion between the different local helical conformations is much more rapid at 500 K compared to 300 K (Figure 4.8). Except for simulation Man2H, the average $\theta$ values are essentially unaltered


Figure 4.8: Time evolution of the local helical conformations and of the inter-residue hydrogen bonds for the $N_{\text {res }}$ glycosidic linkages, as well as of ion binding events for the $N_{\text {res }}$ residues, displayed for simulations Glc2, Man2, Gal2 and Gul2 (Table 4.2). The indicated events are the formation of a local $2_{1-}$-, $3_{1}$ - or $3_{2}$-helical conformation, of $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ or $\left.O_{5} \leftarrow H_{3}^{\prime}\right)$ hydrogen bonds, of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair or of an ion pair (LB or TB) involving an ion also bound (LB or TB) to the carboxylate group of another residue (double binding; DB; smaller bars for the two involved carboxylate groups). See Section 4.3.2 for definitions of local helical conformations, hydrogen bonding and ion binding. The sampling period (individual bars) is 20 ps. Color code $2_{1}$ (black), $3_{1}$ (red), $3_{2}$ (green), $H_{2} \rightarrow O_{6}^{\prime}$ (pink), $O_{5} \leftarrow H_{3}^{\prime}$ (brown), LB (cyan), TB (blue), DB (orange).


Figure 4.9: Time evolution of the local helical conformations and of the inter-residue hydrogen bonds for the $N_{\text {res }}$ glycosidic linkages, as well as of ion binding events for the $N_{\text {res }}$ residues, displayed for simulations Glc3, Man3, Gal3 and Gul3 (Table 4.2). The indicated events are the formation of a local $2_{1-}$, $3_{1-}$ or $3_{2}$-helical conformation, of $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ or $\left.O_{5} \leftarrow H_{3}^{\prime}\right)$ hydrogen bonds, of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair or of an ion pair (LB or TB) involving an ion also bound (LB or TB) to the carboxylate group of another residue (double binding; DB; smaller bars for the two involved carboxylate groups). See Section 4.3 .2 for definitions of local helical conformations, hydrogen bonding and ion binding. The sampling period (individual bars) is 20 ps. Color code $2_{1}$ (black), $3_{1}$ (red), $3_{2}$ (green), $H_{2} \rightarrow O_{6}^{\prime}$ (pink), $O_{5} \leftarrow H_{3}^{\prime}$ (brown), LB (cyan), TB (blue), DB (orange).
(Table 4.4), the occurrences of the three types of local helical conformations changes little (Table 4.6 ; by up to about $10 \%$ ) and the populations of regular helices (Table 4.5) decrease by about a factor 2-3. The nature of the counter-ions for pGulU at 300 K has essentially no influence on any of the observables discussed in this section.

### 4.4.4 Intramolecular hydrogen bonding

The four homopolyuronates may present two types of inter-residue hydrogen bonds across the glycosidic linkage: $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ and $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ (Figure 4.2). Due to the axial orientation of the 2-OH group in pManU , the former hydrogen bond is incompatible with a regular $2_{1}$-helical conformation (although it may occur in other conformations). Similarly, the orientation of the 3-OH group in pGulU prevents the formation of the second type of hydrogen bond in regular two- and threefold helices. In an aqueous environment, the actual occurrences of these inter-residue hydrogen bonds are expected to depend on the local chain conformation. In the solid state, where regular helices are observed, the reported crystallographic structures are compatible with $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen bonds for $\mathrm{pGlcU}^{18}$ ( $2_{1}$-helix; presumed by analogy with the cellulose II structure ${ }^{33}$ ), $\mathrm{pGalU}^{53}$ ( $3_{1}$-helix) and pGulU ${ }^{42-46}$ ( $2_{1}$-helix), and with $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ hydrogen bonds for $\mathrm{pGlcU}^{18}$ ( $2_{1}$-helix; presumed) and $\mathrm{pManU}^{42-44,46}$ ( 2 - -helix).

In the sixteen simulations, only the two above types of intramolecular hydrogen bonds were observed. The time evolution of these hydrogen bonds at the level of the $N_{\text {res }}$ glycosidic linkages is illustrated in Figure 4.8 and 4.9 for the eight main simulations. The corresponding occurrences and lifetimes, averaged over the $N_{\text {res }}$ linkages (together with the associated standard deviations), are reported in Table 4.6 for all simulations.

Focusing on the eight main simulations, the following qualitative observations can be made. The $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen bond is only compatible (i.e. present with a significant occurrence) with the following local helical conformations: $2_{1}$ and $3_{1}$ for $\mathrm{pGlcU} ; 3_{1}$ for $\mathrm{pManU} ; 2_{1}, 3_{2}$ and (to a limited extent) $3_{1}$ for $\mathrm{pGalU} ; 2_{1}$ and (to a limited extent) $3_{2}$ for pGulU . As a consequence of the populations of these local helical conformations in the different simulations, the occurrence of the $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen bond is high for Glc2, Gal2 and Gul2 (about 70-80\%), moderate for Man2, Gal3 and Gul3 (about 20-25\%), and low for Glc3 and Man3 (about 6\% or less). The $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ hydrogen bond is only compatible with the following local helical conformations: $2_{1}$ and (to a limited extent) $3_{2}$ for $\mathrm{pGlcU} ; 2_{1}$ and (to a limited extent) $3_{2}$ for $\mathrm{pManU} ; 2_{1}$ (to a limited extent) for pGalU; none for pGulU. As a consequence of the populations of these local helical conformations in the different simulations, the occurence of the $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ hydrogen bond is high for Glc2, Man2 and Man3 (about 45-75\%), moderate for Gal2 and Glc3 (15-30\%), and low for Gal3, Gul2 and Gul3 (about 3\% or less). The lifetimes of the two types of hydrogen bonds range from 26 to 269 ps for the eight main simulation, the exact values being largely correlated with the corresponding occurences. The occurences of the two types of hydrogen bonds in simulations Glc2, Man2, Gal3 and Gul2 agree very well with the hydrogen bonding patterns suggested by the corresponding solid-state structures obtained from fiber diffraction measurements ${ }^{18,42-44,44-46,53}$. Assuming that hydrogen bonding is an important conformational driving force ${ }^{83}$, it is reasonable to expect that the formation of $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ inter-residue hydrogen bonds affects the rotameric distribution and isomerization timescale of the $\gamma$ angle characterizing the orientation of the carboxylate groups (Section 4.4.1). However, the present simulations do not evidence clearly this presumed influence. In particular, the $\gamma$ distribution is shifted by about $10^{\circ}$ and becomes narrower for pGulU and

| Code | 21 | 31 | 32 | $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ | $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ | LB | TB | DB |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| occurences [\%] |  |  |  |  |  |  |  |  |
| Glc2 | 66.1 (2.9) | 19.3 (4.6) | 14.6 (3.8) | 79.2 (4.9) | 45.9 (3.7) | 31.9 (15.2) | 0.3 (0.5) | 0.3 (0.2) |
| Man2 | 57.5 (5.4) | 20.7 (7.1) | 20.8 (2.9) | 19.5 (6.8) | 55.9 (5.7) | 26.4 (7.2) | - | 1.2 (0.7) |
| Gal2 | 81.4 (2.7) | 11.4 (2.1) | 7.2 (1.1) | 80.0 (1.4) | 17.9 (1.8) | 23.4 (5.1) | - | 1.5 (0.7) |
| Gul2 | 85.0 (1.4) | 6.7 (1.2) | 8.2 (1.4) | 69.5 (2.5) | - | 27.1 (9.1) |  | 2.4 (0.7) |
| Glc3 | 6.1 (1.2) | - | 87.9 (1.9) | 5.9 (1.5) | 28.3 (3.9) | 25.5 (7.3) |  | 4.1 (1.5) |
| Man3 | 66.2 (3.0) | 2.0 (2.1) | 31.6 (3.9) | 1.6 (1.8) | 74.7 (1.7) | 30.2 (9.8) | - | 0.7 (0.9) |
| Gal3 | 11.2 (3.6) | 80.9 (1.8) | - | 26.2 (5.5) | 2.6 (0.8) | 25.6 (6.8) | - | 3.9 (2.7) |
| Gul3 | 11.9 (3.8) | - | 79.0 (2.6) | 21.8 (5.7) | - | 29.3 (7.8) | - | 6.3 (2.3) |
| Gul2 ${ }_{\text {Na }}$ | 83.5 (1.4) | 7.7 (1.1) | 8.7 (0.8) | 68.3 (3.1) | - | 28.5 (7.5) | 0.6 (1.0) | 4.1 (3.3) |
| $\mathrm{Gul}_{2}{ }_{\text {LJ }}$ | 84.8 (1.9) | 7.1 (1.4) | 8.1 (1.4) | 68.5 (1.3) | - | 28.5 (13.4) | - | 1.3 (0.8) |
| Gul2 ${ }_{L J+}$ | 83.7 (1.9) | 7.6 (1.5) | 8.6 (1.7) | 68.0 (2.2) | - | 28.6 (3.7) | - | 4.3 (1.7) |
| Glc2H | 59.8 (1.2) | 20.8 (1.6) | 18.9 (1.2) | 71.9 (1.4) | 34.0 (0.9) | 34.8 (3.0) | 7.9 (2.3) | 1.9 (0.6) |
| Man2H | 37.7 (1.2) | 28.8 (2.3) | 30.7 (2.4) | 25.3 (2.1) | 24.8 (0.9) | 41.2 (4.6) | 13.2 (4.2) | 6.6 (0.8) |
| Gal2H | 72.6 (1.0) | 14.2 (0.8) | 13.0 (0.9) | 66.9 (0.8) | 17.3 (0.6) | 38.8 (2.3) | 7.9 (1.7) | 6.3 (0.8) |
| Gul2H | 72.6 (0.9) | 1.5 (0.9) | 13.8 (0.8) | 60.7 (1.1) | - | 37.4 (4.9) | 7.6 (2.7) | 5.3 (0.9) |
| Gul2 ${ }_{\text {Na }} \mathrm{H}$ | 73.0 (1.1) | 13.2 (0.7) | 13.7 (0.8) | 61.3 (1.1) | - | 35.6 (2.0) | 7.2 (0.9) | 5.5 (0.6) |
| lifetime [ps] |  |  |  |  |  |  |  |  |
| Glc2 | 143 (26) | 55 (9) | 38 (6) | 269 (56) | 100 (13) | 146 (28) | 21 (46) | 19 (8) |
| Man2 | 172 (44) | 181 (66) | 47 (6) | 177 (41) | 220 (50) | 122 (27) | - | 34 (18) |
| Gal2 | 318 (93) | 44 (8) | 26 (2) | 234 (26) | 34 (3) | 93 (23) | - | 29 (8) |
| Gul2 | 448 (64) | 25 (3) | 31 (7) | 167 (15) | - | 100 (19) | - | 32 (6) |
| Glc3 | 28 (4) | - | 1097 (418) | 25 (4) | 77 (12) | 99 (21) | - | 40 (10) |
| Man3 | 190 (26) | 51 (47) | 50 (8) | 56 (53) | 444 (107) | 129 (17) | - | 17 (14) |
| Gal3 | 46 (6) | 361 (89) | - | 54 (7) | 26 (3) | 101 (28) | - | 48 (13) |
| Gul3 | 39 (5) | - | 303 (57) | 43 (4) | - | 103 (34) | - | 46 (10) |
| Gul2 ${ }_{\text {Na }}$ | 405 (76) | 29 (5) | 33 (3) | 175 (25) | - | 70 (14) | 25 (49) | 39 (12) |
| Gul2 $_{L J-}$ | 399 (88) | 28 (4) | 30 (5) | 164 (23) | - | 154 (58) | - | 23 (13) |
| Gul2 ${ }_{\text {LJ }+}$ | 428 (52) | 26 (2) | 31 (4) | 160 (12) | - | 93 (20) | - | 40 (13) |
| Glc 2 H | 211 (26) | 32 (1) | 30 (1) | 336 (98) | 60 (3) | 67 (10) | 50 (9) | 21 (5) |
| Man2H | 58 (3) | 48 (5) | 51 (7) | 47 (4) | 49 (4) | 76 (9) | 59 (16) | 27 (4) |
| Gal2H | 524 (141) | 24 (1) | 25 (2) | 522 (116) | 33 (3) | 64 (6) | 46 (5) | 23 (4) |
| Gul2H | 748 (267) | 25 (1) | 25 (2) | 322 (56) | - | 62 (8) | 48 (11) | 22 (3) |
| Gul2 ${ }_{N a} \mathrm{H}$ | 738 (161) | 24 (1) | 24 (1) | 314 (48) | - | 45 (3) | 24 (3) | 21 (2) |

Table 4.6: Local helical conformations, intramolecular hydrogen bonding and ion binding. The occurences and lifetimes of local helical conformations, intramolecular hydrogen bonds (only observed to occur between adjacent residues) and ion binding, averaged over the $N_{\text {res }}$ linkages (two former types of observables) or the $N_{\text {res }}$ residues (binding events) are reported together with the corresponding standard deviations over the $N_{\text {res }}$ individual values (indicated between parentheses) for the different simulations (Table 4.2). The indicated properties are the formation of a local $2_{1}$-, $3_{1}$ - or $3_{2}$-helical conformation, of $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ and $\left.O_{5} \leftarrow H_{3}^{\prime}\right)$ hydrogen bonds, of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair, or of an ion pair ( $L B$ or $T B$ ) involving an ion also bound (LB or TB) to the carboxylate group of the another residue (double binding; $D B$ ). The percentages of the three local helical conformations do not add up to $100 \%$, due to the (limited) occurrence of other conformations (with $\theta$ outside the range [90; $270^{\circ}$ ]). These other conformations also influence the lifetimes of the three conformations. See Section 4.3.2 for the definitions of local helical conformations, hydrogen bonding and ion binding. Averaging was performed over the final 9 ns of the simulations.
pGalU when changing from an initial two-fold to an initial three-fold helical model (Figure 4.3), although the occurrence of the $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen bond concomitantly decreases (by about 50-55


Figure 4.10: Radial distribution function $g(\rho)$ for the smallest (minimum-image) distance between any of the two carboxylate oxygen atoms of a given residue and the closest positive counter-ion, averaged over the $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The cumulative integral of $V^{-1} 4 \pi \rho^{2} g(\rho)$ (amplified by 100 for readability) is also displayed. See Section 4.3.2 for the definitions of $g(\rho)$ and $V$. Averaging was performed over the final 9 ns of the simulations.
$\%)$. However, no similar change is seen in the $\gamma$ distribution for pGlcU and pManU , although the occurence of this hydrogen bond also significantly decreases (by about 75 and $20 \%$, respectively). Moreover, the rotational isomerisation timescale $\tau_{\gamma}$ is consistently at least an order of magnitude longer for pGlcU and pManU compared to pGalU and pGulU (Table 4.3), an observation that cannot be correlated with the occurences of the $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen bond in the eight simulations.

The time evolution of the inter-residue hydrogen bonds for the eight simulation variants is illustrated in Figures 4.23 and 4.24. Expectedly, the formation and disruption of hydrogen bonds is much more rapid at 500 K compared to 300 K (Figure 4.8). Surprisingly, however, the occurences of the two types of hydrogen bonds (Table 4.6) are not dramatically affected by the increase in temperature. A moderate decrease (by about $10-15 \%$ ) is observed for both types of hydrogen bonds, except in simulation Man2H. The nature of the counter-ions for pGulU at 300 K has essentially no influence on inter-residue hydrogen bonding.

### 4.4.5 Ion binding

The radial distribution functions $g(\rho)$ between carboxylate oxygen atoms and the closest counterion, averaged over the $N_{\text {res }}$ residues, are displayed in Figure 4.10 for all simulations (together with the corresponding integrals). Focusing on the twelve simulations involving $\mathrm{Ca}^{2+}$ counter-ions (at
either 300 or 500 K ), at least two density peaks can be seen in the neighborhood of the carboxylate groups, centered at calcium-oxygen distances of 0.26 and 0.45 nm (at 300 K , a third peak is visible at 0.68 nm ). These two first peaks correspond to contact (tight binding; TB) and solvent-separated (loose binding; LB) ion pairs. The two types of events are illustrated in Figure 4.11 (top) based on single frames extracted from the Gal2 simulation. For the two simulations involving $\mathrm{Na}^{+}$counterions, the corresponding peak positions are 0.23 and 0.44 nm (at 300 K , a third peak is visible at 0.64 nm ). For the simulations performed using $\mathrm{Ca}^{2+}$-like counter-ions with their effective radii decreased (increased) by $20 \%$, the positions of these first two peaks are, as expected, shifted to lower (higher) distances relative to the standard $\mathrm{Ca}^{2+}$ ion. To quantify the occurences of LB and TB events, cutoff criteria were applied to the calcium-oxygen distance (Section 4.3.2), with cutoff values corresponding to the first and second minima in the $g(\rho)$ curves.

The occurences and lifetimes of LB and TB events, averaged over the $N_{\text {res }}$ residues, are reported in Table 4.6 for all simulations. Maybe the most unexpected result of this analysis (see also Figure 4.10) is the very low occurences of TB events at 300 K ( $<1 \%$ for simulations Glc2 and $\operatorname{Gul} 2_{N a}$; none for the others). Although the sugar carboxylate groups are commonly found in the second solvation shells of the counter-ions at this temperature (LB; occurences of about $25-30 \%$ ), they almost never penetrate into their first solvation shells. The two simulations with $\mathrm{Ca}^{2+}$-like counter-ions were undertaken to ascertain that this observation was not the consequence of an improper choice of ion-solvent Lennard-Jones interaction parameters, since there is room for ambiguity concerning the appropriate way to calibrate these parameters ${ }^{106,106}$. However, the use of a $\mathrm{Ca}^{2+}$-like ion with its effective radius decreased or increased by $20 \%$ did not change the above picture qualitatively. The simulations also failed to evidence any striking qualitative difference between the coordination of $\mathrm{Ca}^{2+}$ and $\mathrm{Na}^{+}$in terms of $g(\rho)$ and TB events, in spite of the different ionic charge. A second counter-intuitive observation is that an elevated temperature of 500 K enhances ionic binding, in spite of the increased thermal motion (the occurences of LB and TB events increasing from about $25-30 \%$ and $0 \%$, respectively, to about $35-40 \%$ and $8-13 \%$, respectively). This observation is probably related to the decrease in the dielectric permittivity of water upon increasing the temperature, leading to a reduction of solvation effects. Since dielectric screening opposes favorable electrostatic interactions between carboxylate groups and counterions, this is expected (and observed) to induce a tighter binding of the counter-ions to the chain. Independent simulations of a pure SPC water system (data not shown) evidenced a decrease in the permittivity (evaluated using the appropriate dipole-moment fluctuation formula ${ }^{89}$ ) from 61 to 34 upon increasing the temperature from 300 to 500 K . Experimentally, the permittivity of water decreases from 78.3 to 55.7 upon increasing the temperature from 298.15 to $398.15 \mathrm{~K}^{107}$. Such an attenuation of dielectric screening upon increasing the temperature, leading to an enhanced influence of direct solute-solute or solute-ion electrostatic interactions, has been evidenced previously ${ }^{108}$.

The lifetimes of LB events are of the order of $100-150 \mathrm{ps}$ for $\mathrm{Ca}^{2+}\left(70 \mathrm{ps}\right.$ for $\left.\mathrm{Na}^{+}\right)$at 300 K , and somewhat shorter ( $60-70 \mathrm{ps}$ ) for $\mathrm{Ca}^{2+}$ at 500 K . The lifetimes of TB events are about 20 ps for both $\mathrm{Ca}^{2+}$ and $\mathrm{Na}^{+}$at 300 K , and somewhat longer for $\mathrm{Ca}^{2+}$ (about 50-60 ps) and $\mathrm{Na}^{+}$(about 25 ps ) at 500 K .

Double binding (DB; ion bridging) events (i.e. carboxylate groups binding an ion that is simultaneously bound to the carboxylate group of another residue) were relatively unfrequent during the simulations, the corresponding occurences ranging from 0.3 to $6.3 \%$ (with lifetimes of the order of 20-50 ps) for the main simulations (Table 4.6). These occurences also slightly increased


Figure 4.11: Snapshots from the Gal2 simulation. The configurations illustrate the following events: loose binding (LB; $t=1.664 \mathrm{~ns}$, residues 3-5, $\rho=0.43 \mathrm{~nm}$ ); tight binding (TB; $t=5.700 \mathrm{~ns}$, residues $2-4, \rho=0.26$ $n m$ ); double binding involving neighbor residues ( $D B_{n} ; ~ t=3.859 \mathrm{~ns}$, residues $1-4, \rho=0.46$ and 0.50 nm relative to the carboxylate groups of residues 2 and 3, respectively); double binding involving secondneighbor residues $\left(D B_{s} ; t=4.094 \mathrm{~ns}\right.$; residues $4-8, \rho=0.50$ and 0.48 nm relative to the carboxylate groups of residues 4 and 7, respectively). The orientation (top to bottom of each drawing) is from the non-reducing to the reducing end. Only water molecules with their oxygen atoms closer than 0.6 nm from the counter-ion are displayed.


Figure 4.12: Positions of the counter-ions along the chain (top and side views), as sampled along the eight main simulations (300 K, Ca ${ }^{2+}$ counterions; Table 4.2). The ion coordinates correspond to successive configurations superimposed onto the initial (after 0.2 ns equilibration) one (rotational and translational fit based on the $C_{2}, C_{3}, C_{5}$ and $O_{5}$ atoms). The latter reference configuration is also displayed. The sampling period (between displayed ion coordinates) is 10 ps. The figures correspond to the final 9 ns of the simulations.
when raising the temperature from 300 to 500 K . Triple binding events $\left(\mathrm{Ca}^{2+}\right.$ bound to three carboxylate groups) were observed but with negligible occurences ( $<0.3 \%$ in all simulations). All DB events were found to involve either neighbor $\left(\mathrm{DB}_{n}\right)$ or second-neighbor $\left(\mathrm{DB}_{s}\right)$ residues along the chains. Illustrations for those types of events are provided in Figure 4.11 (bottom). At 300 $\mathrm{K}, \mathrm{DB}_{n}$ events represented the leading contribution to DB events for simulations Glc2 and Man2 ( $80-90 \%$ ), as well as for all simulations initiated from a three-fold helical model ( $95-99 \%$ ). In contrast, $\mathrm{DB}_{s}$ events were more frequent in simulations Gal2 and Gul2 ( $80-85 \%$ ). These differences are probably related to differences in the preferred values for the local turn angle and helix raise (determining the spatial proximity between neighbor and second-neighbor carboxylate groups) and in the glycosidic linkage flexibility (e.g. $\mathrm{DB}_{n}$ events in a $2_{1}$-helix must be associated with a significant distortion of the local helical conformation; Figure 4.11).

The time evolution of calcium binding events is illustrated in Figure 4.8 and 4.9 as well as 4.23 and 4.24 for all simulations. These graphs do not reveal any obvious correlation between ion binding events, local helical conformation and inter-residue hydrogen bonding. Note also that since TB and DB events have so limited occurrences at 300 K , it is unlikely that calcium binding has a significant influence on the conformational preferences and rotational isomerization timescale of the carboxylate groups (Section 4.4.1).

The distributions of the positive counter-ions around the chains (sampled at 10 ps intervals along the trajectories, excluding the initial 1 ns of the simulations), are illustrated in Figure 4.12 for the eight main simulations. Analogous illustrations for the simulation variants are provided in Figure 4.25. The associated two-dimensional radial distribution functions $g_{2 D}(r)$ for the ion coordinates in the $x y$-plane relative to the helix axis are provided in Figure 4.26 for all simulations. These figures further point towards a lack of specific binding of the counter-ions to the chain, irrespective of the system considered (polyuronate type, initial helical model, temperature and nature of the counter-ions). In all cases, the counter-ion atmosphere is almost entirely confined to a cylindrical region around the chain axis. Although the counter-ion density within this region exhibits some broad patterns, the absence of well-defined binding sites remains evident. For the $\mathrm{Ca}^{2+}$ and $\mathrm{Ca}^{2+}$-like ions, the cylinder radii accounting for $95 \%$ (or $99 \%$ ) of the counter-ion density range from 1.0 to 1.1 (or 1.1 to 1.2 ) nm irrespective of the temperature. For the $\mathrm{Na}^{+}$ions, the counter-ion atmosphere is slightly more diffuse, but $90 \%$ of the counter-ion density is still contained within cylinders of $1.8(300 \mathrm{~K})$ and $2.2(500 \mathrm{~K}) \mathrm{nm}$ radii. Note that the observed confinement could possibly be enhanced by the artificial periodicity of the system in the $x y$-plane (i.e. the chains are surrounded in this plane by an infinite lattice of periodic replicas with a spacing of about 5 nm ; Table 4.2). However, the absence of visible anisotropy in the counter-ion distributions (with the possible exception of simulations $\mathrm{Gul} 2_{\mathrm{Na}}$ and $\mathrm{Gul} 2_{\mathrm{Na}} \mathrm{H}$ ) and the nearly complete charge cancellation after a distance of about 1.2 nm (for $\mathrm{Ca}^{2+}$ and $\mathrm{Ca}^{2+}$-like ions; effectively excluding the presence of long-range electrostatic interactions between the screened chain and its periodic copies) suggest that this effect is not significant. A change in temperature from 300 to 500 K promotes a slight contraction of the counter-ion atmosphere around the chain, in agreement with the previous observations concerning LB, TB and DB events. The corresponding peak positions in $g_{2 D}(r)$ are shifted to lower values by about 0.15 nm for both $\mathrm{Ca}^{2+}$ and $\mathrm{Na}^{+}$counter-ions. Finally, it should be stressed that all the above observations are in principle restricted to the counter-ion concentration ranges and solution ionic strengths investigated in the present simulations (neutralizing amount; no other salt in solution).

The fact that the counter-ions do not show strong binding to the carboxylate groups renders
a tight interaction with the other sugar oxygen atoms unlikely. Radial distribution functions for the distances between the oxygen atoms $\mathrm{O}_{1}$ (glycosidic oxygen), $\mathrm{O}_{2}$ and $\mathrm{O}_{3}$ (hydroxyl groups), or $\mathrm{O}_{5}$ (ring oxygen) and the closest counter-ion are displayed in Figures 4.27-4.30 for all simulations. The corresponding occurences of LB and TB events, based on appropriate cutoff criteria (Section 4.3.2), are reported in Table 4.9. Focusing on the eight main simulations, LB events are infrequent (at most about 15\%) and TB events exceptional ( $<2 \%$ for simulations Glc3 and Gul3; none for the others). At 500 K , the occurences of LB events increase to about $10-20 \%$ while those of TB events remain very low. The glycosidic oxygen and, to a lesser extent, the ring oxygen atoms appear to present a somewhat lower affinity for the counter-ions compared to the two hydroxyl oxygen atoms. Finally, $\mathrm{Na}^{+}$is seen to have a slightly higher propensity for coordination to the sugar oxygen atoms compared to $\mathrm{Ca}^{2+}$.

### 4.4.6 Diffusion properties

The mean-square displacements $Q_{z}, Q_{x y}$ and $Q_{\Theta}$ associated with the chain longitudinal, transverse and rotational rigid-body motions are displayed in Figure 4.31 in the form of averages over different sets of simulations. The mean-square displacements $Q_{i, z}$ and $Q_{i, x y}$ associated with the counter-ion coordinates along the $z$-axis and in the $x y$-plane, averaged over the $N_{i o n}$ positive ions, are displayed in Figure 4.32 in the same form. The corresponding diffusion coefficients $D_{z}, D_{x y}$, $D_{\Theta}, D_{i, z}$ and $D_{i, x y}$ are reported in Table 4.7, while the values calculated for all individual simulations are provided in Table 4.10. However, because the individual mean-square-displacement curves significantly deviated from linearity the latter values may not be well converged. For this reason, the results are only discussed here in terms of averages over four sets of simulations: (i) all simulations at 300 K with $\mathrm{Ca}^{2+}$ counter-ions; (ii) the corresponding simulations initiated from a $2_{1}$-helical structure; (iii) the corresponding simulations initiated from a three-fold ( $3_{1}$ - or $3_{2^{-}}$) helical structure; (iv) all simulations at 500 K with $\mathrm{Ca}^{2+}$ counter-ions. The mean-square displacement curves averaged over the four above sets of simulations were found to be essentially linear over the interval from 0 to 3 ns , with the possible exception of the transverse mean-square displacement $Q_{i, x y}$ of the ions. Here, the curves showed sublinear (non-Einstein) behavior, especially visible at 500 K . This is probably a consequence of the confinement of the counter-ion atmosphere to a cylindrical region around the chain (Section 4.4.5).

Focusing on the eight main simulations, the diffusion coefficients $D_{z}, D_{x y}$ and $D_{\Theta}$ associated with the chain rigid-body motion at 300 K are $0.85 \mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}, 0.38 \mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}$ and $2.45 \mathrm{deg}^{2} \cdot \mathrm{~ns}^{-1}$. Expectedly, the chain diffuses faster along its axis than transversally (by about a factor of two), which is related to the larger effective cross-section (exposed to solvent-induced friction) associated with the latter type of motion. The corresponding expected (root-mean-square) displacements over the 10 ns simulations are $4.1 \mathrm{~nm}, 3.9 \mathrm{~nm}$ (the corresponding expected displacements along $x$ or $y$ separately are 2.8 nm ) and $7.0^{\circ}$. When comparing the sets of simulations initiated from twoand three-fold helices at 300 K , it appears that the former chains are somewhat more diffusive in all three degrees of freedom compared to the latter ones (by about 20-40\%). This observation is probably related to the larger effective cross-section associated with three-fold helices compared to their two-fold analogs. Finally, as expected, the chain diffusion for pGulU ( $22_{1}$ helix) is significantly faster at 500 K (by about a factor 3-7).

Again focusing on the main simulations, the average diffusion coefficients $D_{i, z}$ and $D_{i, x y}$ associated with the longitudinal and transverse motions of the counter-ions are 0.43 and 0.19

| $D_{\mathbf{q}}$ | $300 \mathrm{~K}($ all $)$ | $300 \mathrm{~K}(2$-fold) | $300 \mathrm{~K}(3$-fold) | $500 \mathrm{~K}(2$-fold) |
| :--- | :---: | :---: | :---: | :---: |
| $D_{z}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $0.85(0.29)$ | $0.92(0.64)$ | $0.78(0.24)$ | $3.26(2.30)$ |
| $D_{x y}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $0.38(0.07)$ | $0.44(0.13)$ | $0.31(0.07)$ | $1.44(0.51)$ |
| $D_{\theta}\left[\mathrm{deg}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $2.45(0.55)$ | $2.68(0.75)$ | $2.21(1.02)$ | $18.12(5.23)$ |
| $D_{i, z}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $0.41(0.09)$ | $0.41(0.12)$ | $0.40(0.18)$ | $3.02(1.99)$ |
| $D_{i, x y}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $0.19(0.05)$ | $0.14(0.02)$ | $0.24(0.10)$ | $0.05(0.01)$ |

Table 4.7: Diffusion constants evaluated for different sets of degrees of freedom of the chain and of the counter-ions. The results (together with error estimates; between parentheses) are reported in the form of averages over different sets of $N_{\text {sim }}$ simulations (Table 4.2). The diffusion coefficients $D_{\mathbf{q}}$ are calculated from a linear least-square-fit of the corresponding mean-square displacements $Q_{\mathbf{q}}(t)$ over the time period from 0 to 3 ns . The chain diffusion is described in terms of the longitudinal $\left(D_{z}\right)$, transverse $\left(D_{x y}\right)$ and rotational $\left(D_{\Theta}\right)$ diffusion constants. The ionic diffusion is described in terms the ionic longitudinal ( $D_{i, z}$ ) and transverse $\left(D_{i, x y}\right)$ diffusion constants, averaged over the $N_{\text {ions }}$ positive counter-ions. The error estimate corresponds to the standard deviation of the calculated values over the $N_{\text {sim }}$ simulations divided by $\left(N_{\text {sim }}-\right.$ $1)^{1 / 2}$. The simulation sets correspond to all simulations at 300 K with $\mathrm{Ca}^{2+}$ counter-ions $\left(N_{\text {sim }}=8\right)$, those started from two-fold $\left(N_{\text {sim }}=4\right)$ or three-fold $\left(N_{\text {sim }}=4\right)$ helical structure, or all simulations at 500 K with $\mathrm{Ca}^{2+}$ counter-ions ( $N_{\text {sim }}=4$; pGulU; initiated from a two-fold helical structure). See Section 4.3 .2 for the definition of $Q_{\mathbf{q}}(t)$ and $D_{\mathbf{q}}$. The calculation was performed considering the final 9 ns of the simulations and all possible time origins.
$\mathrm{nm}^{2} \cdot \mathrm{~ns}^{-1}$. The latter value is somewhat uncertain because the mean-square displacement is sublinear in time (see above). This observation, together with the comparison of the two numbers suggests that the ions diffuse normally along the chain axis, while they are restricted in their transverse motion by confinement within the counter-ion atmosphere. The differences between the sets of simulations initiated from two- and three-fold helices at 300 K are probably not significant. Finally, although the longitudinal diffusion of the counter-ions around pGulU ( $22_{1}$ helix) is significantly faster at 500 K (by about a factor 3), the opposite is true for the transverse diffusion (reduced by about a factor 3). The reasons for these two observations are probably the enhanced thermal motion (increase in $D_{i, z}$ ) and the contraction of the counter-ion atmosphere around the chain (decrease in $D_{i, x y}$ ) at elevated temperature. The latter effect is particularly visible in the corresponding mean-square displacement curve at 500 K , which reaches a plateau value of $1 \mathrm{~nm}^{2}$ (comparable with the approximate square radii of the confinement cylinders; see above) after about 0.5 ns , implying that at this temperature, the ions are essentially unable to escape the close neighborhood of the chain (Section 4.4.5).

### 4.5 Conclusion

It is important to realize that the present simulations account for a somewhat "unphysical" situation (even at 300 K in the presence of $\mathrm{Ca}^{2+}$ or $\mathrm{Na}^{+}$counter-ions). Because artificial periodicity is applied along the chain axis based on repeat units ( 8 or 9 residues) that are significantly shorter than the persistence lengths of the polymers expressed on a per residue basis (about 20 for pGlcU and pManU ; about 40 for pGalU and pGulU ), it enforces an increased extent of regularity com-
pared to the experimental situation. Furthermore, the consideration of single chains excludes the possibility of dimer formation, which would occur experimentally in the presence of $\mathrm{Ca}^{2+}$ counter-ions at the concentration considered. In this sense, the simulations probe locally ordered states that may transiently exist (with limited equilibrium populations) within more disordered chains in the aqueous environment. However, the consideration of these more ordered states is justified by the fact that these are likely to represent the productive conformations for chain-chain association in junction zones and the formation of gels.

The main conclusions of the present study can be summarized as follows:
A. Although regular helical structures, as inferred from fiber diffraction measurements in the solid state ${ }^{18,42-44,44-47,53}$ or built using molecular modeling procedures ${ }^{19,55}$ are useful conceptual models, they may represent a rather misleading picture of the complex conformational ensembles populated by single polyuronate chains in aqueous solution. The present simulations reveal an important conformational flexibility (in time) and variability (along the chain) for the glycosidic linkages and local helical parameters. Conformations in the appropriate range for being classified as regular helices only account for a limited fraction of the sampled configurations ( $\leq 35 \%$ ), and the helicity of the chain fluctuates locally (i.e. noncooperatively) on a timescale ranging from 20 ps to 1 ns . The extent of regularity is likely to be even more limited in the absence of the (artificial) periodicity constraint employed in the present simulations, as suggested by other modeling studies using Monte Carlo sampling of the accessible glycosidic linkage conformations for long polymer chains ${ }^{19,55,57}$.
B. The binding of counter-ions to the polyuronate single chains appears to be largely nonspecific irrespective of the type of polyuronate, choice of initial helical model, nature of the counter-ions and temperature. The counter-ion atmosphere is almost entirely confined within a cylinder of high ionic density around the chain axis. No well defined binding sites can be identified, and the differences observed in the modeling study of Braccini et al. ${ }^{55}$ between diequatorially- and diaxially-linked polyuronates in terms of ion binding are not reproduced in the present simulations. At 300 K , the carboxylate groups frequently (about $25-30 \%$ occurences) bind counter-ions, but nearly always remain in their second solvation shells. Events of tight binding, as well as of multiple coordination, are scarce and of short durations. These findings are in line with recent theoretical models suggesting that counterion binding to polyuronate single chains is (predominantly) a (non-specific) counter-ion condensation process ${ }^{17,69-71}$. In the present simulations, the counter-ion atmosphere leads to a nearly complete cancellation of the polymer charge within about 1.2 nm of the chain axis (charge reversal could possibly occur at higher counter-ion concentrations). This charge cancellation may significantly accelerate the kinetics of dimer formation by removal of the long-range Coulombic repulsion between the chains. Interestingly, an increase of the temperature to 500 K promotes a contraction of the counter-ion atmosphere and an increase in the occurences of tight binding and double binding events, presumably through a decrease of the solvent permitivitty (reduced dielectric screening).
C. The simulations suggest that the helical propensities for single-chain homopoly- uronates in aqueous solution are $3_{2^{-}}(\mathrm{pGulU}), 95^{-}(\mathrm{pManU}), 2_{1^{-}}(\mathrm{pGalU})$ and $2_{1^{-}}$(pGulU) helices, with the possibility of an alternative $3_{1}$-helix for pGalU . These forms are representative (in
an average sense; see point A) for the conformational ensembles probed by theose of the present simulations at 300 K showing the highest extent of regularity. Although probably associated with limited equilibrium populations in long polyuronate chains, these helical forms may still represent the productive conformations for chain-chain association. Indeed, the suggested helical propensities for pGulU and pGalU are conform with the most popular structural models for junction zones in pectin and alginate gels ${ }^{13,28,30,36-38,45}$.
D. Intramolecular hydrogen bonding exclusively involves $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ and $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ hydrogen bonds across the glycosidic linkages, for all systems considered. Their occurences in the simulations initiated from the different helical structures agree very well with the hydrogen bonding patterns suggested by the corresponding solid-state structures obtained from fiber diffraction measurements ${ }^{18,42-44,44-46,53}$. These two hydrogen bonds can only be realized for specific local helical conformations at the level of the corresponding glycosidic linkage (which depend on the type of polyuronate). On the sole basis of the present simulations, it remains difficult to assess whether intramolecular hydrogen bonding represents a major driving force in determining the conformational preferences of the glycosidic linkages, or rather an "opportunistic" consequence of the favorable positioning of two groups given a specific linkage conformation (itself predominantly determined by steric and stereoelectronic effects), as has been suggested to be generally the case for carbohydrates in an aqueous environment ${ }^{83}$.

Two main features of polyuronate single chains revealed by the present study, namely the important extent of irregularity and conformational flexibility (point A) and the absence of well defined counter-ion binding sites (point B), take a special significance if one compares them to the models proposed for chain-chain association (e.g. egg-box model ${ }^{29,36}$ and more recent alternatives ${ }^{38,39,45,46,50-52}$ ). In these models, two chains associate in rigid and regular helical conformations providing specific sites for the chelation of calcium ions via contact (tight binding) interaction with two carboxylate groups and a number of sugar hydroxyl groups from the two chains (without the involvement of water molecules). If the main features of these models are correct, the observations made in the present study suggest that chain-chain association within junction zones must be accompanied by a substantial stiffening of the chains and a dramatic change in the ion binding mode.

A possible interpretation of this process is the following. The tight binding of a calcium ion (contact ion pair, i.e. including partial desolvation) is an energetically unfavorable process when a single carboxylate group is involved. It requires an interaction with two carboxylate groups that are optimally positioned and oriented (and probably also the assistance of sugar hydroxyl groups). Single-chain polyuronates are unable to provide such a geometry (or only at the expense of a too demanding conformational entropy decrease), and the counter-ions remain bound in a non-specific way within a dense counter-ion atmosphere. However, the counter-ion charges are not locally compensated and the ionic atmosphere is associated with an important (positive) self energy due to the Coulombic repulsion between the counter-ions. In other words, the calcium ions around the single chain can be viewed as being placed in a "reactive" state. The possibility of forming an appropriate chelating environment (involving a local compensation of the counterion charges and thus, the effective removal of inter-ionic repulsions) by association of a second polyuronate chain is likely to represent the leading driving force (in addition to presumably weaker direct chain-chain interactions) permitting chain stiffening, cation immobilization and chain-chain
association.
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### 4.7 Appendix



Figure 4.13: Ramachandran maps $(\phi, \tilde{\psi})$ characterizing the conformation of the glycosidic linkage observed in explicit-solvent simulations of diuronates with the GROMOS $45 A 4$ force field ${ }^{81}$ (a-d) or in implicit-solvent (permittivity 80) energy minimizations of the corresponding diuronic acids with the MM3 force field ${ }^{65-67}$ (e-f; reproduced from Braccini et al., ${ }^{55}$ isocontours drawn at $1 \mathrm{kcal} \cdot \mathrm{mol}^{-1}$ increments up to $8 \mathrm{kcal} \cdot \mathrm{mol}^{-1}$ ). The simulations were performed at constant temperature ( 298 K ) and pressure ( 1 atm ) within cubic periodic boxes of initial edge lengths 3 nm containing about 1000-1100 water molecules (no counterions) for a duration of 5 ns . Individual points represent conformations sampled at 1 ps intervals. Simulations were also performed with counter-ions (two $\mathrm{Na}^{+}$or one $\mathrm{Ca}^{2+}$ ), leading to very similar results (data not shown). The graphs correspond to $\alpha-[D-G a l U-\alpha(1 \rightarrow 4)-D-G a l U]$ (a,e), $\beta-[D-G l c U-\beta(1 \rightarrow) 4-D-G l c U]$ $(b, f), \alpha-[L-G u l U-\alpha(1 \rightarrow 4)-L-G u l U](c, g)$ and $\beta-[D-M a n U-\beta(1 \rightarrow 4)-D-M a n U](d, h)$. See Section 4.3 .2 for the definitions of $\phi$ and $\tilde{\psi}$, and the relationship between $\tilde{\psi}$ and $\psi$.


Figure 4.14: Normalized probability distributions of the $\gamma$ dihedral angle characterizing the orientation of the carboxylate group, averaged over the $N_{\text {res }}$ residues, for the eight simulation variants ( 500 K or different counter-ion environment; Table 4.2). The $\gamma$ distribution accounts for the combined distributions of the two symmetry-related dihedral angles $\gamma_{1}$ and $\gamma_{2}$. See Section 4.3 .2 for the definitions of $\gamma_{1}, \gamma_{2}$ and $\gamma$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.15: Normalized probability distributions of the glycosidic dihedral angles $\phi$ and $\psi$, averaged over the $N_{\text {res }}$ linkages, for the eight simulation variants ( 500 K or different counter-ion environment; Table 4.2). See Section 4.3.2 for the definitions of $\phi$ and $\psi$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.16: Ramachandran maps $(\phi, \psi)$ characterizing the conformation of the glycosidic linkages for the $N_{\text {res }}$ linkages during the eight main simulations ( $300 \mathrm{~K}, \mathrm{Ca}^{2+}$ counter-ions; Table 4.2). Individual points represent conformations sampled at 10 ps interval (over the entire 10 ns simulations). The reference values ( $\phi_{\text {ref }}, \psi_{\text {ref }}$; Table 4.3) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxedresidue energy maps for the corresponding diuronic acids, are also indicated ( $\psi_{\text {ref }}$ was converted from the $\tilde{\psi}$ to the $\psi$ definition). See Section 4.3.2 for the definitions of $\phi, \psi$ and $\tilde{\psi}$.


Figure 4.17: Ramachandran maps $(\phi, \psi)$ characterizing the conformation of the glycosidic linkages for the $N_{\text {res }}$ linkages during the eight simulation variants ( 500 K or different counter-ion environment; Table 4.2). Individual points represent conformations sampled at 10 ps interval (over the entire 10 ns simulations). The reference values $\left(\phi_{r e f}, \psi_{r e f}\right.$; Table 4.3) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, are also indicated $\left(\psi_{r e f}\right.$ was converted from the $\tilde{\psi}$ to the $\psi$ definition). See Section 4.3 .2 for the definitions of $\phi, \psi$ and $\tilde{\psi}$.


Figure 4.18: Normalized probability distributions of the helix raise $h$ and turn angle $\theta$, averaged over the $N_{\text {res }}$ linkages, for the eight simulation variants ( 500 K or different counter-ion environment; Table 4.2). See Section 4.3.2 for the definition of $h$ and $\theta$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.19: Maps characterizing the local conformation of the glycosidic linkages in the $(\phi, \theta)$ space (glycosidic dihedral angle $\phi$ and turn angle $\theta$ ) for the $N_{\text {res }}$ linkages during the eight main simulations (300 $K, \mathrm{Ca}^{2+}$ counter-ions; Table 4.2). Individual points represent conformations sampled at 10 ps intervals (over the entire 10 ns simulations). The reference values $\left(\phi_{\text {ref }}\right.$; Table 4.3; $\theta_{\text {ref }}=120,180$ or $240^{\circ}$ for simulations initiated from a $3_{1^{-}}$, $2_{1^{-}}$or $3_{2}$-helix, respectively) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, are also indicated. See Section 4.3.2 for the definitions of $\phi$ and $\theta$.


Figure 4.20: Maps characterizing the local conformation of the glycosidic linkages in the $(\psi, \theta)$ space (glycosidic dihedral angle $\psi$ and turn angle $\theta$ ) for the $N_{\text {res }}$ linkages during the eight main simulations ( 300 $K, \mathrm{Ca}^{2+}$ counter-ions; Table 4.3). Individual points represent conformations sampled at 10 ps intervals (over the entire 10 ns simulations). The reference values ( $\psi_{\text {ref }}$; Table 4.2; $\theta_{\text {ref }}=120$, 180 or $240^{\circ}$ for regular $3_{1^{-}}$, $2_{1^{-}}$or $3_{2}$-helices, respectively) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, are also indicated $\left(\psi_{r e f}\right.$ was converted from the $\tilde{\psi}$ to the $\psi$ definition). See Section 4.3.2 for the definitions of $\psi, \tilde{\psi}$ and $\theta$.


Figure 4.21: Maps characterizing the local conformation of the glycosidic linkages in the $(\phi, \theta)$ space (glycosidic dihedral angle $\phi$ and turn angle $\theta$ ) for the $N_{\text {res }}$ linkages during the eight simulation variants (500 K or different counter-ion environment; Table 4.2). Individual points represent conformations sampled at 10 ps intervals (over the entire 10 ns simulations). The reference values $\left(\phi_{\text {ref }} ;\right.$ Table $4.3 ; \theta_{\text {ref }}=120,180$ or $240^{\circ}$ for regular $3_{1-,}^{2} 2_{1-}$ or $3_{2}$-helices, respectively) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, are also indicated. See Section 4.3.2 for the definitions of $\phi$ and $\theta$.


Figure 4.22: Maps characterizing the local conformation of the glycosidic linkages in the $(\Psi, \theta)$ space (glycosidic dihedral angle $\psi$ and turn angle $\theta$ ) for the $N_{\text {res }}$ linkages during the eight simulation variants (500 K or different counter-ion environment; Table 4.2). Individual points represent conformations sampled at 10 ps intervals (over the entire 10 ns simulations). The reference values $\left(\psi_{\text {ref }} ;\right.$ Table $4.3 ; \theta_{\text {ref }}=120,180$ or $240^{\circ}$ for regular $3_{1}$-, $2_{1}$ - or $3_{2}$ - helices, respectively) suggested for the different helix types by Braccini et al., ${ }^{55}$ based on MM3 relaxed-residue energy maps for the corresponding diuronic acids, are also indicated ( $\psi_{\text {ref }}$ was converted from the $\tilde{\psi}$ to the $\psi$ definition). See Section 4.3.2 for the definitions of $\psi, \tilde{\psi}$ and $\theta$.


Figure 4.23: Time evolution of the local helical conformations and of the inter-residue hydrogen bonds for the $N_{\text {res }}$ glycosidic linkages, as well as of ion binding events for the $N_{\text {res }}$ residues, displayed for simulations Glc2H, Man2H, Gal2H and Gul2H (Table 4.2). The indicated events are the formation of a local $2_{1-}$, $3_{1}$ - or $3_{2}$-helical conformation, of $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ or $O_{5} \leftarrow H_{3}^{\prime}$ ) hydrogen bonds, of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair or of an ion pair ( $L B$ or $T B$ ) involving an ion also bound (LB or TB) to the carboxylate group of another residue (double binding; DB; smaller bars for the two involved carboxylate groups). See Section 4.3.2 for definitions of local helical conformations, hydrogen bonding and ion binding. The sampling period (individual bars) is 20 ps . Color code $2_{1}$ (black), $3_{1}$ (red), $3_{2}$ (green), $H_{2} \rightarrow O_{6}^{\prime}$ (pink), $O_{5} \leftarrow H_{3}^{\prime}$ (brown), LB (cyan), TB (blue), DB (orange).


Figure 4.24: Time evolution of the local helical conformations and of the inter-residue hydrogen bonds for the $N_{\text {res }}$ glycosidic linkages, as well as of ion binding events, for the $N_{\text {res }}$ residues, displayed for simulations Gul2 $2_{N a}$, Gul2 $2_{N a} H, G u l 2_{L J-}$ and Gul2 $2_{L J+}$ (Table 4.2). The indicated events are the formation of a local $2_{1-}$, $3_{1-}$ or $3_{2}$-helical conformation, of $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ or $\left.O_{5} \leftarrow H_{3}^{\prime}\right)$ hydrogen bonds, of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair or of an ion pair (LB or TB) involving an ion also bound (LB or TB) to the carboxylate group of another residue (double binding; DB; smaller bars for the two involved carboxylate groups). See Section 4.3.2 for definitions of local helical conformations, hydrogen bonding and ion binding. The sampling period (individual bars) is 20 ps . Color code $2_{1}$ (black), $3_{1}$ (red), $3_{2}$ (green), $H_{2} \rightarrow O_{6}^{\prime}$ (pink), $O_{5} \leftarrow H_{3}^{\prime}$ (brown), LB (cyan), TB (blue), DB (orange).

Gle2H
Man2H
Gal2H
Gul2H


Figure 4.25: Positions of the counter-ions along the chain (top and side views), as sampled along of the eight simulation variants (500 K or different counter-ions environment; Table 4.2). The ion coordinates correspond to successive configurations superimposed onto the initial (after 0.2 ns equilibration) one (rotational and translational fit based on the $C_{2}, C_{3}, C_{5}$ and $O_{5}$ atoms). The latter reference configurations is also displayed. The sampling period (between displayed ion coordinates) is 10 ps . The figures correspond to the final 9 ns of the simulations.


Figure 4.26: Two-dimensional radial distribution function $g_{2 D}(r)$ for the coordinates of the counter-ions in the xy-plane relative to the helix axis, averaged over the $N_{\text {ions }}$ (positive) counter-ions for the different simulations (Table 4.2). The cumulative integral of $\left(L_{x} \cdot L_{y}\right)^{-1} 2 \pi r g_{2 D}(r)$ (amplified by 10 for readability) is also displayed. See Section 4.3.2 for the definitions of $g_{2 D}(r), L_{x}$ and $L_{y}$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.27: Radial distribution function $g(\rho)$ for the (minimum-image) distance between the sugar oxygen atom $O_{1}$ and the closest counter-ion, averaged over the $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The cumulative integral of $V^{-1} 4 \pi \rho^{2} g(\rho)$ (amplified by 50 for readability) is also displayed. See Section 4.3.2 for the definitions of $g(r)$ and $V$. Averaging was performed over the final $9 n s$ of the simulations.


Figure 4.28: Radial distribution function $g(\rho)$ for the (minimum-image) distance between the sugar oxygen atom $O_{2}$ and the closest counter-ion, averaged over the $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The cumulative integral of $V^{-1} 4 \pi \rho^{2} g(\rho)$ (amplified by 50 for readability) is also displayed. See Section 4.3.2 for the definitions of $g(\rho)$ and $V$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.29: Radial distribution function $g(\rho)$ for the (minimum-image) distance between the sugar oxygen atom $O_{3}$ and the closest counter-ion, averaged over the $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The cumulative integral of $V^{-1} 4 \pi \rho^{2} g(\rho)$ (amplified by 50 for readability) is also displayed. See Section 4.3.2 for the definitions of $g(\rho)$ and $V$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.30: Radial distribution function $g(\rho)$ for the (minimum-image) distance between the sugar oxygen atom $O_{5}$ and the closest counter-ion, averaged over the $N_{\text {res }}$ residues, for the different simulations (Table 4.2). The cumulative integral of $V^{-1} 4 \pi \rho^{2} g(\rho)$ (amplified by 50 for readability) is also displayed. See Section 4.3.2 for the definitions of $g(\rho)$ and $V$. Averaging was performed over the final 9 ns of the simulations.


Figure 4.31: Mean-square displacements associated with the chain rigid-body motion, averaged over different sets of $N_{\text {sim }}$ simulations (Table 4.2). The coordinates considered are the z-coordinate of the chain center, the coordinate vector of the chain center in the xy-plane and the chain orientational angle $\theta$ (meansquare displacement $Q_{z}, Q_{x y}$ and $Q_{\Theta}$, respectively). The simulation sets correspond to to all simulations at 300 K with $\mathrm{Ca}^{2+}$ counter-ions $\left(N_{\text {sim }}=8\right)$, and those started from a two-fold $\left(N_{\text {sim }}=4\right)$ or three-fold $\left(N_{\text {sim }}=4\right)$ helical structure, or all simulations of pGulU at 500 K with $\mathrm{Ca}^{2+}$ counter-ions ( $N_{\text {sim }}=4$ ) started from a two-fold helical structure. See Section 4.3.2 for the definitions of $Q_{\mathbf{q}}(t)$ and $D_{\mathbf{q}}$. Averaging was performed over the final 9 ns of the simulations considering all possible time origins.


Figure 4.32: Mean-square displacements associated with the ion coordinates, averaged over the $N_{\text {ion }}$ positive counter-ions and over different sets of $N_{\text {sim }}$ simulations (Table 4.2). The ion coordinates are separated into the $z$-coordinate and the coordinate vector in the xy-plane (mean-square displacement $Q_{i, z}, Q_{i, x y}$, respectively). The simulation sets correspond to all simulations at 300 K with $\mathrm{Ca}^{2+}$ counter-ions $\left(N_{\text {sim }}=8\right)$, and those started from a two-fold $\left(N_{\text {sim }}=4\right)$ or three-fold $\left(N_{\text {sim }}=4\right)$ helical structure, or all simulations of $p G u l U$ at 500 K with $\mathrm{Ca}^{2+}$ counter-ions $\left(N_{\text {sim }}=4\right)$ started from a two-fold helical structure. See Section 4.3.2 for the definitions of $Q_{\mathbf{q}}(t)$ and $D_{\mathbf{q}}$. Averaging was performed over the final 9 ns of the simulations considering all possible time origins.

| Code | $\alpha_{1}[\mathrm{deg}]$ | $\alpha_{2}[\mathrm{deg}]$ | $\alpha_{3}[\mathrm{deg}]$ | $\alpha_{4}[\mathrm{deg}]$ | $\alpha_{5}[\mathrm{deg}]$ | $\alpha_{6}[\mathrm{deg}]$ | Chair [\%] |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Glc2 | $306.5(6.6)$ | $51.8(6.0)$ | $306.1(5.8)$ | $60.7(7.0)$ | $301.8(6.3)$ | $53.3(5.7)$ | 99.89 |
| Man2 | $299.3(5.4)$ | $56.3(5.5)$ | $307.5(5.9)$ | $56.3(7.0)$ | $301.9(6.1)$ | $58.4(4.9)$ | 99.94 |
| Gal2 | $299.5(5.1)$ | $62.4(4.7)$ | $299.1(4.9)$ | $59.2(5.9)$ | $305.6(5.8)$ | $54.1(5.3)$ | 99.99 |
| Gul2 | $56.4(4.9)$ | $302.8(4.8)$ | $58.6(5.0)$ | $300.7(5.7)$ | $55.4(5.7)$ | $306.2(5.1)$ | 99.99 |
| Glc3 | $306.9(6.9)$ | $50.8(6.7)$ | $306.9(6.5)$ | $61.4(6.9)$ | $297.7(6.2)$ | $56.3(5.9)$ | 99.68 |
| Man3 | $299.4(5.4)$ | $56.7(5.6)$ | $307.5(6.0)$ | $55.8(6.9)$ | $301.3(6.0)$ | $59.2(4.9)$ | 99.90 |
| Gal3 | $299.2(5.3)$ | $63.4(4.8)$ | $297.9(4.9)$ | $59.8(5.9)$ | $306.9(5.9)$ | $52.5(5.4)$ | 99.97 |
| Gul3 | $57.9(5.0)$ | $301.3(4.7)$ | $59.2(5.1)$ | $301.0(6.0)$ | $53.5(5.8)$ | $307.3(5.1)$ | 99.98 |
| Gul2 $2_{N a}$ | $56.4(4.9)$ | $302.7(4.8)$ | $58.6(5.0)$ | $300.7(5.7)$ | $55.4(5.7)$ | $306.2(5.1)$ | 99.99 |
| Gul2 | $56.4(4.9)$ | $302.7(4.8)$ | $58.7(5.0)$ | $300.7(5.7)$ | $55.4(5.7)$ | $306.2(5.1)$ | 100.00 |
| Gul2 | $56 J+$ | $56.4(4.9)$ | $302.7(4.8)$ | $58.7(5.0)$ | $300.7(5.7)$ | $55.4(5.7)$ | $306.1(5.1)$ |
| Glc2H | $306.2(12.1)$ | $51.6(11.6)$ | $306.7(9.3)$ | $60.6(10.5)$ | $301.7(9.6)$ | $53.6(10.6)$ | 98.11 |
| Man2H | $299.1(7.1)$ | $55.9(7.0)$ | $307.9(7.7)$ | $65.7(9.4)$ | $302.8(7.8)$ | $57.3(6.3)$ | 99.17 |
| Gal2H | $299.5(6.6)$ | $62.5(6.2)$ | $298.9(6.3)$ | $59.6(7.6)$ | $305.7(7.6)$ | $53.7(6.9)$ | 99.69 |
| Gu12H | $56.3(6.4)$ | $302.9(6.2)$ | $58.6(6.5)$ | $300.5(7.5)$ | $55.4(7.5)$ | $306.4(6.7)$ | 99.77 |
| Gu12 ${ }_{N a} \mathrm{H}$ | $56.3(6.4)$ | $302.9(6.2)$ | $58.5(6.5)$ | $300.5(7.5)$ | $55.3(7.5)$ | $306.5(6.6)$ | 99.79 |

Table 4.8: Ring conformations. Mean values and standard deviations (over the time series; between parentheses) of the ring dihedral angles $\alpha_{k}, k=1 . .6$, together with the occurences of the leading chair conformation ( ${ }^{4} C_{1}$ for $p G l c U, p M a n U$ and $p G a l U ;{ }^{1} C_{4}$ for $p G u l U ;$ Figure 4.1), averaged over the $N_{\text {res }}$ residues for the different simulations (Table 4.2). See Section 4.3.2 for the definitions of the $\alpha_{k}$ dihedral angles and chair conformations. Averaging was performed over the final 9 ns of the simulations.

| Code | $\mathrm{O}_{1}$ [\%] | $\mathrm{O}_{2}$ [\%] | $\mathrm{O}_{3}[\%]$ | $\mathrm{O}_{5}$ [\%] |
| :---: | :---: | :---: | :---: | :---: |
| Glc2 | 1.5 | 13.6 | 12.3 | 4.5 |
| Man2 | 1.7 | 8.6 | 10.2 | 3.8 |
| Gal2 | 0.3 | 11.2 | 13.6 | 4.1 |
| Gul2 | 0.5 | 11.2 | 6.9 | 2.7 |
| Glc3 | 3.9 | 14.6 (1.7) | 10.4 (1.7) | 3.3 |
| Man3 | 1.0 | 7.4 | 11.0 | 3.0 |
| Gal3 | 0.4 | 12.6 | 9.4 | 4.0 |
| Gul3 | 1.0 | 13.8 (0.1) | 7.8 | 6.2 |
| Gul2 ${ }_{\text {Na }}$ | 5.3 | 17.4 (2.6) | 12.5 (0.2) | 7.0 |
| Gul2 LJ- | 0.9 | 16.4 | 5.5 | 2.5 |
| Gul2 LJ | 0.6 | 12.2 (0.9) | 7.4 | 2.0 |
| Glc2H | 6.6 | 18.4 (1.1) | 13.3 (0.9) | 11.9 |
| Man2H | 9.6 | 14.1 (0.4) | 12.8 (0.2) | 19.8 |
| Gal2H | 5.6 | 22.3 (1.5) | 17.5 (0.8) | 12.4 |
| Gu12H | 4.7 | 20.6 (0.8) | 9.9 | 10.3 |
| $\mathrm{Gul}_{2} \mathrm{Na}^{\mathrm{H}}$ | 14.0 (0.2) | 23.7 (3.8) | 19.3 (1.5) | 17.5 (0.6) |

Table 4.9: Ion binding to the different sugar oxygen atoms. The occurences of ion binding to the oxygen atoms $O_{1}$ (glycosidic oxygen), $O_{2}$ and $O_{3}$ (hydroxyl groups) or $O_{5}$ (ring oxygen), averaged over the $N_{\text {res }}$ residues, are reported for the different simulations (Table 4.2). The values are correspond to the formation of a solvent-separated (loose binding; LB) or a contact (tight binding; TB; between parentheses if nonzero occurences) interaction. See Section 4.3.2 for the definitions of the binding events. Averaging was performed over the final 9 ns of the simulations considering all possible time origins.

| Code | $\mathrm{D}_{z}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $\mathrm{D}_{x y}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $\mathrm{D}_{\Theta}\left[\mathrm{deg}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $\mathrm{D}_{i, z}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ | $\mathrm{D}_{i, x y}\left[\mathrm{~nm}^{2} \cdot \mathrm{~ns}^{-1}\right]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Glc2 | 0.51 | 0.12 | 0.80 | 0.19 (0.08) | 0.05 (0.02) |
| Man2 | 0.54 | 0.25 | 1.69 | 0.52 (0.23) | 0.08 (0.01) |
| Gal2 | 2.55 | 0.37 | 0.78 | 0.65 (0.41) | 0.06 (0.01) |
| Gul2 | 0.08 | 0.15 | 2.09 | 0.29 (0.16) | 0.09 (0.06) |
| Glc3 | 1.21 | 0.08 | 1.37 | 0.43 (0.21) | 0.25 (0.35) |
| Man3 | 0.45 | 0.14 | 2.21 | 0.14 (0.07) | 0.06 (0.03) |
| Gal3 | 1.04 | 0.19 | 0.642 | 0.83 (0.58) | 0.09 (0.04) |
| Gul3 | 0.40 | 0.22 | 0.21 | 0.19 (0.10) | 0.08 (0.05) |
| $\mathrm{Gul2}_{2 a}$ | 0.42 | 0.26 | 10.57 | 0.94 (0.56) | 0.52 (0.95) |
| Gul2 LJ | 0.10 | 0.22 | 1.91 | 0.36 (0.19) | 0.09 (0.04) |
| Gul2 LJ | 0.68 | 0.11 | 0.99 | 0.19 (0.16) | 0.10 (0.03) |
| Glc2H | 2.67 | 0.67 | 12.33 | 1.15 (0.33) | 0.03 (0.01) |
| Man2H | 0.47 | 1.22 | 2.37 | 1.22 (1.18) | 0.02 (0.01) |
| Gal2H | 9.07 | 0.83 | 11.04 | 8.19 (2.08) | 0.03 (0.01) |
| Gu12H | 0.840 | 0.16 | 10.50 | 1.50 (0.76) | 0.04 (0.03) |
| $\mathrm{Gul}_{2} \mathrm{H} \mathrm{H}$ | 2.67 | 0.41 | 308.51 | 8.70 (4.58) | 3.30 (2.33) |

Table 4.10: Diffusion constants evaluated for different sets of degrees of freedom of the chain and of the counter-ions. The results are reported for all simulations (Table 4.2). The diffusion coefficients $D_{\mathbf{q}}$ are calculated from a linear least-square-fit of the corresponding mean-square displacements over the time period 0-3 ns. The chain diffusion is described in terms of the longitudinal $\left(D_{z}\right)$, transverse $\left(D_{x y}\right)$ and orientational $\left(D_{\theta}\right)$ diffusion constants. The ionic diffusion is described in terms of the ionic longitudinal ( $D_{i, z}$ ) and transverse ( $D_{i, x y}$ ) diffusion constants, averaged over all $N_{\text {ion }}$ positive counter-ions in the system (the corresponding standard deviation is reported between parentheses). See Section 4.3.2 for the definitions of $Q_{\mathbf{q}}(t)$ and $D_{\mathbf{q}}$. The calculation was performed considering the final 9 ns of the simulations.

## Chapter 5

## Interaction of alginate single-chain polyguluronate segments with mono- and divalent metal cations: a comparative molecular dynamics study

### 5.1 Summary

The interaction of a set of monovalent $\left(\mathrm{Na}^{+}, \mathrm{K}^{+}\right)$and divalent $\left(\mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right)$ metal cations with single-chain homopolyguluronate segments of alginates (periodic chain based on a dodecameric repeat, $2_{1}$-helical conformation) is investigated using explicit-solvent molecular dynamics (MD) simulations (at 300 K and 1 bar ). A total of 14 (neutralizing) combinations of the different ions are considered (single type of cation or simultaneous presence of two types of cation, either in the presence or absence of chloride anions). The main observations are that : $(i)$ the chain conformation and intramolecular hydrogen-bonding is insensitive to the counter-ion environment; (ii) the binding of the cations is essentially non-specific for all ions considered (counter-ion atmosphere confined within a cylinder of high ionic density, but no well-defined binding sites); (iii) the density and tightness of the distributions of the different cations within of the counter-ion atmosphere follow the approximate order $\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}>\mathrm{K}^{+}>\mathrm{Na}^{+}$(preferential affinity for divalent over monovalent cations, and for $\mathrm{Ca}^{2+}$ over $\mathrm{Mg}^{2+}$ ); (iv) the solvent-separated binding of the cations to the carboxylate groups of the chain is frequent, and its occurrence follows the approximate order $\mathrm{K}^{+}>\mathrm{Na}^{+}>\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}$ (contact binding events as well as the binding of a cation to multiple carboxylate groups are very infrequent); (v) the counter-ion atmosphere typically leads to a complete screening of the chain charge within $1.0-1.2 \mathrm{~nm}$ of the chain axis, and charge to a reversal at about 1.5 nm (i.e. the effective chain charge becomes positive and as high in magnitude as one quarter of the bare chain charge at this distance, before slowly decreasing to zero). These findings agree very well (in a qualitative sense) with available experimental data and predictions from simple analytical models, and provide further insight concerning the nature of alginate-cation interactions in aqueous solution.

### 5.2 Introduction

Polyuronates are (predominantly) polymers of uronic acids in $(1 \rightarrow 4)$-linkage ${ }^{1-5}$. These polymers have diverse biological functions in plants, such as the preservation of the structure, texture and flexibility, as well as the prevention of dessication ${ }^{6-12}$. These functions are related to their ability to form gels ${ }^{2-4,13-16}$, typically in the presence of divalent metal cations. The three most important natural derivatives of polyuronates are pectins ${ }^{2-4,8-10,12,15,17}$, alginates ${ }^{2-4,7,18}$ and glucuronans ${ }^{19-21}$. The properties of natural polyuronate-based materials are largely used in the food industry, where these polysaccharides serve as stabilizing, thickening, gelling or emulsifying agents ${ }^{8,18,22}$. In addition, they have found many applications ${ }^{6,18,23-28}$ in the fields of medicine (encapsulation, prints), biochemistry (chromatography, culture media), biotechnology (immobilization of enzymes) and environmental protection (detoxification of industrial wastes). Most of these industrial and technological applications also rest on the ability of polyuronates to form gels.

Alginates ${ }^{2-4,7,18}$ are linear copolymers of $\beta$-D-mannuronate ( $\beta$-D-ManU) and $\alpha$-L-guluronate ( $\alpha$-L-GulU) residues in ( $1 \rightarrow 4$ )-linkage, predominantly alternating homogeneous segments of either types of residues and regular repeats of their dimer ${ }^{29}$. The relative amounts of the two acids and their distribution along the polymer chain vary widely depending on the natural source ${ }^{7,18,30,31}$, and strongly influence the physico-chemical and biological properties of alginates ${ }^{7,30-34}$. Alginates are present in large amounts in the extracellular medium of brown seaweeds (20-40\% of the dry weight) and, for this reason, constitute the most abundant marine biopolymer.

An aqueous gel is formed when the polysaccharide chains associate through non-covalent interactions at the level of junction zones. These zones are separated by disordered segments consisting in general of only one chain. The framework of associated and disordered segments leaves large-sized cavities filled by water molecules. In the context of natural alginates, the size of the junction zones is typically limited by inhomogeneities in the polymer sequence. Homogeneous polyguluronate (pGulU) segments are believed to be the main contributors to junction zones ${ }^{35}$ (although regular repeats of the $\alpha$-[D-ManU- $\beta(1 \rightarrow 4)$-L-GulU] dimer in $(1 \rightarrow 4)$-linkage may also be involved ${ }^{32,36}$ ) while homogeneous polymannuronate ( pManU ) segments (as well as segments with more heterogeneous sequences) show reduced propensities to chain-chain association. This size limitation of the junction zones prevents the formation of crystalline structures (precipitation) and, consequently, stabilizes the polymer-water system in the gel state.

The gelation of polyuronates is generally induced by the addition of divalent metal cations (typically $\mathrm{Ca}^{2+}$ ) at a pH close to neutrality. In this case, the leading intermolecular interactions responsible for chain-chain association in the junction zones are ionic interactions between the negatively-charged carboxylate groups and bridging divalent cations ${ }^{2-4,35,37-39}$. The most popular structural model for calcium-induced chain-chain association between pGulU segments in alginates is the "egg-box" model ${ }^{37,40}$, suggesting that pairs of segments in a $2_{1}$-helical conformation are associated in an antiparallel fashion, leaving "niches" for the calcium ions that are coordinated by (two) carboxylate and (eight) hydroxyl groups of the two chains ${ }^{37,40-43}$. This model is compatible with the selectivity for calcium over monovalent (e.g. sodium) ions ${ }^{37,44}$ (i.e. once bound within the gel, the $\mathrm{Ca}^{2+}$ ions cannot be displaced by $\mathrm{Na}^{+}$ions) and the stoichiometry of calcium binding ${ }^{37,44-46}$ (one $\mathrm{Ca}^{2+}$ ion for four uronate residues), as well with the $2_{1}$-helical conformation observed in the solid state for pGulU (acidic form ${ }^{47-51}, \mathrm{Na}^{+} \mathrm{salt}^{52}$ and, presumably, $\mathrm{Ca}^{2+}$ form ${ }^{50}$ ). However, the egg-box model may not be the only model compatible with the avail-
able experimental data and has been questioned in a number of recent studies ${ }^{36,42,43,50,51,53-55}$. In summary ${ }^{5}$, it appears that the original egg-box model ${ }^{37,40}$ is excessively idealized in view of all recent data. However, irrespective of the details of the chain conformation and cation coordination mode, a primary dimerization mechanism involving chain rigidification (regular helical structure) and tight ion binding (well defined coordination sites) at junction zones associating (principally) homogeneous pGulU segments is generally accepted for the cation-induced gelation of alginates. Note, however, that further (presumably weaker; see however ${ }^{46}$ ) aggregation of the dimeric junction zones may occur when $\mathrm{Ca}^{2+}$ is the predominant counter-ion in solution ${ }^{42,46,50}$ (but not in the presence of a large excess of univalent cations ${ }^{44,56,57}$ ) or upon dehydration ${ }^{55}$.

One important factor influencing the gelation of polyuronates in general (and of alginates in particular), as well as the properties of the resulting gels, is the nature and concentration of the cations present in solution. The experimental investigation of the influence of different counterions is not only interesting in terms of the elucidation of the gel formation mechanism, but also in terms of environmental issues ${ }^{58-61}$ (e.g. concentration of heavy metals by plant roots or bacterial exopolysaccharides) as well as practical applications (e.g. detoxification of heavy metal containing wastes ${ }^{62-67}$, inhibition of the uptake of radioactive isotopes by the human body ${ }^{68}$, fouling of ultrafiltration or reverse-osmosis membranes ${ }^{69,70}$, stabilization of in situ drug release systems ${ }^{71}$ ).

The results of independent experimental studies concerning the cation binding selectivity of alginates are sometimes difficult to compare in details, due to differences in the considered polymers (e.g. degree of polymerization, GulU vs ManU content and distribution), experimental conditions (e.g. soluble polymer $v s$ gel, detailed composition of the aqueous environment) and monitored properties (e.g. cation-exchange coefficients, gel strength, spectroscopic properties). However, considering simple (alkali and alkali-earth) ions the following main trends appear to be largely systematic:

1. All (alkali-earth) divalent metal cations (except for the $\mathrm{Mg}^{2+}$ cation ${ }^{15,72}$ ) are capable of promoting alginate gel formation. The selectivity towards these cations (as probed e.g. by cation-exchange coefficients or by the concentration of cations required to promote gel formation and the strength and permeability of the resulting gel) generally follows the sequence ${ }^{14,63,68,73-81} \mathrm{Ba}^{2+}>\mathrm{Sr}^{2+}>\mathrm{Ca}^{2+} \gg \mathrm{Mg}^{2+}$. This sequence appears to be dominated by the selectivity towards pGulU segments ${ }^{63,68,75,76,81}$ (and inversions have been reported for ManU-rich alginates ${ }^{81}$ ). The same sequence appears to hold for both soluble (single chain) as well as gel (junction zones) alginates, although the selectivity is weaker in the former case ${ }^{78}$.
2. The salts of alginates with monovalent (alkali) metal cations are typically water soluble (no gel formation in the absence of divalent cations). The selectivity towards these cations (as probed by ellipticity changes in circular dichroism measurements) appears to follow the sequence ${ }^{82} \mathrm{Li}^{+}<\mathrm{Na}^{+}<\mathrm{K}^{+}>\mathrm{Rb}^{+}>\mathrm{Cs}^{+}$. Here also, the sequence appears to be dominated by the selectivity towards pGulU segments ${ }^{82}$. Note also that the experimental results suggest a peculiar binding mode for the $\mathrm{Na}^{+}$cations (which was tentatively interpreted as resulting from egg-box like interchain interactions ${ }^{82}$ ). Independent measurements of cation-exchange coefficients also suggested a slightly enhanced binding of $\mathrm{Na}^{+}$compared to $\mathrm{K}^{+}$in soluble (single chain) alginates ${ }^{83}$ (i.e. an inversion between $\mathrm{Na}^{+}$and $\mathrm{K}^{+}$in the above sequence).
3. Alginate chains evidence preferential affinity for divalent (alkali-earth) over monovalent
(alkali) metal cations. This selectivity is well known for the gels ${ }^{37,44}$ (the divalent cations bound in junction zones cannot be displaced by monovalent cations) and also appears to hold for soluble (single-chain) alginates ${ }^{63,84,85}$. Here also, the preferential affinity appears to be dominated by interactions with the pGulU segments ${ }^{63,85}$.

For completeness, note that numerous studies have also addressed the (practically highly relevant) problem of the cation specificity of polyuronates towards heavy metal (as well as lanthanides and including some trivalent) cations ${ }^{35,58-61,63,64,66,67,73,76,77,79,80,86-91}$. Note finally that the selectivity of alginates towards various mono- or divalent cations (as summarized above) may differ from that observed for other polyanionic biopolymers ${ }^{14,72,77,86,87,91-99}$ (e.g. other polyuronates, $C_{6}$-oxidized cellulose, carrageenans or sulfated polysaccharides).

The effect of different counter-ions (charge, size and concentration) on the gelation and resulting gel properties of polyuronates in general (and alginates in particular) can be thought of as resulting from differences in polysaccharide-ion interactions in two distinct states: (i) free singlechains in aqueous solution; (ii) associated chains in junction zones. The present study exclusively focuses on the first state (the investigation of the second state will be the scope of a subsequent study).

In the free (unassociated) state, a polyuronate chain can be idealized as an infinite rod with regularly positioned negative charges, surrounded by (bound or aqueous) cations and neutralizing (aqueous) anions. There exist a number of theoretical approaches to model such a rod-like polyanion surrounded by a aqueous counter-ion atmosphere. These include (in order of increasing complexity and expected accuracy): (i) analysis of the potential generated by the polyanion in vacuum (chain: atomistic, rigid; solvent: neglected; ion-ion interactions: neglected) and deduction of possible binding sites ${ }^{43,100}$; (ii) analysis of the counter-ion distribution around the polyanion (chain: atomistic or simplified charge distribution, rigid) using simple solvation models based on continuum electrostatics (solvent: implicit) along with different approximate treatments of interionic interactions (ion-ion interaction: mean-field plus possible corrections), e.g. ${ }^{101}$ linearized Poisson-Boltzmann ${ }^{102, ~ 103}$, Poisson-Boltzmann ${ }^{104-107}$ or Manning condensation ${ }^{105,106,108-112}$ and extended ${ }^{113-115}$ approaches; (iii) analysis of counter-ion trajectories (and corresponding calculated distributions) around the polyanion (chain: atomistic or simplified charge distribution; rigid or flexible) using Monte Carlo (MC), molecular dynamics (MD), stochastic dynamics (SD) or Brownian dynamics (BD) simulation techniques with an explicit representation of the counterions along with an implicit (MC, SD, BD) or explicit (MC, MD) representation of the solvent molecules ${ }^{116}$. Although these approaches have been most commonly applied to the study of the deoxyribonucleic acid double-helix, some have also been applied to polyuronates ${ }^{5,43,100,117,118}$. One of the main observations resulting from the comparison of various approaches is that the neglect (or, to a lesser extent, the mean-field treatment) of ion-ion interactions does not permit even a qualitatively accurate description of these systems in the functionally relevant concentration regime.

In a previous study ${ }^{5}$ (see Chapter 4 of the present thesis), we applied an approach of the third type (chain: atomistic, partially flexible; ions and solvent: explicit; MD) to investigate the binding of calcium ions (neutralizing amount) to four types of homopolyuronate single-chains at 300 K , starting from alternative regular two- and three-fold helical structures. In this work, the chains were made formally infinite by application of artificial periodicity along the chain axis (with octameric or nonameric repeat units). Two main observations made in these simulations
were that : (i) the glycosidic linkages (and local helical parameters) showed an important flexibility (in time) and variability (along the chains), and regular helical structures only accounted for a limited fraction of the conformational ensembles populated at 300 K ; (ii) for all systems considered, the binding of the calcium counter-ions was essentially non-specific, with the formation of a dense counter-ion atmosphere around the chains (condensation), but no specific (tight-binding) interactions at well-defined coordination sites. Taken together, these observations suggested that if chain dimers are appropriately described by the egg-box model (or any other structural model with similar qualitative features), chain-chain association within junction zones in gels must be accompanied by a substantial chain stiffening and a dramatic change in the ion-binding mode. A possible interpretation of this process is the following. The tight binding of a calcium ion (contact ion pair, i.e. including partial desolvation) is an energetically unfavorable process when a single carboxylate group is involved. It requires an interaction with two carboxylate groups that are optimally positioned and oriented (and probably also the assistance of sugar hydroxyl groups). Single-chain polyuronates are unable to provide such a geometry (or only at the expense of a too demanding conformational entropy decrease), and the counter-ions remain bound in a nonspecific way within a dense counter-ion atmosphere. However, the carboxylate and counter-ion charges are not locally compensated and both the chain and the ionic atmosphere are associated with important (positive) self energies due to the Coulombic repulsion between like charges. In other words, the calcium ions around the single chain can be viewed as being placed in a "reactive" state. The possibility of forming an appropriate chelating environment (involving a local compensation of the counter-ion charges and thus, the effective removal of inter-ionic repulsions) by association of a second polyuronate chain is likely to represent the leading driving force (in addition to presumably weaker direct chain-chain interactions) permitting chain stiffening, cation immobilization and chain-chain association.

The goal of the present study is to investigate and compare the interaction of a set of monovalent $\left(\mathrm{Na}^{+}, \mathrm{K}^{+}\right)$and divalent $\left(\mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right)$ cations with single-chain pGulU (at 300 K and 1 bar) using explicit-solvent MD simulation. The approach employed is similar to that used in previous work $^{5}$ (see Chapter 4 of the present thesis), based on a (periodic) dodecameric pGulU chain in $2_{1}$-helical conformation, and consideres 14 possible combinations in terms of possible (neutralizing) solution environments (single type of cation or simultaneous presence of two types of cation, either in the absence or presence of chloride anions).

### 5.3 Computational methods

### 5.3.1 Molecular dynamics simulation

All MD simulations in this study were performed using the GROMOS96 program ${ }^{119,120}$, together with GROMOS the 45A4 force field ${ }^{121-126}$ (encompassing a recently reoptimized parameter set for hexopyranose-based carbohydrates ${ }^{126-130}$, including uronates ${ }^{5}$ ) and the SPC water model ${ }^{131}$. The non-bonded interaction parameters for all the ions were taken directly from the 45A4 parameter set except for $\mathrm{K}^{+}$ion (parameters optimized based on experimental single-ion solvation free energies assuming a value of $-1100 \mathrm{~kJ} \mathrm{~mol}^{-1}$ for the proton; M. Reif; personal communication) and are reported in Table 5.1.

A total of 14 explicit-solvent simulations were carried out involving a single (periodic) pGulU

| ion | $\mathrm{C}_{6}(\mathrm{I}, \mathrm{I})$ | $\mathrm{C}_{6}(\mathrm{I}, \mathrm{W})$ | $\mathrm{C}_{6}(\mathrm{I}, \mathrm{O})$ | $\mathrm{C}_{12}(\mathrm{I}, \mathrm{I})$ | $\mathrm{C}_{12}(\mathrm{I}, \mathrm{W})$ | $\mathrm{C}_{12}(\mathrm{I}, \mathrm{O})$ | $\mathrm{R}(\mathrm{I}, \mathrm{I})$ | $\varepsilon(\mathrm{I}, \mathrm{I})$ | $\mathrm{R}(\mathrm{I}, \mathrm{W})$ | $\varepsilon(\mathrm{I}, \mathrm{W})$ | $\mathrm{R}(\mathrm{I}, \mathrm{O})$ | $\varepsilon(\mathrm{I}, \mathrm{O})$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\left[10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{~nm}^{6}\right]$ |  | $\left[10^{-8} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{~nm}^{12}\right]$ | $[\mathrm{nm}]$ | $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ | $[\mathrm{nm}]$ | $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ | $[\mathrm{nm}]$ | $\left[\mathrm{kJ} \mathrm{mol}^{-1}\right]$ |  |  |  |
| $\mathrm{Na}^{+}$ | 0.7206 | 4.3429 | 4.0374 | 2.1025 | 23.5335 | 44.4860 | 0.2891 | 0.0617 | 0.3204 | 0.2000 | 0.3607 | 0.0916 |
| $\mathrm{~K}^{+}$ | 12.9600 | 18.4176 | 17.1216 | 186.5600 | 221.6856 | 419.0580 | 0.3771 | 0.2251 | 0.3661 | 0.3825 | 0.4121 | 0.1748 |
| $\mathrm{Mg}^{2+}$ | 0.6528 | 4.1337 | 3.8418 | 0.3408 | 9.4750 | 17.9109 | 0.2169 | 0.3126 | 0.2777 | 0.4508 | 0.3126 | 0.2060 |
| $\mathrm{Ca}^{2+}$ | 10.0489 | 16.2177 | 15.0765 | 49.8013 | 114.5351 | 216.5088 | 0.3157 | 0.5069 | 0.3349 | 0.5741 | 0.3770 | 0.2624 |
| $\mathrm{Cl}^{-}$ | 138.0625 | 60.1130 | 55.8830 | 10691.5600 | 1678.1820 | 890.3774 | 0.4993 | 0.4457 | 0.4218 | 0.5387 | 0.3836 | 0.8768 |

Table 5.1: Non-bonded interaction parameters for the considered ions. The reported entries for the 5 ions are the Lennard-Jones (London) dispersion and (Pauli) repulsion coefficients $C_{6}$ and $C_{12}$, as well as the distance $R$ and energy $\varepsilon$ at the minimum of the Lennard-Jones interaction curve, for ion-ion (I,I), ionwater $(I, W)$ and ion-carboxylate oxygen atom $(I, O)$ interactions. The Lennard-Jones interaction energy is $E_{L J}=C_{12} r^{-12}-C_{6} r^{-6}=\varepsilon\left[\left(R^{-1} r\right)^{-12}-2\left(R^{-1} r\right)^{-6}\right]$ where $R=\left(2 C_{12}\right)^{1 / 6} C_{6}^{-1 / 6}$ and $\varepsilon=\left(4 C_{12}\right)^{-1} C_{6}^{2}$. The GROMOS force-field relies on a geometric combination rule for $C_{12}$ and $C_{6}$ (or, equivalently, for $\varepsilon$ and $R$ ). However, the $C_{12}$ parameters used in the combination rule for interactions between charged species (I,I and $I, O)$ differ from those used for interactions between charged and polar species $(I, W)$. The $C_{6}$ and $C_{12}$ parameters for the oxygen of the SPC water model ${ }^{131}$ are $26.1735 \cdot 10^{-4} \mathrm{~kJ} \mathrm{~mol}^{-1} \mathrm{~nm}^{6}$ and 263.4129.10 $0^{-8}$ $\mathrm{kJ} \mathrm{mol}^{-1} \mathrm{~nm}^{12}$, respectively.
chain in different counter-ion solutions (see below) at a temperature of 300 K and a pressure of 1 bar. The simulations were carried out under periodic boundary conditions based on cubic computational boxes (box edge L ). The equations of motion were integrated using the leapfrog scheme ${ }^{132}$ with a timestep of 2 fs . The SHAKE algorithm ${ }^{133}$ was applied to constrain all bond lengths with a relative geometric tolerance of $10^{-4}$. The temperature was maintained close to its reference value ( 300 K ) by weakly coupling the solute and solvent degrees of freedom separately to a heat bath ${ }^{134}$, with a relaxation time of 0.1 ps . The pressure was also maintained close to its reference value ( 1 bar ) by weakly coupling the particle coordinates and box dimensions (isotropic coordinate scaling) to a pressure bath ${ }^{134}$, with a relaxation time of 0.5 ps and an isothermal compressibility of $0.4575 \cdot 10^{-3} \mathrm{~kJ}^{-1} \mathrm{~mol} \mathrm{~nm}^{3}$ as appropriate for water ${ }^{119}$. The center of mass motion was removed every 200 ps. Non-bonded interactions were computed using a twin-range scheme ${ }^{116,119}$, with short- and long-range cutoff distances set to 0.8 and 1.4 nm respectively, and a frequency of 5 timesteps for the update of the short-range pairlist and intermediate-range interactions. A reaction-field correction ${ }^{135,136}$ was applied to account for the mean effect of omitted electrostatic interactions beyond the long-range cutoff distance, using a relative dielectric permittivity of 61 as appropriate for the SPC water model ${ }^{137}$. All simulations were carried out for a duration of 10 ns after an equilibration period of 1 ns , and coordinates were saved to file every 1 ps for subsequent analysis.

To avoid the presence of chain-end effects and the reduction of cooperativity associated with the simulation of finite (short) oligomers ${ }^{177,138-143}$, the choice was made to simulate infinite chains by taking advantage of the periodic boundary conditions ${ }^{5}$ (note that an alternative approach has been recently suggested ${ }^{143}$ ). To this purpose, a polymer segment consisting of 12 residues within the computational box (with the chain axis aligned along the $z$-direction) was made infinite by linking the two terminal residues via a glycosidic bond across the periodic boundary (resulting in a formally cyclic topology ${ }^{144}$ ). In this setup, the 12 residues are thus associated through 12 glycosidic linkages connecting residues $i$ to $i+1$ with $i=1 \ldots 11$, the last linkage connecting residue

12 to residue 1 . This approach is expected to account more appropriately for the cooperativity effects present within longer polymer chains and to entirely eliminate chain-end effects. However, one should be aware that the inclusion of an artificial periodic constraint with a repeat unit of 12 residues (along with an essentially fixed end-to-end vector for this 12 residue repeat, as imposed by the isotropic pressure coupling employed in the simulations and the limited compressibility of water) results in a restriction of the chain longitudinal and torsional flexibility ${ }^{5}$. The effect of the artificial longitudinal constraint is expected to be limited in view of long persistence length (about 40 residues ${ }^{5,145,146}$ ) of pGulU. The effect of the torsional constraint is also expected to be limited by the consideration of a dodecameric periodic repeat (longer than in previous work ${ }^{5}$ and compatible with both regular 2- and 3-fold helices). The initial structure for the simulations was

| System | $\mathrm{Na}^{+}$ | $\mathrm{K}^{+}$ | $\mathrm{Mg}^{2+}$ | $\mathrm{Ca}^{2+}$ | $\mathrm{Cl}^{-}$ | $\mathrm{H}_{2} \mathrm{O}$ | $L$ | $I$ | $I_{\text {tot }}$ | $\kappa^{-1}$ | $\kappa_{\text {tot }}^{-1}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $[\mathrm{~nm}]$ | $\left[\mathrm{mol} \mathrm{kg}^{-1}\right]$ | $\left[\mathrm{mol} \mathrm{kg}^{-1}\right]$ | $[\mathrm{nm}]$ | $[\mathrm{nm}]$ |
| Na | 12 | - | - | - | - | 4147 | 5.05 | 0.08 | 0.16 | 1.08 | 0.76 |
| K | - | 12 | - | - | - | 4147 | 5.06 | 0.08 | 0.16 | 1.08 | 0.76 |
| NaCl | 24 | - | - | - | 12 | 4123 | 5.04 | 0.24 | 0.32 | 0.62 | 0.54 |
| KCl | - | 24 | - | - | 12 | 4123 | 5.05 | 0.24 | 0.32 | 0.62 | 0.54 |
| NaKCl | 12 | 12 | - | - | 12 | 4123 | 5.05 | 0.24 | 0.32 | 0.62 | 0.54 |
| Mg | - | - | 6 | - | - | 4153 | 5.05 | 0.16 | 0.24 | 0.76 | 0.62 |
| Ca | - | - | - | 6 | - | 4153 | 5.05 | 0.16 | 0.24 | 0.76 | 0.62 |
| MgCl | - | - | 12 | - | 12 | 4135 | 5.04 | 0.40 | 0.48 | 0.48 | 0.44 |
| CaCl | - | - | - | 12 | 12 | 4135 | 5.04 | 0.40 | 0.48 | 0.48 | 0.44 |
| MgCaCl | - | - | 6 | 6 | 12 | 4135 | 5.05 | 0.40 | 0.48 | 0.48 | 0.44 |
| MgNaCl | 12 | - | 6 | - | 12 | 4129 | 5.04 | 0.32 | 0.40 | 0.54 | 0.48 |
| MgKCl | - | 12 | 6 | - | 12 | 4129 | 5.05 | 0.32 | 0.40 | 0.54 | 0.48 |
| CaNaCl | 12 | - | - | 6 | 12 | 4129 | 5.05 | 0.32 | 0.40 | 0.54 | 0.48 |
| CaKCl | - | 12 | - | 6 | 12 | 4129 | 5.05 | 0.32 | 0.40 | 0.54 | 0.48 |

Table 5.2: Summary of the simulated systems. The reported entries for the 14 simulations are: the simulation code, the types and numbers of counter-ions in the simulation box, the number of water molecules in the computational box, the average (cubic) box edge length ( $L$ ) during the 10 ns simulations, the ionic strength (I: counter-ions only; $I_{t o t}$ : including the saccharide chain) and the Debye screening length ( $\kappa^{-1}$ : counter-ions only; $\kappa_{\text {tot }}^{-1}$ : including the saccharide chain). The (root-mean-square) fluctuations of $L$ are between 0.004-0.006 nm for all simulations. The ionic strength is calculated as $I=1 / 2 \sum b_{i} z_{i}^{2}$ where $b_{i}$ is the solution molality of species $i$ (mol solute per $k g$ solvent) and $z_{i}$ the integer charge of the species (values including the saccharide consider individual monomeric units with an integer charge of -1 ). The Debye screening length is calculated as $\kappa^{-1}=C I^{-1 / 2}$ with $C=\left[\left(2 N_{A} e^{2} \rho_{s}\right)^{-1} \varepsilon_{0} \varepsilon_{s} k_{B} T\right]^{1 / 2}$, where $N_{A}$ is Avogadro's number, e the electron charge, $\rho_{s}$ the solvent density, $\varepsilon_{0}$ the permittivity of vacuum, $\varepsilon_{s}$ the relative dielectric permittivity of the solvent, $k_{B}$ Boltzmann's constant and $T$ the absolute temperature. Using the experimental values ${ }^{147} \rho_{s}=997.048 \mathrm{~kg} \mathrm{~m}^{-3}$ and $\varepsilon_{s}=78.36$ at $T=300 \mathrm{~K}$, one has $C=0.305 \mathrm{~nm} \mathrm{~mol}^{1 / 2} \mathrm{~kg}^{-1 / 2}$ (used for this table). Note that the use of the appropriate values for the SPC water model, namely ${ }^{137,148} \rho_{s}=994$ $\mathrm{kg} \mathrm{m}^{-3}$ and $\varepsilon_{s}=61$ would lead to a slightly different value $C=0.270 \mathrm{~nm} \mathrm{~mol}^{1 / 2} \mathrm{~kg}^{-1 / 2}$. All simulations were carried out for 10 ns duration (after 1 ns equilibration) at 300 K and 1 bar.
chosen to be a regular $2_{1}$-helix ( 6 full turns per dodecameric repeat) with a turn angle per residue of $180^{\circ}$ and a rise per residue $h_{\text {ref }}=0.427 \mathrm{~nm}$. The latter value was taken from the modeling
studies by Braccini et al. ${ }^{100}$ (based on MM3 relaxed-residues energy maps for the corresponding diuronic acids) and is also close to the experimental value of 0.436 nm based on the fiber diffraction experiments by Atkins et al. ${ }^{47-49}$ and Sikorski et al. ${ }^{50}$. This value is, however, lower than the value of 0.459 nm used in previous work ${ }^{5}$. Initial coordinates for this chain configuration were generated using the program InsightII ${ }^{149}$, assuming ideal ${ }^{4} \mathrm{C}_{1}$ ring geometries and using the reference $\phi$ and $\psi$ glycosidic dihedral angle values ( $\phi_{\text {ref }}=275.8^{\circ}$ and $\psi_{r e f}=84.7^{\circ}$ ) reported by Braccini et al. ${ }^{100}$. The initial cubic box dimension $L$ was set to $12 h_{\text {ref }}$. The computational boxes corresponding the the different systems were brought to overall neutrality by inclusion of counterions at random positions (see below) and filled to a water density of about $1 \mathrm{~g} \cdot \mathrm{~cm}^{-3}$. After energy minimization, equilibration was carried out by performing 0.2 ns MD simulation, increasing the temperature from 50 to 300 K in six successive steps followed by 0.8 ns at 300 K . The resulting configurations were then used for the production simulations. The 14 simulations involved different counter-ion solutions in the form of overall neutralizing sets of the different ions considered $\left(\mathrm{Na}^{+}, \mathrm{K}^{+}, \mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right.$ and $\left.\mathrm{Cl}^{-}\right)$dissolved in about 4000 water molecules. The different combinations investigated (along with the resulting average box sizes, solution ionic strengths $I$ and associated Debye screening lengths $\kappa^{-1}$ ) are summarized in Table 5.2. For the ease of reference, all simulations are labeled with a unique code referring to the counter-ion solution involved.

### 5.3.2 Analysis of the trajectories

The analysis of the trajectories was performed in terms of : (i) local helical conformation and intramolecular hydrogen-bonding; (ii) ion distribution and binding; (iii) effective chain charge (charge of a cylindrical volume of given radius centered on the helix axis); (iv) chain (rotational, longitudinal and transverse) and ionic (three-dimensional, longitudinal and transverse) diffusion. The detailed procedures for these analyzes are described elsewhere ${ }^{5}$ (see Chapter 4 of the present thesis) and only the most important points are summarized below.

The local helical conformation at a glycosidic linkage was assessed by monitoring the corresponding turn angle. This angle is calculated as the dihedral angle between the "reference vectors" of two successive residues, this vector being defined here as the projection of the vector connecting the midpoint of the $\mathrm{C}_{2}-\mathrm{C}_{3}$ bond to the midpoint of the $\mathrm{C}_{5}-\mathrm{O}_{5}$ bond onto the $x y$-plane. Values within ranges of $\pm 30^{\circ}$ around 120,180 or $240^{\circ}$ were associated to local $3_{1^{-}}$, $2_{1}$ - or $3_{2}$-helical conformations, respectively.

The intramolecular hydrogen-bonding was only analyzed in terms of the corresponding occurrences of the interresidue $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}{ }^{\prime}$ and $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}{ }^{\prime}$ hydrogen-bonds at the successive glycosidic linkages (where the prime residue is next to the unprimed residue towards the reducing end of the chain), since these two types of hydrogen-bonds where the only ones found to be populated in regular polyuronate chains ${ }^{5}$. The presence of a hydrogen-bond was defined by a maximal hydrogen-oxygen distance of 0.25 nm and a minimal oxygen-hydrogen-oxygen angle of $135^{\circ}$. A hydrogen-bond between a hydroxyl and a carboxylate group was assumed to be present if the hydroxyl group formed a hydrogen-bond with either (or both) of the carboxylate oxygen atoms.

The counter-ion distribution was analyzed (for each ion type separately) in terms of the twodimensional radial distribution function $g_{2 D}(r)$ corresponding to the (minimum-image) distance $r$ (in the $x y$-plane) between the helix axis and the ions of the given type. This function is defined in such a way that the integral of $L^{-2} 2 \pi r g_{2 D}(r)$ over the entire distance range is equal to one. The counter-ion distribution was also analyzed in terms of the (three-dimensional) radial distribution
function $g_{3 D}(\rho)$ corresponding to the smallest (minimum-image) distance $\rho$ between any of the two carboxylate oxygen atoms and the closest counter-ion. This function is defined in such a way that the integral of $L^{-3} 4 \pi \rho^{2} g_{3 D}(\rho)$ over the entire simulation box (or any larger volume) is equal to one. All radial distribution functions were computed with a bin width of 0.01 nm . In addition, cation-binding events were monitored for the 12 residues, by assigning two cutoff values $\rho_{t}$ and $\rho_{l}$ (with $\rho_{t}<\rho_{l}$ ) to the distance $\rho$. The condition $\rho \leq \rho_{t}$ was associated to a tight binding event (TB; contact ion pair), the condition $\rho_{t}<\rho \leq \rho_{l}$ to a loose binding event (LB; solvent-separated ion pair), while $\rho>\rho_{l}$ corresponded to the absence of ion binding. The values of $\rho_{t}$ and $\rho_{l}$ were chosen as the locations of the first and the second minima in $g_{3 D}(\rho)$ for a given type of ion, i.e. the values of $\rho_{t}$ were set to $0.30\left(\mathrm{Na}^{+}\right), 0.36\left(\mathrm{~K}^{+}\right), 0.32\left(\mathrm{Mg}^{2+}\right)$ or $0.33\left(\mathrm{Ca}^{2+}\right) \mathrm{nm}$, while the corresponding values of $\rho_{l}$ were set to $0.54\left(\mathrm{Na}^{+}\right), 0.61\left(\mathrm{~K}^{+}\right), 0.52\left(\mathrm{Mg}^{2+}\right)$ or $0.57\left(\mathrm{Ca}^{2+}\right) \mathrm{nm}$. The binding ( LB or TB ) of the carboxylate group of a given residue to a cation that is simultaneously bound (LB or TB) to the carboxylate group of a different residue was referred to as a double binding ( DB ; ion bridging) event. Two different types of DB events were further distinguished depending on whether they involved the carboxylate groups of two neighbor residues $\left(\mathrm{DB}_{n}\right)$ or of two second-neighbor residues $\left(\mathrm{DB}_{s} ; i . e\right.$. separated by single residue along the chain). Finally, the counter-ion distributions were also visualized by superimposing successive trajectory frames (chain and counter-ions) on the initial (equilibrated) chain configuration (rotational and translational fit based on the $\mathrm{C}_{2}, \mathrm{C}_{3}, \mathrm{C}_{5}$ and $\mathrm{O}_{5}$ atoms), and displaying the positions of all ions at successive 20 ps intervals.

The effective chain charge $Q(r)$ is defined as the net charge of a cylindrical volume of radius $r$ centered on the helix axis (and of length corresponding to the simulated dodecameric unit). This quantity was evaluated as a function of $r$ by summation of the charges contributed by all counter-ions (calculated via integration of the corresponding $g_{2 D}(r)$ functions) with the boundary condition $Q(0)=-12 e$ (chain charge).

Diffusion coefficients were calculated by monitoring the mean-square displacements $Q_{\mathbf{q}}(t)$ of various time dependent quantities $\mathbf{q}(t)$, with averaging over all possible time origins. The corresponding diffusion coefficients $D_{\mathbf{q}}$ were calculated based on the Einstein relation, taking into account the dimensionality $n(1,2$ or 3$)$ of the quantity $\mathbf{q}$. In practice, $D_{\mathbf{q}}$ was estimated from the slope of a regression line fitting $Q_{\mathbf{q}}(t)$ over the interval from 0 to 3 ns where these functions were found to be approximately linear. The quantities $\mathbf{q}$ considered and the corresponding diffusion coefficients $D_{\mathbf{q}}$ were: $(i)$ the chain orientation angle $\Theta$ (mean of the "reference angles" of all residues, this angle being defined by the deviation of the above defined reference vector relative to its orientation in the initial configuration; with $n=1$ ), to evaluate the chain rotational diffusion constant $D_{\Theta} ;(i i)$ the $z$-coordinate of the chain center (center of geometry of the "reference points" of all residues, this point being defined here as the center of geometry of the ring atoms $\mathrm{C}_{2}, \mathrm{C}_{3}$, $\mathrm{C}_{5}$ and $\mathrm{O}_{5}$; with $n=1$ ), to evaluate the chain longitudinal diffusion constant $D_{z}$; (iii) the coordinate vector of the chain center in the $x y$-plane (with $n=2$ ), to evaluate the chain transverse diffusion constant $D_{x y}$; $(i v)$ the coordinate vector of a given counter-ion (with $n=3$ ) to evaluate the threedimensional diffusion constant $D_{i, r}$ for all counter-ions; $(v)$ the $z$-coordinate of a given counter-ion (with $n=1$ ), to evaluate longitudinal diffusion constants $D_{i, z}$ for all counter-ions; ( $v i$ ) the coordinate vector of a given counter-ion in the $x y$-plane (with $n=2$ ), to evaluate the transverse diffusion constants $D_{i, x y}$ for all counter-ions. While evaluating the corresponding time series $\mathbf{q}(t)$, care was taken to follow periodic coordinates as they diffused across different periods, without "refolding" to the reference interval.

### 5.4 Results

### 5.4.1 Chain conformation and hydrogen-bonding

The time evolution of the local helical conformation and interresidue hydrogen-bonding at the level of the 12 glycosidic linkages was found to be qualitatively very similar for all linkages and in all simulations. The results for simulation Na are displayed in Figure 5.1 as an illustrative example. The corresponding average occurrences are reported in Table 5.3 for the 14 simulations. In all cases, the number of full turns per dodecameric unit (sum of the turn angles of the 12 gly cosidic linkages divided by $360^{\circ}$ ) remained exactly 6 throughout the entire simulation time (as appropriate for a chain conformation close to a $2_{1}$-helix). The average rise per residue (average box edge length $L$ divided by 12; Table 5.2) of about $0.420-0.422 \mathrm{~nm}$ is also the one appropriate for an ideal pGulU $2_{1}$-helix (Section 5.3.1). Locally, the $2_{1}$-helical conformation is also found to be predominant (74.0-77.3 \%), although alternative $3_{1^{-}}(11.3-13.6 \%)$ and $3_{2-}(10.5-12.4 \%)$ conformations are also transiently observed. The $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ hydrogen-bond is the only one found in the simulations (66.7-68.9 \%), while the $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}$ ' hydrogen-bond is never observed. The occurences of local helical conformations and intramolecular hydrogen-bonds found in the present simulations differ slightly (about $10 \%$ at most) from those reported in previous work ${ }^{5}$ for pGulU. This is probably due to the consideration of dodecamers (rather than octamers) and to the slightly smaller value chosen here for the rise per residue.

### 5.4.2 Distribution of the ions around the chain

The two-dimensional radial distribution functions $g_{2 D}(r)$ of the different ions around the helix axis are displayed in Figures 5.2-5.4 for the 14 simulations. For the ease of comparison, a summary of the main features of these curves is also provided in Table 5.4.

The following general observations apply to all systems considered: $(i)$ in the absence of $\mathrm{Cl}^{-}$ anions (simulations $\mathrm{Na}, \mathrm{K}, \mathrm{Mg}$ and Ca ), the cation radial distributions are relatively narrow (narrow $v s$ broad referring here to the distance range spanned by the distribution) and tight (tight vs loose referring here to the mean distance from the helix axis), presenting a single maximum at about $0.5-0.6 \mathrm{~nm}$ with a magnitude of about $6\left(\mathrm{Na}^{+}, \mathrm{K}^{+}\right)$or $8\left(\mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right)$, and essentially reaching zero $(<0.25)$ beyond about $1.7\left(\mathrm{Na}^{+}, \mathrm{K}^{+}\right)$or $1.4\left(\mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right) \mathrm{nm}$; (ii) in the presence of $\mathrm{Cl}^{-}$anions along with a single cation type (simulations $\mathrm{NaCl}, \mathrm{KCl}, \mathrm{MgCl}$ and CaCl ) or isovalent cation types (simulations NaKCl and MgCaCl ), the cation distributions tend to be somewhat broader and looser (peak location usually shifted to a slightly higher distance, peak height decreased by factor of about 1.8, appearance of a long-range tail in the distribution), compared to the corresponding simulations involving a single cation type in the absence of $\mathrm{Cl}^{-}$(simulations $\mathrm{Na}, \mathrm{K}, \mathrm{Mg}$ and Ca ); (iii) in the presence of $\mathrm{Cl}^{-}$ions along with cation types of different valences (simulations $\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl ), the distribution of the monovalent cation is significantly broadened and loosened (peak location shifted to about 0.8-0.9 nm, peak height decreased by a factor of about 2.2 in the presence of $\mathrm{Mg}^{2+}$ or 2.9 in the presence of $\mathrm{Ca}^{2+}$, pronounced long-range tail in the distribution) compared to the corresponding simulation involving the monovalent ion alone (simulations Na and K ), while the corresponding change in the distribution of the divalent cation (relative to simulations Mg and Ca ) is much more limited; (iv) the distributions of the $\mathrm{Cl}^{-}$anion (whenever present) are very broad and loose, presenting a

| system | $2_{1}$ <br> $[\%]$ | $3_{1}$ <br> $[\%]$ | $3_{2}$ <br> $[\%]$ | $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}{ }^{\prime}$ <br> $[\%]$ | $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}{ }^{\prime}$ <br> $[\%]$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Na | 76.2 | 12.4 | 11.3 | 67.2 | 0.0 |
| K | 76.7 | 12.3 | 11.0 | 67.6 | 0.0 |
| NaCl | 76.6 | 12.2 | 11.0 | 67.0 | 0.0 |
| KCl | 76.3 | 12.4 | 11.1 | 66.7 | 0.0 |
| NaKCl | 78.1 | 11.3 | 10.5 | 68.0 | 0.0 |
| Mg | 76.4 | 12.0 | 11.4 | 67.3 | 0.0 |
| Ca | 75.2 | 12.9 | 11.9 | 66.9 | 0.0 |
| MgCl | 75.3 | 12.8 | 11.8 | 67.8 | 0.0 |
| CaCl | 77.3 | 11.8 | 10.7 | 68.9 | 0.0 |
| MgCaCl | 75.8 | 12.5 | 11.6 | 67.0 | 0.0 |
| MgNaCl | 76.2 | 12.6 | 11.1 | 66.7 | 0.0 |
| MgKCl | 76.9 | 12.3 | 10.7 | 68.2 | 0.0 |
| CaNaCl | 74.9 | 13.2 | 11.9 | 68.5 | 0.0 |
| CaKCl | 74.0 | 13.6 | 12.4 | 67.0 | 0.0 |

Table 5.3: Occurrences of local helical conformations and interresidue hydrogen-bonds for all simulations (Table 5.2). The occurrences are averaged over the 12 linkages and over the entire simulation time ( 10 ns ). The indicated properties are the formation of a local $2_{1}$-, $3_{1}$ - or $3_{2}$-helical conformation and of $\mathrm{H}_{2} \rightarrow \mathrm{O}_{6}^{\prime}$ or $\mathrm{O}_{5} \leftarrow \mathrm{H}_{3}^{\prime}$ interresidue hydrogen-bonds.
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Figure 5.1: Time evolution of the local helical conformation, interresidue hydrogen-bonds and ion-binding events for the 12 glycosidic linkages in simulation Na (Table 5.2). The indicated events are the formation of a local $2_{1-}$-, $3_{1}$ - or $3_{2}$-helical conformation, of $H_{2} \rightarrow O_{6}^{\prime}$ or $O_{5} \leftarrow H_{3}^{\prime}$ hydrogenbonds $\left(H_{2} \rightarrow O_{6}^{\prime}\right.$ either: involving only one carboxylate oxygen atom; $H_{2} \rightarrow O_{6}^{\prime}$ : involving both carboxylate oxygen atoms), of a solvent-separated (loose binding; LB) ion pair, of a contact (tight binding; TB) ion pair or of an ion pair (LB or TB) involving an ion also bound (LB or TB) to the carboxylate group of another residue (double binding; DB; smaller bars for the two involved carboxylate groups). See Section 5.3.2 for definitions of local helical conformations, hydrogen-bonding and ion binding. The sampling period (individual bars) is 20 ps. Color code $2_{1}$ (black), $3_{1}$ (red), $3_{2}$ (green), $H_{2} \rightarrow O_{6}^{\prime}$ (pink), $O_{5} \leftarrow H_{3}^{\prime}$ (brown), $L B$ (cyan), TB (blue), DB (orange).
single maximum at about $1.4-1.7 \mathrm{~nm}$ with a magnitude of about 1.4-1.7, and essentially vanishing $(<0.25)$ below about $0.2-0.8 \mathrm{~nm}$.

Qualitatively, these observations can be summarized as follows. When the chain charge is exactly neutralized by a single type of cation, divalent cations form a denser and tighter counter-ion atmosphere around the chain compared to monovalent cations. Upon addition of one equivalent of the chloride salt of the same ion or of an isovalent ion, the counter-ion atmosphere becomes slightly more diffuse and less tight, as a result of the increased ionic strength (electrostatic screening) and the competition between the chain and the chloride ions (predominantly distributed in the bulk region far away from the chain) for interactions with the cations. However, when one equivalent of the chloride salt of a monovalent cation is added to the chain neutralized by divalent cations (or, equivalently, the inverse process), the divalent cations preferentially interact with the chain (distribution similar to that observed for a chain neutralized by these sole cations) while the monovalent cations preferentially interact with the chloride ions (distribution significantly expanded compared to that observed for a chain neutralized by these sole cations). In other words, single pGulU chains in aqueous solution evidence a clear preferential affinity for divalent over monovalent cations when both types of ions are present in solution.


Figure 5.2: Two-dimensional radial distribution function $g_{2 D}(r)$ for the coordinates of the counter-ions in the xy-plane relative to the helix axis for simulations $\mathrm{Na}, \mathrm{K}, \mathrm{NaCl}, \mathrm{KCl}$ and NaKCl (Table 5.2). The functions are averaged over all ions of a given type in the system and calculated over the entire simulation time ( 10 ns ) using a bin size of 0.01 nm . The cumulative integral of $L^{-2} 2 \pi r g_{2 D}(r)$ (amplified by a factor 8 for readability) is also displayed, as well as the corresponding distribution of all chain atoms (black dotted line; average over all simulations; scaled by a factor 5 for readability).


Figure 5.3: Two-dimensional radial distribution function $g_{2 D}(r)$ for the coordinates of the counter-ions in the xy-plane relative to the helix axis for simulations $\mathrm{Mg}, \mathrm{Ca}, \mathrm{MgCl}, \mathrm{CaCl}$ and MgCaCl (Table 5.2). The functions are averaged over all ions of a given type in the system and calculated over the entire simulation time (10 ns) using a bin size of 0.01 nm . The cumulative integral of $L^{-2} 2 \pi r g_{2 D}(r)$ (amplified by a factor 8 for readability) is also displayed, as well as the corresponding distribution of all chain atoms (black dotted line; average over all simulations; scaled by a factor 5 for readability).

Besides these general considerations, the detailed comparison of the different systems reveals the following differences between corresponding simulations involving a different type of monovalent $\left(\mathrm{Na}^{+}\right.$or $\left.\mathrm{K}^{+}\right)$or divalent $\left(\mathrm{Mg}^{2+}\right.$ or $\left.\mathrm{Ca}^{2+}\right)$ cation. In the absence of divalent cations, the systems involving $\mathrm{Na}^{+}$or $\mathrm{K}^{+}$(simulations $\mathrm{Na}, \mathrm{K}, \mathrm{NaCl}, \mathrm{KCl}$ and NaKCl ) present very similar distributions for all types of ions (except for a slightly tighter distribution for $\mathrm{K}^{+}$in simulation K compared to $\mathrm{Na}^{+}$in simulation Na in the immediate vicinity of the chain). The same applies to the systems involving $\mathrm{Mg}^{2+}$ or $\mathrm{Ca}^{2+}$ separately in the absence of monovalent cations (simulations $\mathrm{Mg}, \mathrm{Ca}, \mathrm{MgCl}$ and CaCl$)$. However, when the two types of divalent cations are included simultaneously (simulation MgCaCl ), the $\mathrm{Ca}^{2+}$ distribution is seen to be noticeably tighter compared to that of $\mathrm{Mg}^{2+}$ (simultaneously, the $\mathrm{Cl}^{-}$distribution extends closer to the helix axis compared to all other systems). Finally, in the simulations involving cations of different valences (simulations $\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl ), a systematic difference is also seen between the systems involving the two different types of divalent cations. Irrespective of the monovalent cation considered, the $\mathrm{Mg}^{2+}$ distribution reaches closer to the helix axis (distance range $0.0-0.3 \mathrm{~nm}$ ) compared to the $\mathrm{Ca}^{2+}$ distribution. However, in spite of this close-range difference, the $\mathrm{Ca}^{2+}$ distribution appears overall somewhat tighter (in contrast to $\mathrm{Mg}^{2+}$, no long-distance tail is observed for $\mathrm{Ca}^{2+}$ )


Figure 5.4: Two-dimensional radial distribution function $g_{2 D}(r)$ for the coordinates of the counter-ions in the xy-plane relative to the helix axis for simulations $\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl (Table 5.2). The functions are averaged over all ions of a given type in the system and calculated over the entire simulation time ( 10 ns ) using a bin size of 0.01 nm . The cumulative integral of $L^{-2} 2 \pi r g_{2 D}(r)$ (amplified by a factor 8 for readability) is also displayed, as well as the corresponding distribution of all chain atoms (black dotted line; average over all simulations; scaled by a factor 5 for readability).
and the preferential exclusion of the monovalent cations is noticeably stronger for this divalent cation.

In summary, the density and tightness of the counter-ion atmosphere (in terms of an ion of a given type) appears to be correlated with the ion charge and size, resulting the approximate ranking $\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}>\mathrm{K}^{+} \sim \mathrm{Na}^{+}$.

Illustrative counter-ion distributions corresponding to simulations $\mathrm{Na}, \mathrm{NaCl}, \mathrm{Ca}, \mathrm{CaCl}, \mathrm{NaKCl}$, $\mathrm{MgCaCl}, \mathrm{MgNaCl}$ and CaNaCl are displayed graphically in Figure 5.5.

### 5.4.3 Ion binding to the chain

The statistics concerning the binding of the different cations to the carboxylate groups of the pGulU chain are reported in Table 5.5 for the 14 simulations.

The following general considerations apply to all systems considered: $(i)$ the occurrence of ion-binding events (B), i.e. the average fraction of the simulation time where a carboxylate group binds a cation either tightly (TB; contact ion pair) or loosely (LB; solvent-separated ion pair), is significant (8.5-46.3 \%); (ii) for the systems with one single cation type or two isovalent cation

| System | ion | zero | low | peak | high |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $[\mathrm{nm}](-)$ | $[\mathrm{nm}](-)$ | $[\mathrm{nm}](-)$ | $[\mathrm{nm}](-)$ |
| Na | $\mathrm{Na}^{+}$ | $0.00(2.05)$ | - | $0.58(6.12)$ | $1.73(0.25)$ |
| K | $\mathrm{K}^{+}$ | $0.00(2.23)$ | - | $0.48(6.16)$ | $1.75(0.25)$ |
| NaCl | $\mathrm{Na}^{+}$ | $0.00(0.91)$ | - | $0.64(3.31)$ | $2.83(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.60(0.25)$ | $1.56(1.41)$ | $3.00(0.25)$ |
| KCl | $\mathrm{K}^{+}$ | $0.00(0.66)$ | - | $0.70(3.43)$ | $2.85(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.72(0.25)$ | $1.58(1.52)$ | $3.04(0.25)$ |
| NaKCl | $\mathrm{Na}^{+}$ | $0.00(0.83)$ | - | $0.56(3.91)$ | $2.77(0.25)$ |
|  | $\mathrm{K}^{+}$ | $0.00(0.80)$ | - | $0.59(3.45)$ | $2.87(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.76(0.25)$ | $1.72(1.52)$ | $2.96(0.25)$ |
| Mg | $\mathrm{Mg}^{2+}$ | $0.00(0.30)$ | $0.07(0.25)$ | $0.56(7.97)$ | $1.40(0.25)$ |
| Ca | $\mathrm{Ca}^{2+}$ | $0.00(0.00)$ | $0.10(0.25)$ | $0.59(8.20)$ | $1.47(0.25)$ |
| MgCl | $\mathrm{Mg}^{2+}$ | $0.00(0.08)$ | $0.04(0.25)$ | $0.52(4.56)$ | $1.71(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.59(0.25)$ | $1.40(1.62)$ | $0.59(0.25)$ |
| CaCl | $\mathrm{Ca}^{2+}$ | $0.00(0.07)$ | $0.12(0.25)$ | $0.52(4.73)$ | $1.66(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.68(0.25)$ | $1.50(1.76)$ | $2.75(0.25)$ |
| MgCaCl | $\mathrm{Mg}^{2+}$ | $0.00(0.15)$ | $0.03(0.25)$ | $0.81(3.98)$ | $2.73(0.25)$ |
|  | $\mathrm{Ca}^{2+}$ | $0.00(0.00)$ | $0.12(0.25)$ | $0.57(6.09)$ | $1.64(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.20)$ | $0.17(0.25)$ | $1.44(1.51)$ | $2.87(0.25)$ |
| MgNaCl | $\mathrm{Mg}^{2+}$ | $0.00(0.30)$ | - | $0.51(7.12)$ | $2.73(0.25)$ |
|  | $\mathrm{Na}^{+}$ | $0.00(0.80)$ | - | $0.86(2.89)$ | $2.77(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.70(0.25)$ | $1.58(1.61)$ | $2.92(0.25)$ |
| MgKCl | $\mathrm{Mg}^{2+}$ | $0.00(0.50)$ | $0.10(0.25)$ | $0.56(7.14)$ | $1.53(0.25)$ |
|  | $\mathrm{K}^{+}$ | $0.00(0.65)$ | - | $0.77(2.72)$ | $2.87(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.73(0.25)$ | $1.54(1.56)$ | $2.98(0.25)$ |
| CaNaCl | $\mathrm{Ca}^{2+}$ | $0.00(0.00)$ | $0.12(0.25)$ | $0.60(7.50)$ | $1.60(0.25)$ |
|  | $\mathrm{Na}^{+}$ | $0.00(0.25)$ | $0.12(0.25)$ | $0.80(2.10)$ | $3.10(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.74(0.25)$ | $1.52(1.57)$ | $3.06(0.25)$ |
| CaKCl | $\mathrm{Ca}^{2+}$ | $0.00(0.15)$ | $0.04(0.25)$ | $0.70(6.25)$ | $1.60(0.25)$ |
|  | $\mathrm{K}^{+}$ | $0.00(0.20)$ | $0.01(0.25)$ | $0.86(2.18)$ | $2.96(0.25)$ |
|  | $\mathrm{Cl}^{-}$ | $0.00(0.00)$ | $0.79(0.25)$ | $1.60(1.70)$ | $2.90(0.25)$ |
|  |  |  |  |  |  |

Table 5.4: Main characteristics of the two-dimensional radial distribution functions $g_{2 D}(r)$ displayed in Figures 5.2-5.4. The reported entries for the 14 simulations and involved ion types are couples of distances (r) and function ( $g_{2 D}(r)$ ) values (between parentheses) corresponding to: $r=0 \mathrm{~nm}$ (zero), first occurrence of $g_{2 D}(r) \geq 0.25$ along the increasing portion of the curve (low), peak position (peak), first occurrence of $g_{2 D}(r) \leq 0.25$ along the decreasing portion of the curve (high). Note that the curves were smoothed by five-point averaging (effective bin size 0.05 nm ) prior to the determination of these characteristic features. See Table 5.2 for the simulation codes.


Figure 5.5: Positions of the counter-ions along the chain (top views), as sampled along the simulations (Table 5.2) $\mathrm{Na}, \mathrm{NaCl}, \mathrm{Ca}, \mathrm{CaCl}$ (upper row) and $\mathrm{NaKCl}, \mathrm{MgCaCl}, \mathrm{MgNaCl}, \mathrm{CaNaCl}$ (bottom row). The ion coordinates correspond to successive configurations superimposed onto the initial one (rotational and translational fit based on the $C_{2}, C_{3}, C_{5}$ and $O_{5}$ atoms) based on the entire ( 10 ns ) simulations. The latter reference configuration is also displayed. Atom coloring: $\mathrm{Na}^{+}$(blue), $\mathrm{K}^{+}$(red), $\mathrm{Mg}^{2+}$ (pink), $\mathrm{Ca}^{2+}$ (green) and $\mathrm{Cl}^{-}$(yellow). The sampling period (between displayed ion coordinates) is 20 ps.
types (simulations $\mathrm{Na}, \mathrm{K}, \mathrm{NaCl}, \mathrm{KCl}, \mathrm{NaKCl}, \mathrm{Mg}, \mathrm{Ca}, \mathrm{MgCl}, \mathrm{CaCl}$ and MgCaCl ), the binding events involving a monovalent cation are more frequent (27.4-46.3\%) than those involving a divalent cation (23.1-27.4\%); (iii) for the systems involving cation types of different valences $(\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl$)$, binding events involving a monovalent cation may be more frequent $\left(\mathrm{Mg}^{2+}\right)$ or less frequent $\left(\mathrm{Ca}^{2+}\right)$ than those involving a divalent cation; (iv) the occurrence of tight-binding events (TB) is low ( $0.0-4.0 \%$ ) and these events are noticeably less frequent for divalent ( $0.0-0.3 \%$ ) compared to monovalent ( $0.3-4.0 \%$ ) ions; $(v)$ the occurrences of double binding events (DB; ion bridging), i.e. the average fraction the simulation time where a carboxylate group binds a cation that is simultaneously bound to another carboxylate group (in both cases either tightly or loosely) is also low ( $0.6-11.9 \%$ ), and these events are noticeably less frequent for divalent ( $0.6-3.9 \%$ ) compared to monovalent (1.4-11.9\%) ions; (vi) the dominant contribution to DB events involves the simultaneous binding of an ion to two second-neighbour residues $\left(\mathrm{DB}_{s}\right)$ rather than two nearest-neighbour $\left(\mathrm{DB}_{n}\right)$ residues; (vii) the inclusion of $\mathrm{Cl}^{-}$ions does not significantly affect the statistics of binding events (compared to the corresponding simulations without $\mathrm{Cl}^{-}$ions). Note that triple binding events were sometimes seen (their occurrence never exceeding $0.2 \%$ ), while chloride binding events were never observed.

Qualitatively, these observations can be summarized as follows (in the light of the corresponding general observations made in Section 5.4.2). The electrostatic attraction between the carboxylate groups and the cations is strong enough to promote the formation of a dense counter-ion atmosphere around the chain, along with a significant extent of non-specific solvent-separated counter-ion binding. However, this interaction is insufficient to induce the tight-binding (contact ion pair) of the cations at specific sites, which would involve the partial desolvation of these ions. Furthermore, as discussed in previous work ${ }^{5}$ (see Figure 11 therein; Chapter 4 of the present thesis and Figure 4.11), due to the geometry of the chain (in the $2_{1}$-helical conformation), the coordination of an ion by two carboxylate groups implies either a significant local distortion of the chain ( $\mathrm{DB}_{n}$ event) or relatively long carboxylate-ion distances ( $\mathrm{DB}_{s}$ event), so that such double-binding events are scarce (and only involve solvent-separated cation binding by the two carboxylate groups involved). These findings are in line with recent implicit-solvent modeling studies, suggesting that counter-ion binding to polyuronate single chains is (predominantly) a (non-specific) counter-ion condensation process ${ }^{34,113-115}$. The somewhat higher propensity of monovalent cations to be involved in LB, TB or DB events in the absence of divalent cations can be explained by their weaker solvation. In the presence of divalent ions, the inversion of this trend observed for $\mathrm{Ca}^{2+}$ probably results from the stronger preferential exclusion of the monovalent cations in this case (Section 5.4.2).

Besides these general considerations, the detailed comparison of the different systems reveals the following differences between corresponding simulations involving a different monovalent $\left(\mathrm{Na}^{+}\right.$or $\left.\mathrm{K}^{+}\right)$or divalent $\left(\mathrm{Mg}^{2+}\right.$ or $\left.\mathrm{Ca}^{2+}\right)$ cation. In the absence of divalent cations, the systems involving $\mathrm{Na}^{+}$or $\mathrm{K}^{+}$(simulations $\mathrm{Na}, \mathrm{K}, \mathrm{NaCl}, \mathrm{KCl}$ and NaKCl ) reveal a systematically higher occurrence of binding events of all types ( $\mathrm{B}, \mathrm{LB}, \mathrm{TB}, \mathrm{DB}_{n}, \mathrm{DB}_{s}$ ) for $\mathrm{K}^{+}$compared to $\mathrm{Na}^{+}$(e.g. increase by about $35-50 \%$ for B ). Note that this systematic trend is not clearly correlated with a difference in the corresponding two-dimensional radial distribution functions (Section 5.4.2; with the possible exception of simulations Na vs K ). In contrast, the systems involving $\mathrm{Mg}^{2+}$ or $\mathrm{Ca}^{2+}$ separately in the absence of monovalent cations (simulations $\mathrm{Mg}, \mathrm{Ca}, \mathrm{MgCl}$ and CaCl ) do not reveal a striking difference in terms of ion-binding properties. No differences were observed either in the corresponding radial distribution functions. However, when the two types of divalent cations

| system | I | B <br> $[\%]$ | LB <br> $[\%]$ | TB <br> $[\%]$ | DB <br> $[\%]$ | $\mathrm{DB}_{n}$ <br> $[\%]$ | $\mathrm{DB}_{s}$ <br> $[\%]$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Na | $\mathrm{Na}^{+}$ | 27.4 | 26.8 | 0.6 | 3.9 | 0.5 | 3.4 |
| K | $\mathrm{~K}^{+}$ | 41.7 | 38.2 | 3.5 | 11.9 | 2.4 | 9.6 |
| NaCl | $\mathrm{Na}^{+}$ | 33.2 | 32.7 | 0.5 | 6.3 | 0.4 | 5.9 |
| KCl | $\mathrm{K}^{+}$ | 46.3 | 42.4 | 4.0 | 10.9 | 2.8 | 8.1 |
| NaKCl | $\mathrm{Na}^{+}$ | 18.2 | 17.9 | 0.3 | 3.4 | 0.2 | 3.1 |
|  | $\mathrm{~K}^{+}$ | 24.5 | 22.8 | 1.7 | 7.0 | 1.3 | 5.7 |
| Mg | $\mathrm{Mg}^{2+}$ | 27.4 | 27.4 | 0.0 | 2.1 | 0.2 | 1.9 |
| Ca | $\mathrm{Ca}^{2+}$ | 25.8 | 25.8 | 0.0 | 3.9 | 0.4 | 3.5 |
| MgCl | $\mathrm{Mg}^{2+}$ | 23.1 | 23.1 | 0.0 | 1.1 | 0.2 | 1.0 |
| CaCl | $\mathrm{Ca}^{2+}$ | 24.8 | 24.8 | 0.0 | 3.6 | 0.2 | 3.4 |
| CaMgCl | $\mathrm{Mg}^{2+}$ | 8.5 | 8.4 | 0.1 | 0.6 | 0.0 | 0.6 |
|  | $\mathrm{Ca}^{2+}$ | 16.8 | 16.6 | 0.2 | 2.6 | 0.2 | 2.4 |
| MgNaCl | $\mathrm{Mg}^{2+}$ | 13.1 | 13.1 | 0.0 | 2.7 | 0.3 | 2.4 |
|  | $\mathrm{Na}^{+}$ | 15.1 | 14.6 | 0.4 | 3.0 | 0.6 | 2.5 |
| MgKCl | $\mathrm{Mg}^{2+}$ | 15.0 | 15.0 | 0.0 | 1.2 | 0.0 | 1.2 |
|  | $\mathrm{~K}^{+}$ | 19.6 | 18.3 | 1.3 | 4.5 | 1.3 | 3.3 |
| CaNaCl | $\mathrm{Ca}^{2+}$ | 19.4 | 19.1 | 0.3 | 2.1 | 0.4 | 1.7 |
|  | $\mathrm{Na}^{+}$ | 10.8 | 10.4 | 0.3 | 1.4 | 0.2 | 1.1 |
| CaKCl | $\mathrm{Ca}^{2+}$ | 18.0 | 18.0 | 0.0 | 2.6 | 0.1 | 2.4 |
|  | $\mathrm{~K}^{+}$ | 15.4 | 14.3 | 1.1 | 4.1 | 1.0 | 3.1 |

Table 5.5: Occurrence of cation-binding events of different types for all simulations (Table 5.2). The occurrences are averaged over the 12 carboxylate groups and over the entire simulation time ( 10 ns ). The indicated properties are B (binding), solvent-separated (loose binding; LB) ion pair, contact (tight binding; TB) ion pair, double-binding (DB; carboxylate group bound to an ion that is simultaneously bound to another carboxylate group), nearest-neighbour double-binding ( $D B_{n} ; D B$ event involving two nearestneighbour residues), second-neighbour double-binding ( $D B_{s} ; D B$ event involving two second-neighbour residues). The notation "cat" represents any cation in the system irrespective of its identity.
are included simultaneously (simulation MgCaCl ), a higher occurrence of binding events of all types is observed for $\mathrm{Ca}^{2+}$ compared to $\mathrm{Mg}^{2+}$ (e.g. occurrence higher by about a factor two for B ). In this case, the difference is clearly reflected in the corresponding radial distribution functions, where the $\mathrm{Ca}^{2+}$ distribution was found to be tighter than the $\mathrm{Mg}^{2+}$ distribution. Finally, in the simulations involving simultaneously ions with different valences ( $\mathrm{MgCaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl ), a systematic difference is also seen in terms of ion-binding between both the monovalent and the divalent cations. First, irrespective of the monovalent cation considered ( $\mathrm{Na}^{+}$or $\mathrm{K}^{+}$), the occurrences of binding events of all types are higher for $\mathrm{Ca}^{2+}$ compared to $\mathrm{Mg}^{2+}$. Second,
irrespective of the divalent cation considered, the corresponding occurrences are higher for $\mathrm{K}^{+}$ compared to $\mathrm{Na}^{+}$. Third, the binding of $\mathrm{Mg}^{2+}$ is enhanced by the presence of $\mathrm{K}^{+}$compared to $\mathrm{Na}^{+}$, while the opposite is true for $\mathrm{Ca}^{2+}$. Fourth, the binding of both $\mathrm{Na}^{+}$and $\mathrm{K}^{+}$are enhanced by the presence of $\mathrm{Mg}^{2+}$ compared to $\mathrm{Ca}^{2+}$. Only the last trend could have been anticipated based on the observation of the corresponding radial distribution functions. In contrast, the first trend is somewhat unexpected considering that the close-range $(0-3 \mathrm{~nm})$ distribution of $\mathrm{Mg}^{2+}$ is higher than that of $\mathrm{Ca}^{2+}$.

In summary, there appears to be no entirely systematic correlation between the trends observed in the distribution of the ions around the chain (Section 5.4.2) and the occurrence of ion-binding events (present section). Unless preferential affinity effects are involved (simulations involving ions of different valences simultaneously), the occurrence of binding events appears to be correlated with the ion charge and size, resulting in the approximate ranking $\mathrm{K}^{+}>\mathrm{Na}^{+}>\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}$. This ranking is also the one qualitatively expected in terms of increasing hydration strength of the cation. For example, the $\mathrm{Na}^{+}$cation is small, well hydrated, and usually classified as "kosmotrope" ${ }^{150}$ (meaning that $\mathrm{Na}^{+}$tends to promote water structuring ${ }^{151}$ around itself). In contrast, potassium is larger, less well hydrated, and usually classified as "chaotrope" (meaning that waterwater interactions dominate over ion-water interactions ${ }^{150}$.

### 5.4.4 Chain and ion diffusion

The chain rotational $\left(D_{\Theta}\right)$, longitudinal $\left(D_{z}\right)$ and transverse $\left(\mathrm{D}_{x y}\right)$ diffusion constants as well as the ion three-dimensional $\left(D_{i, r}\right)$, longitudinal $\left(D_{i, z}\right)$ and transverse $\left(\mathrm{D}_{i, x y}\right)$ diffusion constants (the latter averaged over all ions of a given type) are reported in Table 5.6 for the 14 simulations.

Considering the chain, the rotational and longitudinal diffusion constants are found to be the highest in simulations $\mathrm{Na}, \mathrm{K}, \mathrm{MgCl}, \mathrm{CaCl}$ and CaMgCl (the corresponding lateral diffusion constants do not evidence clear systematic trends). A more rapid chain diffusion suggests that these systems present either weaker cohesive forces between the chain and its counter-ion atmosphere or a weaker extent of hydration of the chain-ion system (leading to a smaller "effective" radius of the chain in solution). However, the observation of faster diffusion for these five specific systems does not obviously correlate with the trends observed previously in the two-dimensional radial distribution functions (Section 5.4.2) or ion-binding events (Section 5.4.3).

Considering the ions, the three-dimensional diffusion coefficients typically (but not entirely systematically) decrease in the order $\mathrm{Cl}^{-}>\mathrm{K}^{+}>\mathrm{Na}^{+}>\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}$, which is also the trend observed experimentally for the free ions in solution (2.03, 1.96, 1.33, 0.79 and $0.71 \mathrm{~nm}^{2} \mathrm{~ns}^{-1}$, respectively, as calculated from limiting molar conductivities of single ions ${ }^{152}$ at 298.15 K ; see Eq.6.7.23 in the quoted reference), a faster diffusion correlating with a weaker hydration strength. The main exception to this sequence is an inversion between $\mathrm{Ca}^{2+}$ and $\mathrm{Mg}^{2+}$ for the systems involving the two ions simultaneously or involving ions of different valences (simulations CaMgCl , $\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl ). This inversion can be related to the stronger interaction of $\mathrm{Ca}^{2+}$ with the chain in this case (Sections 5.4.2 and 5.4.3). Note also another inversion between $\mathrm{Na}^{+}$and $\mathrm{K}^{+}$in the simulations involving the corresponding monovalent ion along with $\mathrm{Cl}^{-}$anions (simulations NaCl and KCl ). Since the comparison also reveals a significantly decreased mobility of the $\mathrm{Cl}^{-}$ions in the presence of $\mathrm{K}^{+}$(compared to $\mathrm{Na}^{+}$), this inversion might result from a stronger interaction of $\mathrm{K}^{+}$with $\mathrm{Cl}^{-}$(compared to $\mathrm{Na}^{+}$with $\mathrm{Cl}^{-}$). Note finally that the longitudinal ionic diffusion coefficients tend to be higher than the transverse ones, although this
trend is by no means systematic.

| system | chain/ <br> ion | $\begin{gathered} D_{\Theta} \\ {\left[\operatorname{deg}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{i, r} \\ {\left[\mathrm{~nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{z}\left(D_{i, z}\right) \\ {\left[\mathrm{nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{x y}\left(D_{i, x y}\right) \\ {\left[\mathrm{nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | system | chain/ <br> ion | $\begin{gathered} D_{\Theta} \\ {\left[\operatorname{deg}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{i, r} \\ {\left[\mathrm{~nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{z}\left(D_{i, z}\right) \\ {\left[\mathrm{nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ | $\begin{gathered} D_{x y}\left(D_{i, x y}\right) \\ {\left[\mathrm{nm}^{2} \mathrm{~ns}^{-1}\right]} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Na | Chain | 8.93 |  | 1.22 | 0.08 | CaCl | Chain | 5.42 |  | 0.36 | 0.06 |
|  | $\mathrm{Na}^{+}$ |  | 1.54 ( 0.08) | 1.63 ( 0.16) | 1.49 ( 0.34) |  | $\mathrm{Ca}^{2+}$ |  | 2.47 (0.40) | 0.84 ( 0.10) | 3.29 ( 2.42) |
| K | Chain | 12.27 |  | 0.89 | 0.12 |  | $\mathrm{Cl}^{-}$ |  | 2.44 (0.08) | 2.39 (0.23) | 2.47 ( 0.41) |
|  | $\mathrm{K}^{+}$ |  | 1.65 ( 0.04) | 2.32 ( 0.17) | 1.32 ( 0.19) | MgCaCl | Chain | 3.60 |  | 1.06 | 0.19 |
| $\mathrm{NaCl}$ | Chain | 1.53 |  | 0.22 | 0.24 |  | $\mathrm{Mg}^{2+}$ |  | 2.01 (0.12) | 1.89 ( 0.27) | 2.06 (0.55) |
|  | $\mathrm{Na}^{+}$ |  | 2.69 ( 0.08) | 3.42 ( 0.34) | 2.33 ( 0.27) |  | $\mathrm{Ca}^{2+}$ |  | 1.08 (0.11) | 0.67 (0.06) | 1.28 (0.68) |
|  | $\mathrm{Cl}^{-}$ |  | 3.98 ( 0.14) | 3.49 ( 0.30) | 4.22 ( 0.81) |  | $\mathrm{Cl}^{-}$ |  | 3.72 (0.15) | 3.83 (0.53) | 3.67 (0.52) |
| KCl | Chain | 0.53 |  | 0.22 | 0.09 | MgNaCl | Chain | 0.61 |  | 0.36 | 0.19 |
|  | $\mathrm{K}^{+}$ |  | 1.98 (0.04) | 2.44 ( 0.15) | 1.75 (0.15) |  | $\mathrm{Mg}^{2+}$ |  | 0.51 (0.02) | 0.81 (0.05) | 0.36 (0.12) |
|  | $\mathrm{Cl}^{-}$ |  | 2.55 ( 0.05) | 2.47 (0.26) | 2.59 (0.29) |  | $\mathrm{Na}^{+}$ |  | 1.36 (0.03) | 1.46 ( 0.13) | 1.31 (0.21) |
| NaKCl | Chain | 0.42 |  | 0.12 | 0.26 |  | $\mathrm{Cl}^{-}$ |  | 2.30 (0.05) | 2.68 ( 0.20) | 2.11 (0.30) |
|  | $\mathrm{Na}^{+}$ |  | 1.47 ( 0.03) | 1.49 ( 0.10) | 1.46 ( 0.16) | MgKCl | Chain | 0.42 |  | 0.34 | 0.11 |
|  | $\mathrm{K}^{+}$ |  | 2.08 (0.07) | 1.89 (0.33) | 2.18 (0.32) |  | $\mathrm{Mg}^{2+}$ |  | 0.71 (0.03) | 0.90 (0.19) | 0.61 (0.19) |
|  | $\mathrm{Cl}^{-}$ |  | 2.39 (0.07) | 1.91 (0.18) | 2.63 (0.39) |  | $\mathrm{K}^{+}$ |  | 2.49 (0.09) | 3.17 ( 0.38) | 2.15 (0.24) |
| Mg | Chain | 0.59 |  | 0.17 | 0.09 |  | $\mathrm{Cl}^{-}$ |  | 2.50 (0.06) | 2.81 (0.23) | 2.34 ( 0.32) |
|  | Mg ${ }^{++}$ |  | 0.22 ( 0.01) | 0.36 (0.04) | 0.15 (0.02) | CaNaCl | Chain | 1.16 |  | 0.13 | 0.21 |
| Ca | Chain | 1.23 |  | 0.12 | 0.14 |  | $\mathrm{Ca}^{2+}$ |  | 0.49 (0.03) | 0.66 ( 0.08) | 0.40 (0.17) |
|  | $\mathrm{Ca}^{2+}$ |  | 0.79 ( 0.07) | 0.33 (0.04) | 1.02 ( 0.38) |  | $\mathrm{Na}^{+}$ |  | 1.82 (0.04) | 1.53 (0.15) | 1.97 (0.34) |
| MgCl | Chain | 2.28 |  | 0.32 | 0.04 |  | $\mathrm{Cl}^{-}$ |  | 2.41 (0.07) | 2.93 (0.24) | 2.14 (0.29) |
|  | $\mathrm{Mg}^{2+}$ |  | 1.36 ( 0.06) | 0.89 ( 0.10) | 1.59 ( 0.32) | CaKCl | Chain | 1.45 |  | 0.17 | 0.11 |
|  | $\mathrm{Cl}^{-}$ |  | 3.42 ( 0.16) | 2.33 (0.19) | 3.97 (0.96) |  | $\mathrm{Ca}^{2+}$ |  | 0.65 (0.03) | 0.86 ( 0.08) | 0.55 (0.19) |
|  |  |  |  |  |  |  | $\mathrm{K}^{+}$ |  | 2.61 (0.07) | 1.80 ( 0.19) | 3.02 (0.39) |
|  |  |  |  |  |  |  | $\mathrm{Cl}^{-}$ |  | 2.19 (0.04) | 2.15 (0.18) | 2.22 (0.21) |

Table 5.6: Diffusion constants evaluated for different sets of degrees of freedom of the chain and of the counter-ions based on the 14 simulations (Table 5.2). The diffusion coefficients $D_{\mathbf{q}}$ are calculated from a linear least-square-fit of the corresponding mean-square displacements $Q_{\mathbf{q}}(t)$ over the time period from 0 to 3 ns , themselves calculated based on the entire simulation time ( 10 ns ) considering all possible time origins. The chain diffusion is described in terms of the rotational $\left(D_{\Theta}\right)$, longitudinal $\left(D_{z}\right)$ and transverse ( $D_{x y}$ ) diffusion constants. The ionic diffusion is described in terms the ionic three-dimensional ( $D_{i, r}$ ), longitudinal ( $D_{i, z}$ ) and transverse ( $D_{i, x y}$ ) diffusion constants, averaged over all the counter-ions of a given type (the corresponding standard deviation divided by the square root of the number of ions is indicated between parentheses as an error estimate). See Section 5.3.2 for the definition of $Q_{\mathbf{q}}(t)$ and $D_{\mathbf{q}}$.

### 5.4.5 Effective chain charge

The effective chain charge $Q(r)$ is displayed as function of the cylinder radius $r$ in Figure 5.5 for all simulations. For the ease of discussion, the corresponding values at $r=1.48$ and 2.33 nm (approximate locations of local maxima and minima, respectively, in the curves for systems involving more than one ion type) are reported in Table 5.7 (along with the contributions of the different ions to the corresponding values). For the systems involving the chain neutralized by a single ion type in the absence of chloride ions (simulations $\mathrm{Na}, \mathrm{K}, \mathrm{Mg}$ and Ca ), the effective charge increases monotonically from - 12 (bare chain) to $0 e$ (neutralized chain) over the entire distance range. The increase is steeper for the two simulations involving divalent cations compared to monovalent cations. In the former case, the quasi-complete ( $>99 \%$ ) neutralization of the chain charge is reached at about 1.2 nm , while it is only reached at about 2.5 nm in the later case.

This difference is expected on the basis of Debye-Hückel theory, the Debye screening lengths $\kappa^{-1}$ corresponding to the two types of systems being 0.76 and 1.08 nm , respectively (Table 5.2). For the systems involving chloride ions, the effective charge curves are no longer monotonic and present a maximum at about 1.48 nm , followed by a minimum at about 2.33 nm , before reaching zero at longer distances. The effective charge at the maximum of the curve is positive (except for simulation NaCl ), and particularly large for the systems involving divalent cations (simulations $\mathrm{MgCl}, \mathrm{CaCl}$ and MgCaCl ; effective charge of about 2.9-3.5 $e$ ) and, to a lesser extent, for the systems involving cations of different valences (simulations $\mathrm{MgNaCl}, \mathrm{MgKCl}, \mathrm{CaNaCl}$ and CaKCl ; effective charge of about 1.3-2.3 e). Furthermore, considering these systems, the simulations involving $\mathrm{Ca}^{2+}$ ions systematically present a higher positive charge at the maximum compared to the simulations involving $\mathrm{Mg}^{2+}$ (a similar difference is also observed in simulation MgCaCl , where $\mathrm{Ca}^{2+}$ provides the dominant positive contribution to this effective charge).

| system | ion | $\mathrm{Q}(1.48 \mathrm{~nm})$ <br> $[\mathrm{e}]$ | $\mathrm{Q}(2.33 \mathrm{~nm})$ <br> $[\mathrm{e}]$ |
| :--- | :---: | :---: | :---: |
| Na | $\mathrm{Na}^{+}$ | 10.13 | 11.25 |
|  | Q | -1.87 | -0.75 |
| K | $\mathrm{~K}^{+}$ | 10.08 | 11.24 |
|  | Q | -1.92 | -0.76 |
| NaCl | $\mathrm{Na}^{+}$ | 13.75 | 18.94 |
|  | $\mathrm{Cl}^{-}$ | -2.05 | -8.10 |
|  | Q | -0.31 | -1.17 |
| KCl | $\mathrm{K}^{+}$ | 14.43 | 19.02 |
|  | $\mathrm{Cl}^{-}$ | -2.09 | -8.18 |
|  | Q | 0.34 | -1.16 |
| NaKCl | $\mathrm{Na}^{+}$ | 7.70 | 9.75 |
|  | $\mathrm{~K}^{+}$ | 6.87 | 9.52 |
|  | $\mathrm{Cl}^{-}$ | -2.05 | -8.37 |
|  | Q | 0.52 | -1.10 |
| Mg | $\mathrm{Mg}^{2+}$ | 11.93 | 12.00 |
|  | Q | -0.07 | 0.00 |
| Ca | $\mathrm{Ca}^{2+}$ | 11.94 | 12.00 |
|  | Q | -0.06 | 0.00 |
| MgCl | $\mathrm{Mg}^{2+}$ | 18.24 | 20.91 |
|  | $\mathrm{Cl}^{-}$ | -3.18 | -8.88 |
|  | Q | 3.06 | 0.03 |


| system | ion | $\mathrm{Q}(1.48 \mathrm{~nm})$ <br> [e] | $\mathrm{Q}(2.33 \mathrm{~nm})$ <br> [e] |
| :--- | :---: | :---: | :---: |
| CaCl | $\mathrm{Ca}^{2+}$ | 18.56 | 21.16 |
|  | $\mathrm{Cl}^{-}$ | -3.04 | -9.41 |
|  | Q | 3.53 | -0.25 |
| CaMgCl | $\mathrm{Mg}^{2+}$ | 7.88 | 10.07 |
|  | $\mathrm{Ca}^{2+}$ | 10.38 | 11.21 |
|  | $\mathrm{Cl}^{-}$ | -3.35 | -9.17 |
|  | Q | 2.91 | 0.12 |
| MgNaCl | $\mathrm{Mg}^{2+}$ | 9.31 | 10.31 |
|  | $\mathrm{Na}^{+}$ | 6.51 | 9.47 |
|  | $\mathrm{Cl}^{-}$ | -2.52 | -8.76 |
|  | Q | 1.30 | -0.98 |
| MgKCl | $\mathrm{Mg}^{2+}$ | 9.69 | 10.36 |
|  | $\mathrm{~K}^{+}$ | 6.38 | 9.37 |
|  | $\mathrm{Cl}^{-}$ | -2.29 | -8.38 |
|  | Q | 1.78 | -0.64 |
| CaNaCl | $\mathrm{Ca}^{2+}$ | 11.65 | 12.00 |
|  | $\mathrm{Na}^{+}$ | 4.91 | 7.90 |
|  | $\mathrm{Cl}^{-}$ | -2.23 | -8.33 |
|  | Q | 2.33 | -0.43 |
| CaKCl | $\mathrm{Ca}^{2+}$ | 11.33 | 11.81 |
|  | $\mathrm{~K}^{+}$ | 5.18 | 8.40 |
|  | $\mathrm{Cl}^{-}$ | -2.26 | -8.65 |
|  | Q | 2.26 | -0.44 |

Table 5.7: Values of the effective chain charge $Q(r)$ at $r=1.48$ or $r=2.33 \mathrm{~nm}$ based on the curves of Figure 5.5. For the different simulations, the last entry represents $Q(r)$, while the other entries report the contributions of each ion type to this value. See Table 5.2 for the simulations codes.

In summary, it appears that the charge screening afforded by the counter-ion atmosphere leads to a complete charge screening of the chain within about $1.0-2.5 \mathrm{~nm}$ of the chain axis ( $1.0-1.2 \mathrm{~nm}$ excluding simulations Na and K ). Furthermore, in the presence of negative charges other than the sole chain charges (here, $\mathrm{Cl}^{-}$anions), a charge reversal is actually observed close to 1.5 nm . This charge reversal is particularly strong in the presence of divalent (and especially $\mathrm{Ca}^{2+}$ ) cations, where the magnitude of the (positive) effective chain charge at the maximum may be as high as about a quarter of that of the (negative) bare chain charge.


Figure 5.6: Effective chain charge $Q(r)$ as a function of the cylinder radius $r$ for the 14 simulations (Table 5.2). This quantity represents the net-charge of a cylindrical volume of radius $r$ centered on the helix axis (and of length corresponding to the simulated dodecameric unit), and was calculated based on the two-dimensional radial distribution function $g_{2 D}(r)$ of Figures 5.1-5.4.

### 5.5 Conclusions

The goal of the present study was to investigate and compare the interaction of a set of monovalent $\left(\mathrm{Na}^{+}, \mathrm{K}^{+}\right)$and divalent $\left(\mathrm{Mg}^{2+}, \mathrm{Ca}^{2+}\right)$ cations with single-chain $\mathrm{pGulU}\left(2_{1}\right.$-helical conformation) using explicit-solvent MD simulations, considering (overall neutral) systems involving one or two cation types, possibly along with chloride $\left(\mathrm{Cl}^{-}\right)$anions. The main observations can be summarized as follows:

1. The chain conformation, flexibility and intramolecular hydrogen-bonding is insensitive to the ionic content of the surrounding solution.
2. The binding of counter-ions to the chain appears to be largely non-specific, irrespective of the ionic content of the surrounding solution. The counter-ion atmosphere is almost entirely confined within a cylinder of high ionic density around the chain axis, with no well defined binding sites. The carboxylate groups frequently (25-45\%) bind cations, but nearly always remain in their second solvation shells. Events of tight binding, as well as of multiple coordination, are scarce and of short durations ${ }^{5}$.
3. The density (spanned distance range) and tightness (closeness to the helix axis) of the distributions of specific cations within the counter-ion atmosphere follow the approximate order $\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}>\mathrm{K}^{+} \sim \mathrm{Na}^{+}$. In particular, when both monovalent and divalent ions are present in solution, a clear preferential affinity for the latter ones is observed. Preferential affinity for $\mathrm{Ca}^{2+}$ over $\mathrm{Mg}^{2+}$ is also apparent, while $\mathrm{K}^{+}$and $\mathrm{Na}^{+}$behave very similarly.
4. The frequency of ion binding events for a specific cation (predominantly solvent-separated binding to a single carboxylate group) is not systematically related to the density and tightness of the corresponding ionic distribution within the counter-ion atmosphere, and follows the approximate order $\mathrm{K}^{+}>\mathrm{Na}^{+}>\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}$.
5. The chain diffusion properties are not immediately correlated with the above properties (a faster diffusion is observed for simulations involving neutralizing monovalent ions alone, or divalent ions in the presence of chloride ions). The ionic diffusion properties essentially follow the trends expected from bulk diffusion $\left(\mathrm{Cl}^{-}>\mathrm{K}^{+}>\mathrm{Na}^{+}>\mathrm{Ca}^{2+}>\mathrm{Mg}^{2+}\right.$; correlated with the hydration strength), and reveal a (non-systematic) trend towards faster longitudinal (as opposed to transverse) diffusion.
6. The analysis of the effective chain charge reveals a nearly complete screening of the chain charge within 1.0-1.2 nm (excluding the simulations with a neutralizing amount of monovalent cations alone) and a charge reversal close to 1.5 nm (excluding the simulations with a neutralizing amount of cations alone; the effective chain charge at this distance being up to one quarter of the magnitude of the bare chain charge).

The second observation is in line with recent theoretical models suggesting that counter-ion binding to polyuronate single chains is (predominantly) a (non-specific) counter-ion condensation process ${ }^{5,34,113-115}$. The third observation is also quantitatively consistent with experimental results on the relative affinities of alkali and alkali-earth cations for alginates (Section 5.2), except for the possible absence of difference between $\mathrm{Na}^{+}$and $\mathrm{K}^{+}$. Note, however, that the experimental data ${ }^{82,83}$ suggest that such differences could be (at least in part) due to egg-box like interchain interactions. Such interactions, if present, are obviously not accounted for in the present (singlechain) simulations. The preferential affinity for divalent over monovalent cations can easily be understood on the basis of simple arguments from Debye-Hückel or counter-ion condensation theory ${ }^{34,113-115}$. The difference between $\mathrm{Mg}^{2+}$ and $\mathrm{Ca}^{2+}$ is probably connected with more complex effects related to the hydration strength of the bare cation (as well as, possibly, cation-cation and cation-chloride interactions). The forth observation suggests that (solvent-separated) cation binding to single-chain alginates is predominantly correlated with the hydration strength of the cation. Finally, the sixth observation may have implications in the context of the kinetics of gel formation. Charge reversal effects ${ }^{34,113-115}$ may significantly accelerate the speed of dimer formation by inducing a (temporary) Coulombic attraction between chain segments, i.e. permitting the approach of a less screened segment (negative effective charge) with another more efficiently screened segment (positive apparent charge).

Taken together, the results of the present simulations provide a detailed (atomistic) picture of the interaction of ions with single-chain (pGulU segments in) alginates that is not directly accessible to experimental methods and is certainly more accurate than the description provided by simplified analytical theories. However, it should be stressed that a complete characterization
of the nature of alginate-cation interactions will require an analogous investigation in the context of associated chains (e.g. junction zones in gels). Such a study will be scope of a forthcoming study.
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## Chapter 6

## Outlook

Molecular dynamics (MD) simulation methods have proven to be a powerful tool complementary to experiment in investigating the properties of (bio)molecular systems at atomic resolution. They provide insight into the thermodynamics and dynamics of molecular systems and contribute to the understanding of the relationship between structure, flexibility, dynamics and function. Steadily increasing computing power along with the iterative refinement of force-fields allows for continuously improved accuracy. However, at a given time point, limitations in the reachable system sizes and sampling times always remain major obstacles.

Chapter 2 describes and applies the LEUS method as a powerful technique to enhance the sampling along conformationally relevant degrees of freedom, and permit the evaluation of important properties such as free energy barriers and estimated transition timescales. Two important directions of future research concerning the application of the LEUS scheme to carbohydrates are: (i) the consideration of other (non-glucose) disaccharides (to further investigate the generality of the topological symmetries observed for the glucose-based disaccharides; (ii) the application of this scheme to oligosaccharides (with a two-dimensional biasing potential applied separately to each linkage; to further investigate the possibility of a sampling enhancement in more complex carbohydrate systems). Chapter 3 features simulations of membrane systems which demand constant improvement in terms of both simulation timescales and force-field accuracy. Two important directions of future research concerning the investigation of membrane-carbohydrate interactions (in the context of bioprotection) are : (i) the design of a lipid force-field that can properly describe the liquid-crystal to gel phase transition temperature of the membrane (so as to investigate the direct effect of sugars on the phase transition temperature at various extents of hydration; as most relevant in the context of anhydrobiosis) (ii) the formulation of quantitative definitions for the various bioprotection mechanisms (i.e. amenable to an unambiguous assessment based on experimental or theoretical data). Chapters 4 and 5 are concerned with the properties of single-chain polyuronates. Obviously, the most important direction of future research is here the extension of the work to associated chains, in view of the characterization of junction zones in gels.

As a final note, it is also well recognized that the accuracy of MD simulations is also affected by the approximate treatment of electrostatic interactions. In this respect, the simulations presented here would certainly benefit from the inclusion of explicit electronic polarization and the use of more accurate interaction methods (e.g. lattice-sum methods). However, all these current shortcomings of MD simulation techniques are probably secondary if one keeps in mind that the principal strength of these methods resides in the correct quantitative insight they provide into molecular processes rather than in the exact quantitative prediction of system properties.
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