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SUMMARY 

 The Black Sea Basin (BSB) is internationally recognized for its 
ecologically unsustainable development and inadequate resource 
management leading to severe environmental, social and economical 
problems. The Black Sea itself is also affected by severe environmental 
degradation. In 1995, it was rated as being of the highest concern in five 
out of seven environmental categories, making it the worst of any of the 
European seas. On the other hand as water resources become further 
stressed due to increasing levels of societal demand, understanding the 
effect of climate change on various components of the water cycle is of 
strategic importance. According to the last IPCC report, there is medium 
confidence that droughts will intensify in the 21st century in some 
seasons and areas, due to reduced precipitation and/or increased 
evapotranspiration. This applies to regions including southern Europe, 
the Mediterranean region, and central Europe.  

 The Black Sea Basin lies in a transition zone between the 
Mediterranean region in an arid climate of North Africa and the 
temperate and rainy climate of central Europe and it is affected by 
interactions between mid-latitude and tropical processes. Because of 
these features, even relatively minor modifications of the general 
circulation can lead to substantial changes in the Mediterranean climate. 
This makes the BSB a potentially vulnerable region to climatic changes 
as induced, for example, by increasing concentrations of greenhouse 
gases. Indeed, the Mediterranean region has shown large climate shifts in 
the past and it has been identified as one of the most prominent “hot 
spots” in future climate change projections. 
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 Land use changes are altering hydrologic systems, which may have 
potentially large impacts on water resources. Land use change also 
influences water quality. Hydrologic processes such as 
evapotranspiration, infiltration, surface runoff and groundwater flow are 
altered substantially by land use changes. Rapid socio-economic 
development drives land use changes especially in regions with long land 
use histories. This is particularly true in Eastern Europe, where the BSB 
lies, and where the land cover has changed substantially since the 
breakdown of the USSR in 1990. 

 The general goal of this study is to assess the impacts of land use 
and climate change on water resources of BSB at high spatial and 
temporal resolution. To attain this goal, the specific objectives were: i) to 
build a high-resolution hydrologic model of the Basin using the Soil 
Water Assessment Tool (SWAT), ii) design a parallel processing scheme 
that makes the calibration of such high-resolution model possible,  iii) 
analyze the historic spatio-temporal availability of water resources 
components, mainly blue water flow, green water flow, and green water 
storage; iv) assess the severity of impacts of land use change on water 
balance components using historical information, and v) assess the 
impact of combined climate and land use changes on future water 
resources of the BSB. 

 To obtain the first objective, we used SWAT to model the 
hydrology of the BSB coupling water quantity, water quality, and crop 
yield components. The hydrological model was calibrated and validated 
with sensitivity and uncertainty analysis using SUFI-2. River discharges, 
nitrate concentrations, and crop yields were used to calibrate the model. 
A parallel processing scheme was developed to improve calibration 
computation time as described below. The calibration and validation 
results were quite satisfactory for a large number of observation stations 
for both discharge and nitrate loads. We also included crop growth 
processes for maize, barley, and wheat in the hydrological model with 
relatively good simulation results. We calculated all components of water 
resources including river discharge, infiltration, aquifer recharge, soil 
moisture, and actual and potential evapotranspiration. Furthermore, 
available water resources were calculated at sub-basin spatial and 
monthly temporal levels. Based on the results of this study, we showed 
that given the present technologies, it is possible to build a high 
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resolution model of a large basin and effectively calibrate such detail 
model. A comprehensive database of the BSB created within the 
framework of the current study and the meta database became available 
in the Global Earth Observation (GEO) platform to contribute to fill 
the existing gaps in water resources data in the region. In the study, we 
discussed the challenges of building a large-scale model in fine spatial 
and temporal detail and highlight hotspots of water scarcity and nitrate 
pollution. The study provided the basis for further research on the 
impact of climate and land use change on water resources in the BSB. 

 Distributed hydrologic models are particularly difficult to calibrate 
because of reasons such as time constraints, difficulties in 
parameterization, non-uniqueness (having more than one acceptable 
solution), uncertainties in the conceptual model, and model inputs. In 
the second part of this study we address the problem of computation 
time and describe a system where the optimization algorithm, SUFI-2 
(Sequential Uncertainty FItting ver. 2) is used in a parallel processing 
scheme to run on Windows-based computers for higher performance. 
SUFI-2 is a tool for sensitivity analysis, multi-site calibration, and 
uncertainty analysis. It lends itself easily to parallelization, and is capable 
of analyzing a large number of parameters and measured data from many 
gauging stations simultaneously. The parallel processing scheme 
developed here utilizes the existing capabilities of the available systems 
and is ideal for performing hydrologic model calibration and uncertainty 
analysis. We tested the program with large, medium, and small-size 
hydrologic models on several computer systems, including PCs, laptops, 
and servers with up to 24 CPUs. The performance was judged by 
calculating speedup, efficiency, and CPU usage. Performance results with 
both small and large size SWAT projects showed that parallel SUFI-2 
achieves good speedup and reasonable scalability in most cases. 
Although the parallel SUFI-2 is designed to be used on any system, 
larger time savings can be achieved with multiple CPUs and larger RAM 
memory.  

 To achieve the third objective, we investigated the impact of 
historical land use changes on hydrology and water resources 
components of the BSB. For this purpose, the changes in land cover 
between the years 2001 and 2008 were identified using MODIS land 
cover data. There was an increase in forested areas from 19 to 21.3%, 
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and in crop land from 47.2 to 47.4%, in addition to a decrease in crop 
and natural vegetation from 15.1 to 13.3%, and in shrub lands from 2 to 
1.5% of the catchment area during the 7 years period. SWAT was used 
to assess the impacts of these land use changes between 2001 and 2008. 
The calibrated hydrologic model using MODIS land use data for 2008 
was taken as the reference model. We modified this model by a land use 
from 2001 using the dynamic land use change module in SWAT where 
we updated the land use half way through simulation. Our analysis 
suggested that land use change had minor impacts on long-term averages 
of water balance components at the watershed or large basins within the 
BSB. This is due to compensating effects in catchment scale in large 
complex watersheds. At smaller subbasin scales and at Hydrologic 
Response Units (HRU) level, however, the impacts of land use change 
were quantified using delta method and were found to be more 
significant. To see the differences in water balance component we 
correlated between land use changes and water cycle components. But as 
there were multiple land use changes occurring in a subbasin, the 
changes in water balance could not be directly attributed to specific 
changes in land use. To overcome this, we analyzed the problem at the 
HRU level. Our results showed more pronounced changes directly 
attributable to land use change alone. However, these results could not 
be upscaled to the subbasin or watershed level. At the HRU level, the 
results showed that afforestation leads to an increase of 
evapotranspiration up to 3%, while runoff and water yield do not change 
significantly. The increase in cropland resulted in an increase in 
evapotranspiration by up to 5%. Given that these are only a 7 years land 
use change impacts and the fact that land use considered not to be 
changing in most hydrologic models, the present study shows the 
importance of land use update on the accuracy of modeling results. In 
addition, the study indicates that at the HRU scale, land use change may 
have important implications for developing better water management 
practices through a better understanding of system vulnerabilities to 
change. 

 In the last part of this study, future climate scenarios for periods 
of 2013–2050 were generated from the Danish Regional Climate Model 
(RCM) (HIRHAM) for IPCC's SRES A2 and B2 scenarios. The future 
climate data were downscaled for 1147 climate stations across the BSB 
using Delta Method. The two climate scenarios were then applied to the 
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historically calibrated hydrologic model to analyze the effect of future 
climate on precipitation, blue water, and green water across the BSB for 
the period of 2013- 2050.  Furthermore, four regionalized scenarios were 
defined for the changes of land use in the BSB based on the IPCC’s 
special report on emissions scenarios (SRES). The land use change 
scenarios correspond to four marker scenarios representing different 
global socio-economic development pathways. The combination of 
future land use and climate change scenarios were then applied in the 
hydrological model one at the time and their impacts on the hydrology 
were investigated. While the combination of all scenarios showed 
decreases in water resources in wet areas in general, analysis of daily 
rainfall intensities in A2 scenario indicated more frequent and larger-
intensity rainfalls in these regions. On average, water resources tend to 
increase in dry areas and decrease in wet areas as predicted by climate 
change scenarios. Land use changes showed less significant impact on 
water resources than climate change.  

 Overall, this study provides significant insights into Black Sea’s 
freshwater availability and water quality on a subbasin level with a 
monthly time step. This information is very useful for developing an 
overview of the actual water resources status and helps to spot regions 
where an in-depth analysis may be necessary. We show that inherent 
uncertainties need to be considered, before general conclusions are 
drawn. Next to land use and climate change analyses, many more 
applications of the hydrologic model developed in this study could be 
foreseen such as calculating cross-boundary water transfers as well as 
transfer of pollutant loads from upstream, and calculation of nitrogen 
load entering the Sea, etc. Finally, we demonstrated that given the 
available technology on model building and calibration tools, and the 
availability of data it is possible to build a large-scale model at high 
spatial and temporal resolution. Better data availability of course, would 
help to make model predictions more accurate and uncertainties smaller.  
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ZUSAMMENFASSUNG 

Das Schwarzmeerbecken (BSB, Black Sea Basin) ist international 
bekannt für  seine ökologisch unnachhaltige Entwicklung und sein 
inadäquates Ressourcenmanagement, welches schwerwiegende 
ökologische, soziale und ökonomische Probleme verursacht. Das 
Schwarze Meer ist ebenfalls von einer starken Degradation der Umwelt 
betroffen. Im Jahr 1995 wurde es in fünf von sieben Umweltkategorien 
als höchstbedenklich eingestuft, der schlechtesten Bewertung unter den 
europäischen Meeren. 

Durch zunehmenden Druck auf die Wasserressourcen infolge 
steigender gesellschaftlicher Nachfrage ist das Verständnis der 
Auswirkungen des Klimawandels auf verschiedene Komponenten des 
Wasserzyklus von strategischer Bedeutung. Gemäss des letzten IPCC 
Reports besteht mittlere Zuversicht, dass Dürren im 21. Jahrhundert in 
einigen Jahreszeiten und Regionen intensiver werden, bedingt durch 
verringerte Niederschlagsmengen und/oder verstärkte 
Evapotranspiration. Dies betrifft Regionen in Südeuropa, dem 
Mittelmeerraum und Zentraleuropa.  

Das Schwarzmeerbecken liegt in einer Übergangszone zwischen 
der Mittelmeerregion und dem ariden Klima Nordafrikas, sowie dem 
regnerischen Klima Zentraleuropas, welche von Interaktionen zwischen 
dem Klima der mittleren Breiten und tropischen Klimaprozessen geprägt 
ist. Aufgrund dieser Gegebenheit können sogar relativ geringe 
Änderungen in der generellen Zirkulation zu substanziellen Änderungen 
des mediterranen Klimas führen. Dies macht das BSB zu einer im Bezug 
auf den Klimawandel potenziell vulnerablen Region, herbeigeführt zum 
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Beispiel durch steigende Konzentrationen an Klimagasen. Die 
Mittelmeerregion hat in der Vergangenheit in der Tat grosse klimatische 
Verschiebungen  gezeigt und wurde als einer der prominentesten “Hot-
Spots” zukünftiger Klimaprojektionen identifiziert. 

Landnutzungänderungen verändern die hydrologischen Systeme 
mit möglicherweise grossen Auswirkungen auf die Wasserressourcen. 
Landnutzungänderungen beeinflussen ebenso die Wasserqualität. 
Hydrologische Prozesse wie Evapotranspiration, Versickerung, 
Oberflächenabfluss und Grundwasserfluss werden substanziell von 
Landnutzungsänderungen  verändert. Eine schnelle sozio-ökonomische 
Entwicklung treibt Landnutzungsänderungen vor allem in Regionen mit 
historischer Landnutzung voran. Dieses ist besonders zutreffend in 
Osteuropa, wo das Schwarzmeerbecken (BSB) liegt und die 
Landüberdeckung seit dem Zusammenbruch der UdSSR 1990 
substanziell verändert wurde. 

 Das übergeordnete Ziel dieser Studie ist es, den Einfluss von 
Landnutzungs- und Klimaänderungen auf die Wasserressourcen des 
Schwarzmeerbeckens in hoher zeitlicher und räumlicher Auflösung zu 
beurteilen. Um dieses Ziel zu erreichen, waren die spezifischen Ziele: i) 
Aufstellen eines hochaufgelösten hydrologischen Modells des Beckens 
unter Verwendung des Soil Water Assessment Tool (SWAT); ii) 
Entwickeln einer Herangehensweise zur Parallelverarbeitung und -
berechnung, welches die Kalibrierung eines solchen hochaufgelösten 
Modells ermöglicht; iii) Analysieren der historischen, räumlich-zeitlichen 
Verfügbarkeit von Wasserressourcenkomponenten, vornehmlich der 
Menge an blauem und grünem Wasser und der Speicherung grünen 
Wassers; iv) Beurteilen des Schweregrads der Auswirkungen von 
Landnutzungsänderungen auf Komponenten der Wasserbilanz unter 
Verwendung historischer Information und v) Beurteilen der 
Auswirkungen kombinierter Landnutzungs- und Klimaänderungen auf 
die zukünftigen Wasserressourcen des BSB. 

Um das erste Ziel zu erreichen, verwandten wir das Soil and 
Water Assessment Tool (SWAT) um die Hydrologie des BSB unter 
Kopplung von Wasserquantitäts-, Wasserqualitäts- und 
Ernteertragskomponenten zu modellieren. Das hydrologische Modell 
des BSB wurde mittels einer Sensitivitäts- und Unsicherheitenanalyse 
unter Verwendung von SUFI-2 kalibirert und validiert. Gewässerabfluss, 
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Nitratkonzentrationen und Ernteerträge wurden für die 
Modellkalibrierung verwendet. Eine Herangehensweise zur 
Parallelverarbeitung und -berechnung wurde entwickelt um die 
Rechenzeit wie unten beschrieben zu verbessern. Die Kalibrierungs- und 
Validierungsergebnisse waren recht zufriedenstellend im Falle einer 
hohen Zahl von Messpunkten, sowohl für den Abfluss als auch für die 
Stickstofffrachten. Wir berücksichtigten im hydrologischen Modell auch 
die Wachstumsprozesse für Mais, Gerste und Weizen mit relativ guten 
Simulationsergebnissen. Wir berechneten alle Komponenten der 
Wasserrressourcen einschliesslich Gewässerabfluss, Versickerung, 
Grundwasserneubildung, Bodenfeuchte und die aktuelle und potenzielle 
Evapotranspiration. Weiterhin wurden die verfügbaren 
Wasserressourcen räumlich auf Ebene von Teilbecken und monatlicher 
Zeitauflösung berechnet. Basierend auf den Ergebnissen dieser Studie 
haben wir gezeigt, dass es mittels vorhandener Technologie möglich ist, 
ein hochaufgelöstes Model eines großen Beckens aufzustellen und 
erfolgreich zu kalibrieren. Innerhalb dieser Grundstruktur wurde eine 
umfassende Datenbank des BSB erstellt und die Metadatenbank wird auf 
der Global Earth Observation (GEO) Plattform bereitgestellt werden, 
um bestehende Datenlücken zu Wasserressourcendaten in der Region zu 
schliessen. In dieser Arbeit diskutieren wir die Herausforderungen beim 
Aufstellen eines grossskaligen Models mit hohem räumlichen und 
zeitlichen Detaillierungsgrad und heben Hotspots von Wassermangel 
und Nitratverschmutzung hervor. Die Studie bildet die Basis für weitere 
Forschung im Bezug auf Auswirkungen des Klima- und 
Landnutzungswandels auf die Wasserressourcen im BSB. 

Flächendifferenzierte hydrologische Modelle sind aufgrund von 
Zeitbeschränkungen, Parameterisierungsschwierigkeiten, Uneindeutigkeit 
(mehr als eine akzeptable Lösung) sowie Unsicherheiten des 
konzeptuellen Models und der Modelleingangsgrössen besonders 
schwierig zu kalibrieren. Im ersten Teil dieser Studie gehen wir das 
Problem der Rechenzeit an und beschreiben ein System, in dem ein 
Optimierungsalgorithmus, SUFI-2 (Sequential Uncertainty Fitting 
version 2), in einer parallelen Berechnungsroutine für eine höhere 
Leistung bei Windows-basierten Computern verwendet wird. SUFI-2 ist 
ein Werkzeug für die Sensitivitätsanalyse, gleichzeitige Kalibrierung 
verschiedener Gebiete und die Unsicherheitenanalyse. Es bietet sich für 
die Parallelisierung an und ist in der Lage eine grosse Zahl von 
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Parametern und Messdaten von vielen Messstationen gleichzeitig zu 
analysieren. Die hierin entwickelte Herangehensweise für die 
Parallelverarbeitung verwendet bestehende Fähigkeiten vorhandener 
Systeme und ist ideal für die Kalibrierung und Unsicherheitenanalyse 
hydrologischer Modelle. Wir haben das Programm für grosse, 
mittelgrosse und kleine hydrologische Modelle auf verschiedenen 
Computersystemen inklusive PCs, Laptops und Servers mit bis zu 24 
CPUs getestet. Die Leistung wurde anhand der Beschleunigung der 
Berechnung, Effizienz und CPU-Auslastung bewertet. Ergebnisse mit 
sowohl kleinen und grossen SWAT-Projekten zeigen, dass ein 
parallelisiertes SUFI-2 in den meisten Fällen eine gute Beschleunigung 
und sinnvolle Skalierbarkeit bewirkt. Obwohl das parallelisierte SUFI-2 
für jegliche Art Computersystem vorgesehen ist, konnten grössere 
Zeitersparnisse auf Rechnern mit mehreren CPUs und grösserem 
Arbeitsspeicher erzielt werden.  

Für die Erreichung des dritten Ziels erforschten wir den Einfluss 
historischer Landnutzungsänderungen auf die Hydrologie und 
Wasserressourcenkomponenten des BSB. Hierfür wurden die 
Änderungen in der Landbedeckung zwischen den Jahren 2001 und 2008 
anhand von MODIS Landnutzungsdaten identifiziert. Während der 
Siebenjahresperiode wurde im Einzugsgebiet ein schrittweiser Anstieg 
bewaldeter Flächen von 19 auf 21.3% und von Ackerflächen von 47.2 
auf 47.4% beobachtet, zusammen mit einem schrittweisen Rückgang an 
Feldern und natürlicher Vegetation von 15.1 auf 13.3% sowie von 2 auf 
1.5% des Buschlands. SWAT wurde verwendet um die Auswirkungen 
von Landnutzungsänderungen zwischen 2001 und 2008 zu bewerten. 
Insbesondere haben wir das Ausmass der Einwirkungen einer 
dynamischen Umsetzung der Landnutzung auf die bessere 
Berücksichtigung der beobachteten Abflüsse in einer grossskaligen 
Anwendung erforscht. Das kalibrierte hydrologische Modell unter 
Verwendung von MODIS Land use 2008 wurde als Referenzmodell 
genutzt. Dieses Modell wurde mittels des dynamischen 
Landnutzungsänderungs-Models in SWAT hin zu einer Landnutzung 
von 2001 modifiziert, in dem die Landnutzung innerhalb des 
Simulationszeitraums angepasst wurde. Unsere Analyse zeigte, dass die 
Landnutzungsänderung geringe Auswirkungen auf die langfristigen 
Mittel der Wasserbilanzkomponenten innerhalb von Einzugsgebieten 
oder grossen Becken innerhalb des BSB haben. Dieses ist bedingt durch 
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sich kompensierende Effekte auf Einzugsbereichsebene innerhalb eines 
grossen und komplexen Einzugsgebiets. Auf kleinerer 
Einzugsgebietsebene und auf HRU (hydrologic response unit)- Ebene 
hingegen waren die mittels der Delta-Methode quantifizierten 
Auswirkungen der Landnutzungsänderungen signifikanter. Um 
Unterschiede zwischen den Wasserbilanzkomponenten zu erkennen, 
korrelierten wir Landnutzungsänderungen und 
Wasserbilanzkomponenten. Aufgrund vieler Landnutzungsänderungen 
auf Teileinzugsgebietsebene konnten die Wasserbilanzänderungen nicht 
direkt einzelnen Landnutzungsänderungen zugeordnet werden. Um dies 
zu überwinden analysierten wir das Problem auf HRU-Ebene. Unsere 
Resultate zeigen deutlichere Änderungen, die direkt den 
Landnutzungsänderungen zugeordnet werden können. Trotzdem 
konnten diese Ergebnisse nicht auf den Einzugsbereich oder auf 
Teileinzugsgebietebene hochskaliert werden. Auf HRU-Ebene zeigten 
die Resultate, dass Aufforstung zu einer erhöhten Evapotranspiration 
von bis zu 3% führt, während der Abfluss und das Wasserdargebot sich 
nicht signifikant verändern. Die Zunahme an Ackerland führte zu einem 
Anstieg der Evapotranspiration bis zu 5%. In Anbetracht dieser 
Auswirkungen von Landnutzungsänderungen während lediglich 7 Jahren 
und der Tatsache, dass Landnutzungsänderungen in den meisten 
hydrologischen Modellen als unveränderlich angenommen werden, zeigt 
die vorliegende Studie die Bedeutung der Anpassung der Landnutzung 
für die Genauigkeit der Ergebnisse. Zusätzlich zeigt die Studie, dass 
Landnutzungsänderungen auf HRU-Ebene und ein verbessertes 
Verständnis der Systemvulnerabilitäten hinsichtlich Änderungen eine 
wichtige Bedeutung für die Entwicklung besserer 
Wassermanagementpraktiken haben. 

Im letzten Teil dieser Arbeit wurden zukünftige Klimaszenarien 
für die Periode 2013-2050 des Dänischen Regionalen Klimamodells 
(Danish Regional Climate Model, RCM) (HIRHAM) für die IPCC- 
SRES A2 und B2 Szenarien entwickelt. Das zukünftige Klima wurde auf 
Ebene von 1147 Klimastationen innerhalb des BSB unter Verwendung 
der Delta-Methode herabskaliert. Die beiden Klimaszenarien wurden 
dann in den historisch kalibrierten hydrologischen Modellen verwendet, 
um den Effekt des zukünftigen Klimas auf den Niederschlag, blaues 
Wasser und grünes Wasser innerhalb des BSB für die Periode 2013-2050 
zu analysieren. Die vier regionalisierten Szenarien wurden weiterhin 
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speziell für die Landnutzungsänderungen im BSB basierend auf dem 
IPCC SRES (special report on emissions scenarios) definiert. Die 
Landnutzungsszenarien stehen für vier verschiedene Wege der globalen, 
sozio-ökonomischen Entwicklung. Die Verbindung zukünftiger 
Landnutzungs- und Klimaszenarien und deren Auswirkungen wurden 
daraufhin nacheinander im hydrologischen Modell untersucht. Während 
die Kombination aller Szenarien allgemein abnehmende 
Wasserressourcen in Feuchtgebieten aufzeigen, deutet die Analyse 
täglicher Regenintensitäten im HS1-Szenario auf häufigere und 
intensivere Regenereignisse in diesen Regionen hin. Im Durchschnitt 
nehmen die Wasserressourcen in Trockengebieten tendenziell zu und in 
Trockengebieten ab, wie von den Klimaszenarien vorhergesagt. 
Landnutzungsänderungen zeigten weniger signifikante Auswirkungen auf 
die Wasserressourcen im Vergleich zu Klimaänderungen.  

Insgesamt gibt diese Arbeit signifikante Einblicke in die 
Süsswasservorkommnisse und Wasserqualität des Schwarzen Meers auf 
Teileinzugsgebietsebene bei monatlicher zeitlicher Auflösung. Diese 
Information ist sehr nützlich für die Entwicklung einer Übersicht des 
aktuellen Zustands der Wasserressourcen und hilft Regionen zu 
erkennen, in denen eine vertiefte Analyse nötig wäre. Wir zeigen, dass 
inhärente Unsicherheiten berücksichtigt werden müssen bevor generelle 
Schlüsse gezogen werden können. Zusätzlich zu den Analysen über 
Landnutzungs- und Klimaänderungen könnten viele weitere 
Anwendungen des in dieser Arbeit entwickelten hydrologischen Modells 
vorgesehen werden, wie zum Beispiel die Berechnung 
grenzüberschreitender Wassertransfers ebenso wie der Transfer von  
Schadstofffrachten vom Oberlauf und die Berechnung der zufliessenden 
Stickstofffrachten im Schwarzen Meer usw. Wir zeigten schliesslich, 
dass es mittels der vorhandenen Technologie an Modellentwicklungs- 
und Kalibrierungswerkzeugen und der vorhandenen Daten möglich ist, 
grosskalige Modelle in hoher räumlicher und zeitlicher Auflösung zu 
erstellen. Eine bessere Datenverfügbarkeit wäre selbstverständlich 
hilfreich zur Verbesserung der Genauigkeit der Modellvorhersagen und 
zur Verringerung der Unsicherheiten. 
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1.  Introduction 

1.1  Background and motivation 

According to the German Advisory Council on Global Change 
(WBGU), the Black Sea is likely to experience (i) degradation of 
freshwater resources; (ii) increase in storm and flood disasters; (iii) 
decline in food production; and (iv) environmentally-induced migration 
[WBGU, 2007]. In addition, transboundary pollution effects (TPE) can 
be expected with respect to all economic sectors [Paleari, 2005].  

 Previous researches, that addressed water quantity and water 
quality in the Black Sea Basin (BSB) include a few global and regional 
studies. WaterGAP2 [Alcamo et al., 2003; Döll et al., 2003] is a global 
model for water availability and water use. This model focuses on global 
hydrology at grid scale (30 arc min) considering 3,565 major basins in the 
world with drainage areas greater than 2,500 km2. The model was initially 
used to estimate the water availability and demand and provides 
relatively limited water cycle-related components. In WaterGAP3 [Aus 
der Beek et al., 2012], a regional version of the WaterGAP2, hydrological 
fluxes draining into Mediterranean and Black Sea were modeled with 
improved spatial resolution (5 arc min) and inclusion of snow melt and 
water use components. However, results using WaterGAP3 and 
WaterGAP2 were not significantly different in the BSB [Aus der Beek et 
al., 2012]. Furthermore, discharges of water and nutrients to the 
Mediterranean and Black Sea are reported in a study by Ludwig et al. 
[2009] for major rivers. Next to the above mentioned studies, there are a 
few other investigations on the status of major river basins in the BSB 
[Sukhodolov et al., 2009; Sommerwerk et al., 2009; Wolfram and Bach, 
2009]. However, often average loads entering the Sea are reported 
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without adequate spatial and temporal resolution on the current and 
future freshwater availability for the entire BSB. General shortcomings 
of the previous studies are: missing details on model inputs and outputs, 
coarse spatial resolution and scale of the models, and missing model 
calibration/validation and uncertainty analysis. Another major limitations 
of available estimations are their focus on the countries directly 
bordering the Black Sea rather than the entire BSB while new modeling 
tools allow high resolution and more accurate estimations of all water 
components on very large areas.  

 There are a number of commonly used hydrologic models in the 
literature. CropWat and CropSyst [Confalonieri and Bocchi, 2005] 
simulate crop growth related processes. WaterGAP 2 [Alcamo et al., 
2003; Döll et al., 2003] consists of two independent components for 
hydrology and water use, but does not include crop growth and 
agricultural management practices. The GIS-based Erosion Productivity 
Impact Calculator (GEPIC) [Liu et al., 2007] addresses spatial variability 
of crop yields and evapotranspiration, but lacks an explicit component 
for hydrology. The Soil and Water Integrated Model (SWIM) [Krysanova 
et al., 2005] was developed for use in mesoscale and large river basins 
(>100,000 km2) mainly for climate change and land use change impact 
studies, and the Simulation of Production and Utilization of Rangelands 
(SPUR) is an ecosystem simulation model developed primarily for 
rangeland hydrology and crops [Foy et al., 1999]. The main shortcomings 
of the above models are: weak hydrology, missing calibration and 
validation against long-term annual discharges, application of correction 
factors to the modeled discharges leading to an inconsistent water 
balance, and lack of quantification of model prediction uncertainty, 
which could be quite large in distributed models.  

 The current modeling philosophy requires that models are 
transparently described; and that calibration, validation, sensitivity and 
uncertainty analysis are routinely performed as part of modeling work. 
As calibration is “conditional” (i.e., on the model structure, model 
inputs, analyst’s assumptions, calibration algorithm, calibration data, etc.) 
and not uniquely determined, uncertainty analysis is essential to evaluate 
the strength of a calibrated model. 

 Given the above background, the main goal of this study is to 
assess the state of water quantity and quality in the BSB and to analyze 
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the possible impacts of climate and land use change on the water 
resources of the region. To attain this goal, the specific objectives were: 
i) build a high-resolution hydrologic model of the Basin using the Soil 
Water Assessment Tool (SWAT), ii) design a parallel processing scheme 
that makes calibration and uncertainty analysis of such high-resolution 
model possible, iii) analyze the historic spatio-temporal availability of 
water resources components, mainly blue water flow, green water flow, 
and green water storage; iv) assess the severity of impacts of recent land 
use change on water balance components using historical data, and v) 
predict the impacts of combined climate and land use changes on future 
water resources of the BSB. 

 To achieve the first objective of this research we used the large 
scale hydrology simulator, Soil Water Assessment Tool (SWAT) [Arnold 
et al., 1998], to model the hydrology of the BSB. SWAT is a process-
based, semi-distributed hydrologic model. The model was developed to 
quantify the impact of land management practices on water, sediment 
and agricultural chemical yields in large complex watersheds with varying 
soils, land uses and management conditions over long periods of time. 
SWAT was chosen because of the close linkage between its development 
purposes and the objectives of this research, open source code, and its 
successful application in a wide range of scales and environmental 
conditions [Guo et al. 2008; He et al. 2008; Ouyang et al. 2008; Wang et 
al. 2008, Gassman et al, 2007]. SWAT accounts for processes such as 
water quantity and quality, soil, climate, land use, agricultural 
managements, and nutrient cycling in a coupled single package. There is 
a great advantage in having such comprehensive overview of the basin. 

 Model calibration and uncertainty analysis are intimately linked and 
quite time consuming to perform. Several techniques are in popular use 
with different degrees of efficiency. The Monte Carlo Markov Chain 
(MCMC) [Vrugt et al., 2003], Generalized Likelihood Uncertainty 
Estimation (GLUE) [Beven and Binley, 1992], Parameter Solution 
(ParaSol) [van Griensven and Meixner, 2006], and Sequential Uncertainty 
Fitting ver.2 (SUFI-2) [Abbaspour et al., 2004, 2010] routines were 
compared in a study by Yang et al. [2008]. They found that SUFI-2 
required much fewer simulations than other methods to achieve the 
same calibration results. This efficiency is of great importance when 
dealing with computationally intensive models. In this study we used 
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SUFI-2 as it is also already linked with SWAT in the software package 
SWAT-CUP [Abbaspour, 2007]. 

 Distributed hydrologic models are especially difficult to calibrate 
because of time constraints, difficulties in parameterization, non-
uniqueness, and uncertainties in the conceptual model, model inputs, and 
lack of knowledge on parameters [Abbaspour et al., 2010]. For this 
reason, the use of distributed computing in the form of grid and cloud 
computing has become more and more prevalent in the last years. In this 
thesis we addressed the problem of computation time by developing a 
procedure to run the high resolution BSB model on a grid system. 
Furthermore, we describe a system where the optimization algorithm, 
SUFI-2, is used in a parallel processing scheme running on Windows-
based PCs or laptops.  

 The BSB lies in a transition zone between the Mediterranean 
region in an arid climate of North Africa and the temperate and rainy 
climate of central Europe. Because of its features, even relatively minor 
modifications of the general circulation can lead to substantial changes in 
the Mediterranean climate [Giorgi and Lionello, 2008]. This makes the 
BSB a potentially vulnerable region to climatic changes [e.g. Lionello et 
al., 2006; Ulbrich et al., 2006]. Indeed, the Mediterranean region has 
shown large climatic shifts in the past [Luterbacher et al., 2006] and it 
has been identified as one of the most prominent “Hot-Spots” in future 
climate change projections [Giorgi 2006]. 

 Despite the importance of this region within the global change 
context, assessments of water resources under different climate change 
projections are relatively sparse in the literature. In the current study, the 
Danish Regional Climate Model (RCM) HIRHAM, was used under the 
scope of the PRUDENCE project to generate the future climate change 
projections over the BSB. 

 Hydrologic processes such as evapotranspiration, infiltration, 
surface runoff and groundwater flow are altered substantially by land use 
changes [Bultot et al. 1990; Sahin and Hall 1996; Fohrer et al. 2001; Lin 
et al. 2007; Tong and Chen 2002]. The evaluation of the impacts of land 
use change on water quantity and quality is fundamental to the 
development of sustainable land use alternatives [Lenhart et al. 2003; Lin 
et al. 2007] and is an integral component of river basin and water 
resources management [Eckhardt et al. 2003; Huisman et al. 2004]. 
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 In this study, the quantification of future land use scenarios was 
based on the framework provided by the Integrated Model to Assess the 
Global Environment [IMAGE, version 2.2: IMAGE team, 2001]. The 
four land use change scenarios used in the current study comprise a 
number of plausible alternatives (storylines) based on the IPCC-SRES 
[Nakicenovic et al., 2000] following four marker scenarios, represent 
different global socio-economic development pathways. 

 

1.2 Content and structure of the thesis 

This thesis consists of six chapters as follows: 

 Chapter 1 contains the introduction. 

 Chapter 2 describes building and calibrating a hydrologic model 
of the BSB using SWAT. We calibrated SWAT based on river discharge 
across BSB, river nitrate loads mainly in the Danube Basin, and yield of 
wheat, barley and maize across the countries.  

 Chapter 3 is devoted to the development of a Windows-based 
parallel processing scheme using the SUFI-2 calibration program. This 
technology helped with preliminary calibration of the model. We also 
assisted with the development of gSWAT [Gorgan et al., 2012; Mihon et 
al., 2013] by some project partners where final calibration runs of the 
model were made.  

 Chapter 4 quantifies the impact of historical land use changes on 
water resources components. We thought this was necessary in order to 
have some ideas about the significance for future land use changes on 
water resources. Similar to crop yield models, most studies of the impact 
of land use change is focused on the future where there are no data to 
agree or dispute the results.  

 In Chapter 5, we perform a comprehensive study on the coupled 
impact of climate and land use change on the water resources 
component for the near future years of 2013-2050.  

 Finally in Chapter 6, general conclusion concerning water 
resources in the Black Sea Basin are drawn. A number of shortcomings 
encountered in modeling are pointed out. Finally and outlook is 
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provided to look at the potential applicability of the model developed in 
this study and further needed investigations. 
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Abstract 

 The pressure on water resources, deteriorating water quality, and 
uncertainties associated with the climate change create an environment 
of conflict in large and complex river system. The Black Sea Basin (BSB), 
in particular, suffers from ecological unsustainability and inadequate 
resource management leading to severe environmental, social, and 
economical problems. To better tackle the future challenges, we used the 
Soil and Water Assessment Tool (SWAT) to model the hydrology of the 
BSB coupling water quantity, water quality, and crop yield components. 
The hydrological model of the BSB was calibrated and validated 
considering sensitivity and uncertainty analysis. River discharges, nitrate 
loads, and crop yields were used to calibrate the model. Employing grid 
technology improved calibration computation time by more than an 
order of magnitude. We calculated components of water resources such 
as river discharge, infiltration, aquifer recharge, soil moisture, and actual 
and potential evapotranspiration. Furthermore, available water resources 
were calculated at sub-basin spatial and monthly temporal levels. Within 
this framework, a comprehensive database of the BSB was created to fill 
the existing gaps in water resources data in the region. In this paper, we 
discuss the challenges of building a large-scale model in fine spatial and 
temporal detail. This study provides the basis for further research on the 
impacts of climate and land use change on water resources in the BSB. 

 

KEYWORDS: Calibration; Uncertainty analysis; SUFI-2; Blue water; 
Green water 

 

 

 

 

 

 

 

 



13 

 

 2.1  Introduction 

 The pressures on water resources and increasing conflict of 
interest present a huge water management challenge in the Black Sea 
Basin (BSB) [GIWA, 2005]. The small-scale sectoral structure of water 
management is now reaching its limits. The integrated management of 
water in the Basin requires a new level of consideration where water 
bodies are to be viewed in the context of the whole river system and 
managed as a unit within their basins. This is of key interest for efficient 
and targeted water management through regional coordination, 
transparent balancing of interests, and clear priority setting [Water 
Agenda 21, 2011]. A frequently advocated approach is to have adequate 
knowledge of temporal and spatial variability of the fresh water 
availability and water quality [UNEP, 2006]. 

 The BSB is internationally recognized for its ecologically 
unsustainable development and inadequate resource management leading 
to severe environmental, social, and economical problems. In 1995, it 
was rated as being of the highest concern in five out of seven 
environmental categories, making it the worst of any of the European 
seas [Stanners and Boudreau, 1995]. In another study, the German 
Advisory Council on Global Change (WBGU) states that the Black Sea is 
likely to experience (i) a degradation of freshwater resources; (ii) an 
increase of storm and flood disasters; (iii) a decline in food production; 
and (iv) environmentally-induced migration [WBGU, 2007]. In addition, 
transboundary pollution effects (TPE) can be seen with respect to all 
economic sectors. Transboundary pollution is the pollution that 
originates in one country but cause damage in another country’s 
environment, by crossing borders in the rivers [Paleari, 2005]. 

 Furthermore, the Intergovernmental Panel on Climate Change 
[IPCC 2007] predicts important changes in the coming decades that will 
not only modify climate patterns in terms of temperature and rainfall, 
but will also drastically change freshwater resources qualitatively and 
quantitatively. This is expected to lead to more floods or droughts in 
different regions, lowering of drinking water quality, increased risk of 
water-borne diseases, and irrigation problems. These changes may trigger 
socio-economic crises that need to be addressed well in advance of the 
events in order to reduce the associated risks. 
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 Previous research, which addressed water quantity and water quality 
in the BSB include a few global and regional studies. WaterGAP2 
[Alcamo et al., 2003; Döll et al., 2003] is a global model for water 
availability and water use. This model focuses on the global hydrology at 
grid scale (30 arc min) considering 3,565 major basins in the world with 
the drainage areas greater than 2500 km2. The model was initially used to 
estimate the water availability and demand and provides relatively limited 
water cycle-related components. In WaterGAP3 [Aus der Beek et al., 
2012], a regional version of  WaterGAP2, the hydrological fluxes 
draining into Mediterranean and Black Sea were modeled with improved 
spatial resolution (5 arc min), snow melt, and water use. However, results 
using WaterGAP3 and WaterGAP2 are not significantly different in the 
BSB [Aus der Beek et al., 2012]. In a different approach, Meigh et al., 
[1999] developed a grid-based model Global Water Availability 
Assessment (GWAVA) to predict water resources scarcity at continental 
and global scales. This model has recently been further developed to 
include water quality [Dumont et al., 2012]. Using a statistical approach, 
Grizzetti et al. [2008] assessed nitrogen content of surface water for 
major European river basins. Furthermore, discharges of water and 
nutrient to the Mediterranean and Black Sea are reported in a study by 
Ludwig et al. [2009] for major rivers. 

 Next to the above mentioned studies, there are a few other 
investigations on the status of river basins in the BSB [Sukhodolov et al., 
2009; Sommerwerk et al., 2009; Wolfram and Bach, 2009]. However, 
often average loads entering the Sea are reported without adequate 
spatial and temporal resolution on the current and future freshwater 
availability for the entire BSB. General shortcomings of the previous 
studies are: missing detail information on model inputs and outputs, 
unavailability of their input data, coarse spatial resolution and scale of the 
models, and missing model calibration/validation and uncertainty 
analysis components.  

 In recent years, improvements in integrated hydrological modeling, 
advancements in calibration and uncertainty analysis tools, and 
availability of grid technology for model execution, allows building more 
detailed and holistic models. These models account for processes such 
as: water quantity and quality, soil, climate, land use, agricultural 
managements, and nutrient cycling in a coupled single package. The aim 



15 

 

of the project is to build a high-resolution model of the entire BSB, and 
to look at the impact of land use and climate change on the water 
resources. The reason for building a single model of the BSB is to have a 
uniformly calibrated model of the region rather than several disparately 
calibrated models. A high-resolution large-scale model has the 
advantages of allowing a holistic look at the Basin while retaining the 
small-scale system variabilities. The objectives of the current study are to: 
i) gather and share a comprehensive database of the BSB, ii) model the 
hydrology of the entire BSB by including agricultural management and 
crop yield to better quantify water quantity and water quality at daily time 
step and sub-basin level, iii) calibrate and validate the model with 
uncertainty analysis using grid technology, iv) produce a relatively 
accurate picture of water resources availability, reliability, and pressures 
in the Basin.  

 To achieve the objectives of this research, we used the program Soil 
and Water Assessment Tool (SWAT) [Arnold, et al., 1998]. SWAT was 
used because it is a continuous time and spatially distributed watershed 
model, in which hydrological processes and water quality are coupled 
with crop growth and agricultural management practices. The program 
was successfully applied in a wide range of scales and environmental 
conditions [Gassman et. al., 2007]. Another advantage of SWAT is its 
modular implementation where different processes can be selected.  

 For calibration and uncertainty analysis in this study, we used the 
Sequential Uncertainty Fitting program SUFI-2 [Abbaspour et al., 2004, 
2007]. SUFI-2 is a tool for sensitivity analysis, multi-site calibration, and 
uncertainty analysis. It lends itself easily to parallelization, and is capable 
of analyzing a large number of parameters and measured data from many 
gauging stations (outlets) simultaneously. SUFI-2 is linked to SWAT in 
the SWAT-CUP software [Abbaspour, 2011]. Yang et al. [2008] found 
that SUFI-2 needed the smallest number of model runs to achieve a 
similarly good calibration and prediction uncertainty results in 
comparison with four other techniques. This efficiency is of great 
importance when dealing with computationally intensive, complex large-
scale models. We ran parallelized SUFI-2 on grid system described by 
Rouholahnejad et. al. [2012] and Gorgan et al. [2012]. 
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2.2.  Material and Methods 

2.2.1.  Study area 

 The Black Sea Basin (Figure 2.1) with a total area of 2.3 million 
km2 drains rivers of 23 European and Asian countries (Austria, Belarus, 
Bosnia, Bulgaria, Croatia, Czech Republic, Georgia, Germany, Hungary, 
Moldova, Montenegro, Romania, Russia, Serbia, Slovakia, Slovenia, 
Turkey, Ukraine, Italy, Switzerland, Poland, Albania and Macedonia) to 
the Black Sea. The Basin is inhabited by a total population of around 160 
million people [BSEI, 2005]. It is mountainous in the east and south, in 
the Caucasus and in Anatolia, and to the northwest with the Carpathians 
in the Ukraine and Romania. Most of the rest of the Black Sea’s western 
and northern neighborhood is low lying. Mean annual air temperature 
shows a distinct north-south gradient from < -3 °C to > 15 °C. The 
precipitation pattern is characterized by a west-east gradient from a high 
of > 3000 mm yr -1 to a low of < 190 mm yr-1 [Tockner et al., 2009]. The 
dominant land use in the basin is agricultural with 65% of coverage 
according to MODIS Land Cover [NASA, 2001]. Major rivers draining 
into the Black Sea include Danube, Dnieper and Don. The greatest 
sources of diffuse pollution are agricultural and households not 
connected to sewer systems [EEA, 2010]. 

 
Figure 2.1. Illustration of Black Sea Basin showing, major rivers, and measured 
stations of climate, discharge, and nitrate. Also shown are the comparison of 
observed and simulated discharge and nitrate using the efficiency criterion bR2. 
The six large river basins of Danube, Dnieper, Don, Kuban, Kizilirmak, and 
Sakarya are highlighted.  
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2.2.2. Soil Water Assessment Tool (SWAT) 

 SWAT was used to simulate hydrology, water quality, and 
vegetation growth in BSB. SWAT is a process-based, semi-distributed 
hydrologic model. The model has been developed to quantify the impact 
of land management practices on water, sediment and agricultural 
chemical yields in large complex watersheds with varying soils, land uses 
and management conditions over long periods of time. SWAT was 
chosen because of the close linkage between its development purposes 
and the objectives of this project, open access to the source code, and its 
successful application in a wide range of scales and environmental 
conditions.  

 The main components of SWAT are hydrology, climate, nutrient 
cycling, soil temperature, sediment movement, crop growth, agricultural 
management, and pesticide dynamics. SWAT is a continuous simulation 
model operating on a daily time step. The spatial heterogeneity of the 
watershed is preserved by topographically dividing the basin into 
multiple sub-basins. These are further subdivided into hydrologic 
response units (HRU) based on soil, land use, and slope characteristics. 
These subdivisions enable the model to reflect differences in 
evapotranspiration for various crops and soils. In each HRU and on each 
time step the hydrologic and vegetation-growth processes are simulated 
based on the curve number rainfall-runoff partitioning and the heat unit 
phenological development method [Neitsch et al., 2009].  

 Runoff is predicted separately for each HRU and routed to obtain 
the total model runoff for the watershed. The routing phase of the 
hydrologic cycle in SWAT is the movement of water, nitrate, etc. 
through the channel network of the watershed. Once SWAT determines 
the loadings of water, sediment, nutrients, and pesticides to the main 
channel, the loadings are routed through the stream network of the 
watershed. In addition to keeping track of mass flow in the channel, 
SWAT models the transformation of chemicals in the stream and 
streambed.  

 Energy availability governs vegetation phenology. At each point in 
the growth cycle, biomass production is derived from the interception of 
solar radiation by leaves, plant-specific radiation-use-efficiency and leaf 
area index (LAI). Crop yield is calculated at harvest by multiplying the 
above-ground biomass with the harvest index. The harvest index is a 
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fraction of the above-ground plant dry biomass removed as dry yield. 
Plant growth is limited by temperature, water, and nutrient availability in 
the soil; and is influenced by agricultural management (e.g. fertilization, 
irrigation, and timing of operations). A detailed description of SWAT’s 
theory can be obtained in Neitsch et al. [2009]. 

 

2.2.3. Input data and model outputs 

 BSB Digital Elevation Model (DEM) at 90 m spatial resolution 
was extracted from SRTM [Jarvis et al, 2008]. The river network dataset 
was from European Catchments and RIvers Network System [ECRINS, 
2012]. The ECRINS river map was corrected in the areas where there 
was a mismatch with DEM to achieve a correct flow direction.  

 The soil data was obtained from the FAO-UNESCO global soil 
map [FAO, 1995], which provides data for 5000 soil types comprising 
two layers (0–30 cm and 30–100 cm depth) at a spatial resolution of 5 
km.  

 Four different land uses were available for the region: (i) Global 
Land Cover Characterization (GLCC) at 1 km spatial resolution [USGS, 
2008], (ii) MODIS land cover with spatial resolution of 500 m [NASA, 
2001], (iii) GlobCover with spatial resolution of 300 m [ESA, 2008], (iv) 
Global Corine at 300 m spatial resolution [ESA, 2010].  

 Two different climate databases were available: Measured and 
gridded data. Measured climate included 456 rainfall and 678 
temperature stations mainly collected from National Climatic Data 
Centre [NCDC], the European Climate Assessment & Dataset (ECAD) 
[Haylock et al., 2008], Turkish Ministry of Forest and Water Affairs 
(MEF), Romanian National Institute of Hydrology and Water 
Management (INHGA) for the period of 1970 to 2008. Only stations 
with < 20% missing data were included in the model. Gridded data are 
constructed from measured climate stations and interpolated to grid 
resolution. We used data from Climate Research Units [CRU, 2008; 
Mitchell and Jones, 2005] at 0.5o resolution amounting to 1147 grid 
points. The daily global solar radiation data was obtained from 6,110 
virtual stations at 0.5o resolution for the duration of 1960-2001 [Weedon 
et al., 2011].  
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 Monthly river discharge data for model calibration and validation 
was obtained from Global Runoff Data Center [GRDC, 2011], National 
Institute of Hydrology and Water Management (INHGA) and Danube 
Delta National Institute for Research and Development (DDNI) in 
Romania, and Turkish Ministry of Forest and Water Affairs (MEF) for 
the period 1970–2008. Only stations with < 20% missing data and 
minimum length of 5 years were included in calibration-validation 
process. This led to 144 discharge outlets where 37 of them also 
contained nitrate data form International Commission for the Protection 
of the Danube River (ICPDR). These outlets had differing beginning 
and ending time periods. 

 Point sources were also assigned to each subbasin in the model. 
The nutrient loads of subbasins were calculated based on the population 
of the subbasins, the percentage of population connected to wastewater 
treatment plant, and the average rate of nitrogen per population 
equivalent. Population percentage connected to any kind of sewage 
treatment was derived from Eurostat for the period of 2000 to 2009. 
This share was above 80% in approximately half of the European Union 
countries for which data are available, rising to 95% in Germany. At the 
other end, less than one in two households were connected to urban 
wastewater treatment in Bulgaria and Romania. In terms of treatment 
levels, tertiary wastewater treatment was most common in Germany, 
Austria and Italy where at least four in every five persons were 
connected to this type of wastewater treatment. In contrast, no more 
than 1% of the population was connected to tertiary wastewater 
treatment in Romania and Bulgaria. We assumed the treatment efficiency 
to be 80% in all countries with 20% loading directly into surface waters 
and hence considered as point sources.  

 To account for industrial and household releases, Zessner et al., 
[2005] calculated the nitrogen load to be 8.8 g N Pe-1 day-1, where Pe is 
population equivalent, which is the number expressing the ratio of the 
sum of the pollution load produced during 24 hours by industrial 
facilities and household to the individual pollution load in household 
sewage produced by one person in the same time. The ratio of 
population and Pe varies in a way that 80% of the treatment plants lie in 
the range of 0.4 to 0.9. The average value of this ratio is assumed to be 
0.63 [Zessner et al, 2005]. The nutrient load is calculated as: 

http://en.wikipedia.org/wiki/Sewage
http://en.wikipedia.org/wiki/Sewage


20 

 

    rateeffrateNeN STSlPL  11     (1) 

Where NL  is the nitrogen load entering rivers in subbasins (g day-1), Teff 

is the wastewater treatment efficiency, Nl  is the average input of 

nitrogen from household to wastewater (g N Pe-1 day-1), Srate is the 
percentage of the population connected to any kind of sewage treatment. 
We used population map of year 2005 from the Center for International 
Earth Science Information Network in 2.5 arc min resolution [CIESIN, 
2005] and extrapolated to other years based on the national population 
growth rate provided by the World Bank. 

 Cropping area and the start and end month of cropping periods in 
the BSB countries were derived from MIRCA2000 database on global 
monthly irrigated and rainfed cropping areas around the year 2000 (5-
year average), at a spatial resolution of 5 arc min [Portmann et al, 2010]. 
This database represents multi-cropping systems and maximizes 
consistency with census-based national and sub-national statistics. Crop 
yield data was obtained from McGill University [Monfreda et al., 2008] at 
5 minute resolution. This data was five-year averages around the year 
2000, and was used to calculate per subbasin crop yields for maize, barley 
and wheat. Country-based crop yield was obtained from FAOSTA 
database [FAO, 2013].  

 SWAT produces a large amount of output variables. In this study 
we look at the water cycle components, crop yield, and nitrate 
concentration in rivers. Using the water cycle constituents calculated in 
SWAT, we could also calculate water resources components such as 
“blue water”, “green water flow”, and “green water storage”. Currently, 
the definition of blue water is generally accepted as the sum of the river 
discharge and the deep groundwater recharge. This is in essence the 
water resources by the traditional hydrological and engineering 
definition. There exist slightly different definitions for the term green 
water. Falkenmark and Rockstrom [2006] differentiate between the green 
water “resource” and the green water “flow”. According to their 
definition, green water resource is the moisture in the soil, which is a 
renewable resource and can potentially generate economic returns, as it is 
the source for rain-fed agriculture. The green water flow is composed of 
the actual evaporation (the nonproductive part) and the actual 
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transpiration (the productive part), commonly referred to together as the 
actual evapotranspiration. 

 

2.2.4. Model setup 

 The sub-basins were delineated with a threshold area of 100 km2 
yielding 12,982 sub-basin. This was the smallest threshold that could be 
used to build the ArcSWAT project on a 64 bit laptop with 2.7 GHz 
processors, 4 cores, 8 GB of RAM and Windows7 operating system. 
This is because of memory limitation and inefficiency of ArcGIS in 
handling large raster calculation. In addition, the personal geodatabase of 
ArcSWAT created by ArcGIS 9 has a limitation of 2 GB on the file size. 
Fourteen different land cover classes of MODIS were assigned to land 
uses in the SWAT database. Subsequently, each of the 12,982 sub-basins 
was spilt into unique combinations of slope, land use classes, and soil 
types resulting in 89,202 Hydrologic Response Unit (HRU). Three 
classes of slope (0-3%, 3-6%, and >6%) were used in the subbasin 
discretization. We also used 5 elevation bands in each subbasin to adjust 
for orographic change in temperature (-6oC km-1) and precipitation (670 
mm km-1) after some initial fitting. 

 Twenty five different management plans were designed based on 
the crop types, cropping dates, winter or summer crops, irrigated or rain-
fed applications. Each HRU then corresponded to a management plan. 
Exclusive agricultural classes were assigned to each country so that 
desired management could be defined at the national level. Subsequently, 
agricultural areas within these classes were subdivided proportional to 
the cropping areas of irrigated/rainfed, winter/spring types for wheat, 
maize and barely. The three major crops were allocated to agricultural 
lands in MODIS proportional to their contribution in each country’s 
harvested areas as reported by MIRACA2000 [Portmann et al., 2010].  

 The option of automatic fertilization in SWAT was employed to 
meet crop need and the annual maximum application amount was set to 
300 kg N ha-1. This assumption leads to underestimation of nitrogen in 
areas where application is more than crop need. Elemental nitrogen and 
elemental phosphors were applied to the agricultural lands in each 
subbasin as the main fertilizer in BSB. An additional nitrogen input of 
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1.2 mg N l-1 was assumed in the rainfall. It is notable that in the MODIS 
classification agricultural land does not include permanent grassland. 

 We invoked automatic irrigation based on plant water demand in 
such a way as to minimize crop water stress in irrigated lands. In this 
study, potential evapotranspiration (PET) was estimated using the 
Hargreaves method [Hargreaves et al., 1985] while actual 
evapotranspiration (ET) was estimated based on Ritchie [1972].  

 The simulation period was 1970–2006 using 3 years of 
initialization (1970-1972) as warm up period. As each station had a 
different beginning and ending time periods, the model was calibrated 
from 1973 to 1996 and validated from 1997 to 2006 for discharge, and 
because of fewer data in the early years; the nitrate loads were calibrated 
from 1973 to 2000 and validated from 2001 to 2006. Within these 
general years different stations had different data availability periods. 
Given the disparity in data lengths and timing, this was the most sensible 
division of data between calibration and validation time period. SWAT 
always runs on daily time step, but we used monthly outputs for 
calibration and validation of the model. Using SWAT 2009, it took 42 
hours for a single model run on the laptop where ArcSWAT project was 
built.  

 

2.2.5. Model calibration procedure 

 Sensitivity, calibration, validation, and uncertainty analysis were 
performed for water quantity, water quality, and crop yield using river 
discharges, nitrate loads in rivers, and yields of wheat, barley, and maize. 
SUFI-2 was used for calibration and uncertainty analysis. In SUFI-2 all 
sources of uncertainties are mapped to a set of parameter ranges. They 
are calibrated with the dual aim of bracketing most of the observed data 
with as narrow as possible uncertainty band. Initially, a set of meaningful 
parameter ranges are assigned to calibrating parameters based on 
literature, knowledge of site processes, and sensitivity analyses. Then a 
set of Latin hypercube samples are drawn from the parameter ranges and 
the objective function is calculated for each parameter set. The 
uncertainty is quantified at the 2.5% and 97.5% levels of the cumulative 
frequency distribution of all simulated output values and it is referred to 
as the 95% prediction uncertainty (95PPU). The lower, middle, and 
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upper boundaries of the 95PPU (L95PPU, M95PPU, U95PPU) reflect 
the 2.5, 50, and 97.5 percentiles of the distribution, respectively. Values 
at the 50% probability level are used for drawing average long-term maps 
of different variables. The goodness of model performance in terms of 
calibration and uncertainty level is evaluated using the P-factor and the R-
factor indices. The P-factor is the percentage of measured data bracketed 
by the 95PPU band. It ranges from 0 to 1 where 1 is ideal and means all 
of the measured data are within the uncertainty band (i.e., model 
prediction). The R-factor is the average width of the band divided by the 
standard deviation of the measured variable. It ranges from 0 to ∞ where 
0 reflects a perfect match with the observation. Based on the experience, 
an R-factor of around 1 is usually desirable [Abbaspour et al., 2007] where 
the thickness of the uncertainty band does not exceed the measured 
standard deviation. SUFI-2 allows for a measurement error of about 
10% to be assigned to all observed variables, which are accounted for in 
the 95PPU calculations.  

 Coefficient of determination r2 is a measure of dispersion around 
the mean of the observed and predicted values and can be used as an 
efficiency criteria. The range of r2 lies between 0 and 1 which describes 
how much of the observed dispersion is explained by the prediction. A 
value of zero means no correlation at all whereas a value of 1 means that 
the dispersion of the prediction is equal to that of the observation. The 
fact that only the dispersion is quantified is one of the major drawbacks 
of r2 if it is considered alone. A model which systematically over- or 
under predicts all the time will still result in good r2 values close to 1.0 
even if all predictions were wrong. By weighting r2 by the slope of 
regression line between observed and predicted, under- or over 
predictions are quantified together with the dynamics which results in a 
more comprehensive reflection of model results. We used the following 
weighted r2 introduced by Krause et al. [2005] as efficiency criterion for 
discharge and nitrate : 
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where r2 is the coefficient of determination and b is the slope of the 
regression line between the simulated and measured data. For a good 
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agreement the interception of the regression line should be close to zero 
which means that an observed runoff of zero would also result in a 
prediction near zero and the gradient b should be close to one. For 

multiple outlets and attributes, the objective function  was expressed 
as: 

  (3)  

where wv1 and wv2 are weights of the two variables, n1 and n2 are the 
number of discharge and nitrate stations, respectively, and wi’s are the 

weights of variables at each station. The function , and consequently 

 vary between 0 and 1. The best simulation is considered the one with 

the highest  value. A major advantage of br2 efficiency criterion is that 
it ranges from 0 to 1, which compared to Nasch-Sutcliff Efficiency 
coefficient, ensures that in a multi-site multi-attribute calibration, the 
objective function is not dominated by a few bad results. Weights in Eq. 
(3) would be critical if an objective function such as mean square error 
was used, but because of using br2 they did not make any significant 
difference to model calibration results. For this reason we set them to 1. 
For crop yield we used mean square error as the objective function after 
an initial calibration of model for discharge and nitrate: 

       (4) 

where n3 is the number of sites with wheat, barley, and corn yield data, Yo 
(t ha -1) is the observed yield, and Ys (t ha -1) is the simulated yield. 

  A few iterations are then carried out seeking to reach an optimal 
P-factor and R-factor until a further improvement in the objective function 
is not found. As mentioned before, the calibration runs were made using 
parallel SUFI-2 [Rouholahnejad, 2012] and the grid-based SWAT 
(gSWAT) [Gorgan, et al., 2012]. As SUFI-2 is a sequential procedure, 
several iterations of 200 simulations each were performed for calibration.  
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2.3. Results and discussion 

 The model response to various land uses and climate data was 
tested by comparing simulated river discharges against the observation. 
For land use, our analysis indicated that classification and resolution did 
not have a significant effect on river discharge simulation in the BSB 
model. MODIS land cover was used in the final SWAT project as it 
produced relatively better discharge results. As model calibration started 
far back in time, we also tested the model by changing the land use 
during SWAT simulation. We found that the impact of historic land use 
change on our large-scale model results was negligible and, hence, did 
not consider this change during calibration.  

 We also found that CRU-based simulated discharges performed 
significantly better in the project as compared to simulated discharges 
based on measured climate stations. This could be because the climate 
stations suffered from a large amount of missing data, different data 
qualities, and uneven distribution throughout the region. Subsequently, 
the CRU data set was selected to model the hydrology of the BSB.  

 SWAT calculates the rainfall and temperature of each subbasin 
using the nearest climate station to the centroid of that subbasin. As 
rainfall is the most important driving variable in a hydrological model, 
when comparing the results of this work with other works, it is 
important to have the distribution of the rainfall in mind (Figure 2.2). 
Differences are observed in the coefficients of variation (CV) of long-
term annual precipitation and temperature averages (1973-2006) across 
the BSB. This indicates the degree of year to year variability during the 
simulation period. This variation has an influence on the prediction 
uncertainties of all water cycle components as we will see later for the 
case of Bulgaria and Turkey.  
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Figure 2.2. Long-term annual average (1973–2006) precipitation and average 
temperature distribution across Black Sea Basin based on the CRU data set. 
Also shown are the coefficients of variation indicating the temporal variability of 
precipitation and average temperature. 
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2.3.1. Calibration and uncertainty analysis 

2.3.1.1. Examining model setup 

 Initially, a broad set of parameters were used for discharge 
calibration [Holvoet et al., 2005; Wang et al., 2005, Abbaspour et al., 
2007; and Faramarzi et al., 2009]. Then a sensitivity analysis was 
performed to identify the key parameters across BSB, which led to 
selection of 20 parameters integrally related to stream flow (Table 2.1). 
Although the initial parameter ranges were as wide as physically 
meaningful, some outlets were still completely outside of the 95PPU 
range. These outlets would obviously not benefit from parameter 
calibration alone. We investigated the poorly simulated outlets one by 
one using the visualization module of SWAT-CUP. This involves 
projection of the study area on the Microsoft’s BING map to identify 
the reasons for the inadequate simulations. In the visualization module, 
we observe the subbasins, outlet positions, simulated rivers, and climate 
stations from the SWAT project, as well as landcover and other layers of 
information in the BING map. Several problems were discovered, which 
are inevitable in a large-scale projects and needed careful attention.  

 Examples of these include positioning the outlets on a wrong rive 
(Figure 2.3a,b). As SWAT connects each measured outlet to the nearest 
rivers, any errors in the coordinates of outlets can cause a wrong 
placement. This perhaps leads to the biggest calibration problem. As 
shown in Figure 2.3b the outlet is placed on a tributary of the Danube 
called Tamis near Pancevo in Serbia. The black dashed line near the x-
axis (Figure 2.3c) is simulated river discharge before correcting the 
location, and the red line shows simulated discharge after correcting the 
location. 
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Table 2.1. List of parameters and their initial ranges used for model calibration. 

Parameter name Definition Initial range 

r__CN2.mgt                  SCS runoff curve number for moisture 
condition II 

-0.35 - 0.35 

r__ALPHA_BF.gw              Base flow alpha factor (days) -0.8 – 0.8 
r__GW_DELAY.gw Groundwater delay time (days) -0.8 – 0.8 
r__GWQMN.gw                 Threshold depth of water in shallow 

aquifer for return flow (mm) 
-0.8 – 0.8 

r__GW_REVAP.gw              Groundwater revap. coefficient -0.4 – 0.4 
r__REVAPMN.gw               Threshold depth of water in the shallow 

aquifer for ‘revap’ (mm) 
-0.4 – 0.4 

r__RCHRG_DP.gw               Deep aquifer percolation fraction 0.3 – 0.5 
r__CH_N2.rte Manning’s n value for main channel -0.8 – 0.8 
r__CH_K2.rte Effective hydraulic conductivity in the 

main channel (mm hr-1) 
-0.8 – 0.8 

r__ALPHA_BNK.rte            Baseflow alpha factor for bank storage 
(days) 

-0.6 – 0.6 

r__SOL_AWC().sol            Soil available water storage capacity (mm 
H2O/mm soil) 

-0.5 – 0.5 

r__SOL_K().sol Soil conductivity (mm hr-1) -0.8 – 0.8 
r__SOL_BD().sol             Soil bulk density (g cm-3) -0.4 – 0.4 
r__SFTMP().sno              Snowfall temperature (°C) -0.4 – 0.4 
r__SMTMP().sno              Snow melt base temperature (°C) -0.4 – 0.4 
r__SMFMX().sno              Maximum melt rate for snow during the 

year (mm°C-1 day-1) 
-0.4 – 0.4 

r__SMFMN().sno              Minimum melt rate for snow during the 
year (mm°C-1 day-1) 

-0.4 – 0.4 

r__SLSUBBSN.hru             Average slope length (m) -0.4 – 0.4 
r__OV_N.hru                 Manning’s n value for overland flow -0.4 – 0.4 
r__HRU_SLP.hru              Average slope steepness (m m-1) -0.4 – 0.4 
r__CMN.bsn Rate factor for humus mineralization of 

active organic nitrogen 
-0.4 – 0.4 

r__NPERCO.bsn Nitrogen percolation coefficient -0.4 – 0.4 
r__N_UPDIS.bsn Nitrogen uptake distribution parameter -0.4 – 0.4 
r__RCN.bsn Concentration of nitrogen in rainfall (mg 

N L-1) 
-0.4 – 0.4 

r__SHALLST_N.gw             Concentration of nitrate in groundwater to 
streamflow (mg N L-1) 

-0.4 – 0.4 
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Figure 2.3. Example of a wrong positioning of the outlets due to errors in the 
reported coordinates of the measurement stations. The outlet’s correct position 
is on the Danube River rather the Tamis River, a tributary of the Danube. 

 

 

 

Figure 2.4. Example of an outlet being at the downstream of a reservoir. In the 
Southern Bug in Ukraine, Alexandra Reservoir came into operation in 1979. 
There is a clear change in the discharge pattern after the operation of the 
reservoir which could not be captured by the model. 
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Other major problems result from an outlet being positioned 
downstream of a reservoir. In particular, in Southern Bug in Ukraine, the 
simulated discharge and observations match quite well until the 
Alexandra Reservoir came into operation in 1979 (Figure 2.4). Clearly the 
dynamics of such outlets depend on the management of the reservoir 
and not natural processes. Other problematic situations may arise when 
outlets are in a highly populated or agricultural region where water 
management and water transfers are large. In these situations also, 
SWAT cannot be expected to produce proper results unless data is 
available. Constructions of dams for irrigation and power generation 
purposes as well as other water management practices such as water 
abstraction and diversion create major difficulties for model calibration. 
As management information are usually not available, proper cautions 
need to be taken during calibration. These include converting outlets to 
inlets, weighing those outlets under the influence of management less in 
the objective function, or removing the outlets downstream of reservoirs 
from the calibration process. Because of lack of water management data 
we excluded from calibration those outlets directly affected by 
infrastructures such as dams and reservoirs. After making appropriate 
corrections to badly simulated outlets, and obtaining relatively 
satisfactory discharge estimation, nitrate parameters (Table 2.1) were 
added to the parameter pool. 

 

 

 

 

 

 

 

 

 

 

 



31 

 

2.3.1.2. Parameterization 

 In subsequent iterations the model was parameterized. 
Parameterization refers to regionalization of parameters tailored to 
achieve the best response from the simulation program and individual 
outlets. Some examples are: if there is an early shift in the simulation 
(Figure 2.5a), then decreasing the overland flow (HRU_SLP) by 10-20%, 
increasing Manning’s roughness coefficient (ON_N) by 10-30%, and 
increasing the flow length (SLSUBBSN) by 5-15 m in all the upstream 
subbasins of that outlet will improve the simulated discharge. 
Accordingly if the simulated base flow is too high (Figure 2.5b), then 
parameterization includes: increasing deep percolation loss (GWQMN), 
increasing groundwater revap coefficient (GW_REVAP) to a maximum 
of 0.4, and decreasing the threshold depth of water in shallow aquifer 
(REVAPMN) to a minimum of zero. In another example if the 
simulated peak flow is underestimated (Figure 2.5c), then the following 
adjustments to the upstream subbasins of that outlet should be made: 
increasing the curve number (CN2) by 10-15%, decreasing the soil 
available water storage capacity (SOL_AWC) by 5-10%, and decreasing 
the soil evaporation compensation factor (ESCO) by 20-30%. This will 
ensure a better simulation at the specified outlet. For every outlet, the 
upstream subbasins were parameterized as described above.  
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Figure 2.5. Examples of parameterization. Simulations are discrepant in terms of 
a shift, higher base flow, or lower peaks. In each case, relevant parameters are 
changed in all the upstream subbasins. 

0

100

200

300

400
D

is
ch

a
rg

e 
(m

3
s-1

) Observation
Simulation before parameterization
Simulation after parameterization

0

200

400

600

800

1000

D
is

ch
a

rg
e 

(m
3

s-1
)

Observation
Simulation before parameterization
Simulation after parameterization

0

100

200

300

400

500

D
is

ch
ar

ge
 (

m
3
 s

-1
) Observation

Simulation before parameterization
Simulation after parameterization

a 

Example of a shift in the simulation (Vrona River; Russia) 

Example of high base flow in the simulation (Tisza River; Hungary) 

Example of low peak in the simulation (Prut River; Romania) 

a 

b 

 c 



33 

 

2.3.1.3. Calibration performance 

 The final calibration results for outlets that were used in model 
calibration range from very good to poor (Figure 2.1). The bR2 statistic 
for discharge outlets range from 0.2 to 0.8, and for nitrate outlets from 
less than 0.1 to 0.7. The time series examples (Figure 2.6) for two outlets 
show good results in both calibration and validation periods.  

 It is important to note that the 95PPU represents model 
prediction and not the “best simulation”. The latter is only provided for 
reference. Calibration is concerned with the problem of making 
inferences about physical systems from measured output variables of the 
model (e.g., river discharge, nitrate load, etc.). Because nearly all 
measurements are subject to some uncertainty, the inferences are usually 
statistical in nature. Furthermore, because one can only measure a limited 
number of (noisy) data and because physical systems are usually modeled 
by continuum equations, no calibration problem is really uniquely 
solvable [Abbaspour, et al. 2007]. In calibration, therefore, we 
characterize the set of models, mainly through assigning distributions 
(uncertainties) to the parameters that fit the data. We should also make 
the distinction here between uncertainty and error. Prediction 
uncertainty arises from the uncertainty in the parameters, in the model, 
and in the inputs. In the concept of SUFI-2, all these uncertainties are 
assigned to the parameter distributions. The uncertainty is expressed as 
the 95PPU, which as stated above is also the output of the model (Figure 
2.6). Model error, however, is the degree in which the 95PPU does not 
account or does not bracket the observation. This, in SUFI-2, is 
indicated by (1 - P-fcator), which is around 20% for Daniper and 41% for 
Prut River (Figure 2.6). A closer examination of the Prut River 
simulation reveals that most of the error originates from the base flow 
simulation. Hence, the processes related to surface water-ground water 
interaction are not very well represented in the model in that region.  

 For a model to better represent a region of study we could 
introduce more attributes in the objective function. In this research, we 
used nitrate load as well as crop yield to achieve a model with more 
confidence in predicting the water balance components.  

 Water quality was simulated through nitrate loads in rivers. We 
were disappointed at the lack of more easily-available information in the 
BSB, especially with respect to water quality. Most of the information we 
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gathered came from the Danube River Basin, therefore the water quality 
component of the Black Sea model should be considered as uncalibrated 
or at best partially calibrated for other river basins within the BSB. The 
simulations, however, were surprisingly satisfactory for most stations 
given that we had estimated the point sources and had only rough data 
with respect to diffuse sources of pollution in different countries (Figure 
2.7). It is expected that nitrate simulation would be accompanied by 
much large prediction uncertainty due to larger uncertainty in the input 
data for point and diffuse sources. An interesting observation is the 
overestimation of the model at the stations near Danube Delta. As the 
river approaches the Delta, the concentration of nitrate decreases, but 
the model cannot account for this because deltas and wetlands are not 
represented in SWAT (Figure 2.8).  

Figure 2.6. Comparison of simulated and observed discharges at Prypiat and 
Prut rivers for calibration and validation periods. The shaded region is 95% 
prediction uncertainty band. The best model simulation is also shown by the red 
line. The reported statistics are for the entire simulation period. 
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Figure 2.7. Comparison of simulated and observed nitrate loads in Dyje River in 
Czech Republic and Danube River in Slovakia for calibration and validation 
periods. The shaded region is 95% prediction uncertainty band. The best model 
simulation is also shown by the red line. The reported statistics are for the entire 
simulation period. 
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(Figure 2.9). The FAO yield data and the data from the McGill 
University fall inside or are close to the predicted bands. We note that 
the actual uncertainty should perhaps be larger than what we have 
reported here. In the final iteration some crop parameters (e.g., heat unit, 
harvest index, biomass target, etc.) were fixed to values obtained by 
manual calibration for the entire country and were not treated as 
uncertain. Crop parameters were parameterized based on crop type, 
management operation (e.g., planting time, harvest time, irrigation, 
fertilization, etc.), and region-specific operations, resulting in a large 
number of parameters. Their inclusion in the uncertainty analysis would 
require a large number of simulations, which was not feasible in the time 
span of the project. The discrepancies between the simulated and the 
reported yields could be due to a lack of knowledge of detailed 
agricultural management in different regions in our model, but also 
errors in the observed data, as there were also differences in the reported 
yields of FAO and McGill databases (Figure 2.9). 

  

Figure 2.8. Decrease in river load as it enters the Danube Delta. Observation 
shows much lower load than model simulation since deltas and wetland 
processes are not accounted in the model. 
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Figure 2.9. Subbasin yields are aggregated per country to compare with FAO’s 
statistical reports and the report by McGill University. Some model 
discrepancies are due to lack of knowledge of detail management operations in 
different countries. 
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2.3.2. Quantification of water resources and their respective 
uncertainties 

 We used the calibrated BSB model to calculate water resources 
components: blue water, green water flow, and green water storage. 
These concepts give an overall picture of water resources, and bring the 
outputs of the BSB model closer to the needs of water resources 
researchers and policy makers. The upper and lower bounds of the 95% 
prediction uncertainties for the blue water (Figure 2.10a,b) show a wide 
range in some regions indicating the importance of uncertainty analysis 
in hydrological modeling. This uncertainty reflects primarily the 
prediction uncertainty (including model, parameters, and inputs) as well 
as the temporal climate variation as a secondary effect. The temporal 
variation is depicted by the coefficient of variation (CV) in Figure 2.10d. 
The simulated daily water fluxes have been accumulated on the annual 
basis and averaged for the years 1973-2006 at the subbasin level (Figure 
2.10c). The latter map shows the distribution of the average annual 
freshwater availability. It is basically the water yield to stream flow from 
HRUs in the watershed (e.g., surface runoff, plus the lateral flow to the 
river, plus the shallow aquifer contribution to the rivers, minus pond 
abstraction and transmission losses) plus deep aquifer recharge. 
Transmission losses reflect the water lost from tributary channels in the 
HRUs via transmission through the bed.  

 Green water components are illustrated in Figure 2.11 along with 
their CVs. In each case, there are large spatial variations across the Basin. 
CV depicts the temporal variation and it is seen that green water storage 
or soil moisture is relatively less variable temporally in many regions. 
This indicates a higher reliability of this resource over time, and hence, a 
less risky opportunity for development of green, or rainfed agriculture.  

The confidence on water resources estimates is relatively high 
because surface runoff as well as evapotranspiration (through crop yield) 
was satisfactorily calibrated in the model. For a further comparison with 
the reported literature we calculated the freshwater availability on 
country basis and compared them to the values of FAO (Figure 2.12). 
The simulation results are expressed as 95% prediction uncertainty 
bands. It is seen that the FAO-estimated water availability fall inside or 
are very close to the simulation 95PPU band in all countries. Summary 
of water resources for major BS countries are presented in Table 2.2. 
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Georgia is shown to have the largest blue water in mm yr-1, and Bulgaria 
the smallest. 

 

 
 
Figure 2.10. Annual averages of blue water at 12,982 modelled subbasins of 
Black Sea Basin expressed as: (a) lower (L95), (b) upper (U95), and (c) median 
(M95) of the 95% prediction uncertainty range, (d) coefficient of variation 
indicating temporal flocculation calculated for the period of 1973-2006. 
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Figure 2.11. Long-term annual averages (1973-2006) of green water flow and 
green water storage at subbasin level in the Black Sea Basin (a,c). The 
coefficients of variation (CV) on the right (b,d) show the temporal variability in 
each component (1973-2006). A low CV indicates a higher reliability of that 
resource. 

 
   

 b  a 
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Figure 2.12. Comparison of simulated average annual freshwater availability 
(blue water, green water flow, and green water storage) per country for the 
duration of 1973-2006 expressed as 95% prediction uncertainties and 
precipitation. FAO estimates on internal renewable water resources (blue water) 
are provided as a comparison. 
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Figure 2.13. Average (1973-2006) monthly 95% prediction uncertainty 
distributions of fresh water availability components (blue water, green water 
flow, and green water storage) in Turkey and Bulgaria. 
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countries have large monthly variabilities in the blue and green water 
components as illustrated, for example, by the long-term monthly 
variations in Turkey and Bulgaria (Figure 2.13). It is interesting to note 
that soil moisture (green water storage) is larger in Bulgaria than in 
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Turkey; while Turkey’s blue water is larger. We could conclude that as a 
whole, runoff is larger in Turkey, while the share of infiltration is greater 
in Bulgaria. The large uncertainty in green water storage in Bulgaria 
appears to be dominated by large annual variation in precipitation 
(Figure 2.2b). 

 
 

Table 2.2. Fresh water availability and per capita water resources of Black Sea 
Basin countries. Precipitation is presented as the average rainfall in the 
simulation period. The 95% prediction uncertainty ranges are shown for water 
resources components. The lower and upper bounds are averaged over the 
period of 1973-2006. 
Country Area 

(km2) 
Pcp  

(mm yr-1) 
Blue Water 
(mm yr-1) 

Green 
Water 
Flow 

(mm yr-1) 

Green 
Water 

Storage 
(mm) 

Per Capita 
Blue 

Water 
Availability 

(m3 capita-1yr-1) 

Austria 83870 1124 481 - 951 369 - 448 60 - 208 5331 - 10544 

Belarus 202900 617 99 - 315 371 - 432 89 - 260 3292 - 10455 

Bosnia 51129 1059 338 - 823 438 - 545 77 - 236 5686 - 13865 

Bulgaria 108489 585 72 - 265 364 - 469 63 - 212 1667 - 6167 

Croatia 55974 1015 309 - 702 473 - 555 96 - 295 5967 - 13549 

Czech 79000 627 96 - 327 360 - 448 68 - 224 2833 - 9589 

Georgia 70000 1144 406 - 995 355 - 452 61 - 226 13683 - 33572 

Germany 357022 862 242 - 574 389 - 483 72 - 231 9012 - 21388 

Hungary 93030 579 46 - 242 368 - 486 64 - 223 443 - 2337 

Moldova 33843 536 44 - 218 358 - 448 63 - 228 358 - 1769 

Romania 238300 643 106 - 333 375 - 470 68 - 217 1168 - 3648 

Serbia 102350 760 180 - 433 431 - 513 78 - 238 2114 - 5093 

Slovakia 48845 739 172 - 487 352 - 438 65 - 214 1638 - 4643 

Slovenia 20253 1319 534 - 1109 448 - 527 86 - 249 5427 - 11267 

Turkey 780000 526 63 - 269 302 - 412 44 - 137 1850 - 7883 

Ukraine 603000 568 73 - 279 344 - 427 72 - 242 959 - 3676 

Russia 1719712 564 74 - 306 326 -407 71 - 241 5654 - 23271 
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2.3.3 Transboundary rivers 

 As measurements cannot be made at all transboundary points and 
for all variables, models can play an important role. We use the example 
of Dniester River to show the ability of the model to address some 
transboundary issues. Dniester (1,380 km) has its source in the 
Carpathian Mountains in Ukraine, flowing south and east along the 
territory of Moldova, and re-entering Ukraine near the Black Sea coast 
(Figure 2.14a). The Dniester is the main source of drinking water in 
Moldova and is no less important for a significant part of Ukraine, 
particularly the Odessa Region. Hydropower is one of the major sectors 
affecting the ecological status of the Dniester Basin. The Dniester flow 
in its middle section was dammed to fill a chain of reservoirs, the largest 
of them being the Dubossary (1954) and Dniestrovsky (1983) reservoirs. 
Large areas of intensive irrigated agriculture, both in Ukraine and 
Moldova, and soil erosion contribute significantly to the contamination 
of water bodies by nutrients and chemical fertilizers [OSCE/UNECE, 
2005].  

 The simulation of discharge and nitrate loads just before the 
Dniester River enters Moldova and right after it leaves the country 
(Figure 2.14b,c) shows an increase in the discharge with larger peaks as 
well as a significant increase in nitrate load as the river leaves Moldova. 
Such analyses can serve as important instruments in resolving 
transboundary conflicts and lead to a better management of the 
transboundary rivers. 
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Figure 2.14. Dnieper Transboundary River crossing Ukraine-Moldova boarder 
and entering Ukraine again. Discharges and nitrate loads are shown at the entry 
(upstream) and exit (downstream) points in Moldova. 
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2.4. Summary and Conclusion 

 In this study, we aimed for building a high-resolution hydrological 
model for the Black Sea Basin. The objective was to quantify water 
resources availability and water quality in terms of nitrate load at 
subbasin spatial and monthly temporal level. We used the SWAT model 
for this purpose and calibrated the model using SUFI-2 algorithm, which 
ran on a grid network. The calibration was based on river discharge, crop 
growth, and river nitrate load at multiple sites. As there are often no data 
on soil moisture, evapotranspiration, or aquifer recharge, we used crop 
yield as a surrogate to add confidence on the distribution of the 
components of the infiltrated water. The calibration and validation 
results were quite satisfactory for a large number of outlets for both 
discharge and nitrate loads. As a consequence, our confidence on the 
estimated water resources is high. However, as nitrate data was only 
available for the Danube Basin, nitrate load estimation at other areas 
should be considered as less reliable. 

 The model output included blue water flow, green water flow, and 
green water storage as well as nitrate load, and crop yields. We identified 
water scarce regions, and showed how the model could provide 
information on transboundary water issues such as natural flows and 
pollution loads. Regions in Ukraine and Romania bordering the Black 
Sea and parts of Turkey and Russia in the Basin experience the highest 
water deficit. Model outputs could be used to establish environmental 
goals, planning of remedial measures and development of monitoring 
strategies. Much more results and analysis could be obtained with the 
model developed in this study, such as calculation of freshwater and 
nutrient fluxes in to the Sea. In the next phase of the study, we will use 
results of land use and climate change models to describe variability in 
hydrological water balance and nutrient load for future conditions. 

 Based on the results of this study, we conclude that given the 
present technologies it is possible to build a high resolution model of a 
large basin. What could provide more confidence in the model result is 
more discharge and water quality data (nitrate, phosphate, sediment, etc.) 
and higher resolution crop yield data for model calibration.  
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Abstract 

Large-scale hydrologic models are being used more and more in 
watershed management and decision making. Sometimes rapid modeling 
and analysis is needed to deal with emergency environmental disasters. 
However, time is often a major impediment in the calibration and 
application of these models. To overcome this, most projects are run 
with fewer simulations, resulting in less-than-optimum solutions. In 
recent years, running time-consuming projects on gridded networks or 
clouds in Linux systems has become more and more prevalent. But this 
technology, aside from being tedious to use, has not yet become fully 
available for common usage in research, teaching, and small to medium-
size applications. In this paper we explain a methodology where a parallel 
processing scheme is constructed to work in the Windows platform. We 
have parallelized the calibration of the SWAT (Soil and Water 
Assessment Tool) hydrological model, where one could submit many 
simultaneous jobs taking advantage of the capabilities of modern PC and 
laptops. This offers a powerful alternative to the use of grid or cloud 
computing. Parallel processing is implemented in SWAT-CUP (SWAT 
Calibration and Uncertainty Procedures) using the optimization program 
SUFI2 (Sequential Uncertainty FItting ver. 2). We tested the program 
with large, medium, and small-size hydrologic models on several 
computer systems, including PCs, laptops, and servers with up to 24 
CPUs. The performance was judged by calculating speedup, efficiency, 
and CPU usage. In each case, the parallelized version performed much 
faster than the non-parallelized version, resulting in substantial time 
saving in model calibration.  

 

KEYWORDS: Parallel processing, SWAT-CUP, SUFI2, Hydrologic 
models 
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3.1.  Introduction 

 Advances in GIS technology and interfacing of hydrological 
programs with advanced GIS systems allow the construction of high 
resolution large-scale models. However, the execution time of these 
models can be rather long, not allowing proper model calibration and 
uncertainty analysis. For this reason, in the last few years, the use of 
distributed computing in the form of grid and cloud computing has 
become increasingly prevalent. Distributed hydrologic models are 
especially difficult to calibrate because of reasons such as time 
constraints, difficulties in parameterization, non-uniqueness (having 
more than one acceptable solution), uncertainties in the conceptual 
model, and model inputs. In this paper we address the problem of 
computation time and describe a system where an optimization 
algorithm, SUFI2, is used in a parallel processing scheme to run on 
Windows-based computers. The parallel processing scheme developed 
here utilizes the existing capabilities of the available systems and is ideal 
for performing hydrologic model calibration and uncertainty analysis. 

 Distributed computing is an extension of the object-oriented 
programming concept of abstraction (Sundaram, 2010). Abstraction 
removes the complex working details from visibility. All that is visible is 
an interface which receives inputs and provides outputs. How these 
outputs are computed is completely hidden. Grid and cloud computing 
and parallel processing belong to the family of distributed computing. 
Currently, two different ways are pursuit in parallelizing hydrological 
models. One is parallelization of the code itself to be run as parallel 
threads (Neal et al., 2010; Li et al., 2011), and another is to submit model 
runs with different parameters to different CPUs (or GPUs) on the same 
or different computers (Lecca, 2011; Sing et al., 2011; Kalayanapu et al., 
2011). Jobs submitted to a network of computers are run on grid and 
cloud. Below is a brief definition of these systems and their advantages 
and disadvantages.  

 A grid network is a computer network consisting of a number of 
computers connected in a grid topology. Some advantages of grid 
computing are: there is no need to buy expensive symmetric 
multiprocessing (SMP) servers for applications that can be split up and 
distributed to less powerful servers; much more efficient use of idle 
resources is made; grid environments are much more modular and don't 

http://www.brighthub.com/members/karishma.aspx
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have single points of failure; and jobs can be executed in parallel, 
speeding up the performance (Fernandez-Quiruelas, et al., 2011; 
Vassilios, 2008).  

 Some disadvantages of the grid are: memory intensive applications 
that can't take advantage of message passing interface (MPI) may not be 
able to take advantage of the grid system; a fast connection between 
computer resources (gigabit Ethernet at a minimum) is needed in intense 
MPI applications; some applications may need to be tweaked to take full 
advantage of a new model; licensing across many servers may make it 
prohibitively expensive for some applications; and political challenges 
associated with sharing resources across different administration 
domains may also prohibit the use of grids for many users (Taylor et al., 
2004).  

 Cloud computing is Internet-based computing whereby shared 
resources, software, and information are provided to computers and 
other devices on demand, like the electricity grid. Similar to grid 
computing, some of the advantages offered by cloud computing are: 
lower computer costs, improved performance with less use of computer 
memory, virtually unlimited storage capacity, increased data reliability, 
universal document access, and easier group collaboration. There are 
also a number of disadvantages associated with cloud computing, which 
include: requiring a constant high-speed Internet connection, and not 
getting an instantaneous connection if the cloud servers are busy. It is 
the opinion of some experts that security may be a disadvantage of the 
cloud (Miller, 2009). Theoretically, data stored in the cloud should be 
safe because it is replicated across multiple machines. But in the case of 
missing data, there is no physical or local backup (unless data is 
methodically downloaded).  

 Parallel processing or parallel computing is the ability to carry out 
multiple operations or tasks simultaneously. In parallel processing more 
than one CPU or processor core is used to execute a program or 
multiple computational threads. Parallel processing makes programs run 
faster because there are more CPUs or cores running it. In practice, it is 
often difficult to divide a program in such a way that separate CPUs can 
execute different portions without interfering with each other. Older 
computers have just one CPU, but newer computers have multi-core 
processor chips and many CPUs. With single-CPU, or single-core 
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computers, it is also possible to perform parallel processing by 
connecting the computers in a network. However, this type of parallel 
processing requires very sophisticated distributed processing software. 
The main advantages of the system we have developed is that: it does 
not have the disadvantages of the grid and cloud; but it has all the 
advantages of using a PC. These include: the user being in full control of 
the job being processed; the job can be stopped and restarted at any 
time; a PC is much simpler to use, not needing grid or cloud certificate 
and permission. For very large models, a powerful computer (e.g., 24-48 
CPUs with >16 GB RAM) is, however, needed to take full advantage of 
parallel processing. With the advancement of new technologies, this is 
now available at a reasonable cost.  

 In the current paper we describe and test a parallel processing 
software that allows calibration of the hydrologic simulator Soil Water 
Assessment Tool (SWAT) (Arnold et al., 1998), which is linked to five 
different optimization schemes in the SWAT-CUP software package 
(Figure 3.1). SWAT-CUP is a standalone program that links to SWAT’s 
output text files set. Theoretically, any other model or optimization 
algorithm could be added to this package. Currently, however, the 
program SWAT is linked with the Generalized Likelihood Uncertainty 
Estimation (GLUE) (Beven and Binley, 1992), Sequential Uncertainty 
Fitting (SUFI2) (Abbaspour et al., 2004; 2007), Parameter Solution 
(ParaSol) (Van Griensven and Meixner, 2006), Markov chain Monte 
Carlo (MCMC) (e.g., Kuczera and Parent, 1998; Marshall et al., 2004; 
Vrugt et al., 2003), and Particle Swarm Optimization (PSO) (Kennedy 
and Eberhart, 1995). The parallel processing currently only supports 
SUFI2, which lends itself easily to parallelization as the program runs 
with independent parameter sets. Support for PSO is under 
development. 

 The objective of this paper is to describe the SUFI2 parallel 
processing algorithm as implemented in the SWAT-CUP. We compare 
the computation time of parallel SUFI2 by applying it to a small, a 
medium, and a large size SWAT project using different computer 
systems. This study is designed to investigate parallel processing issues 
not to perform a meaningful calibration task. Finally, we summarize the 
performance of the parallelization and the gains in time obtained by 
parallel processing. 
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Figure 3.1. Structure of the SWAT-CUP and its linkage to five optimization 
algorithms. 

 

3.2. Materials and Methods 

3.2.1. The hydrologic simulator (SWAT)  

 SWAT is a process-based, river basin-scale, semi-distributed 
hydrologic model. The program has been developed to predict the 
impact of land management on water, sediment, and agricultural 
chemical yield in large, complex watersheds. SWAT is an integrated 
model including components such as weather, hydrology, soil, nutrients, 
pesticides, land management, bacteria and pathogens. The model is a 
computationally efficient simulator of hydrology and water quality at 
various scales which has been used in many international applications 
(Arnold and Allen, 1996; Abbaspour et al., 2007; Yang et al., 2007; Schuol 
et al., 2008a, b). It includes procedures to describe how CO2 
concentration, precipitation, temperature, and humidity affect plant 
growth. It also simulates evapotranspiration, snow and runoff 
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generation, and is used to investigate climate change impacts [Abbaspour 
et al., 2009; Eckhardt and Ulbrich, 2003; Fontaine et al., 2001].  

 SWAT is a continuous simulation model which operates on a daily 
time step. In SWAT the spatial heterogeneity of the watershed is taken 
into account, considering information from the Digitized Elevation 
Model, soils, and land use GIS data. Spatial parameterization of the 
SWAT model is performed by dividing the watershed into sub-basins 
based on topography. These are further subdivided into hydrologic 
response units (HRU) based on soil and land use characteristics. These 
data and related parameters are stored in text files. A high resolution 
project could easily result in thousands of input files, which would make 
it challenging to reconfigure or update model parameters. All SWAT’s 
text input and output files reside in the TxtInOut directory. Initially, 
SWAT-CUP copies these files to a BACKUP directory, which remain 
unchanged throughout the calibration process. 

 

3.2.2.  SUFI2 Optimization Program 

 In Figure 3.2 a schematic diagram of the coupling between SUFI2 
and SWAT is illustrated. Initially, a Latin hypercube (McKay et al., 1979) 
procedure draws samples from the spaces defined by user-supplied 
parameter ranges. This is the pre-processing stage executed by a batch 
file SUFI2_pre.bat, which runs the program SUFI2_LH_sample.exe. The 
parameter sets thus sampled are independent and for this reason parallel 
runs could be executed. Theoretically, all samples could be run at once, 
hence an entire iteration would require only the time that it takes to 
make one model run.  
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Figure 3.2. Schematic coupling of SWAT, and SUFI2. The entire algorithm is 
run by three batch files: SUFI2_pre.bat, which runs the SUFI2_LH_sample.exe; 
SUFI2_run.bat, which runs SWAT_Edit.exe, swat2009.exe, and 
SUFI2_extract_*.exe files, and SUFI2_post.bat, which executes the 
SUFI2_goal_fn.exe, SUFI2_95PPU.exe, and SUFI2_new_pars.exe programs. 
The symbol * stands for rch, hru, and sub files. 
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Table 3.1. Examples of parameterization in SWAT-CUP * 

Parameter identifiers Description 

r__SOL_K(1).sol____FSL__PAST__1-3 Example of a parameter in .sol file. K 
of layer 1 of subbasin 1,2, and 3 with 
HRUs containing soil texture FSL and 
land use PAST will be modified 

v__HEAT_UNITS{rotation 
no,operation no}.mgt 

Example a parameter in .mgt file. 
Management parameters are subject to 
operation/rotation. Here, heat unit is 
modified for a certain rotation and 
operation 

v__PLTNFR(1){3}.CROP.DAT Example of a parameter in crop.dat 
file. Nitrogen uptake parameter #1 for 
crop number 3 is modified 

v__precipitation( ){1977001-
1977361,1978001-1978365,1979003}.pcp 

Example of data in a precipitation file. 
( ) means all stations from day 1 to day 
361 in 1977, and from day 1 to day 365 
in 1978, and day 3 in 1979 are 
modified 

* r__ indicates relative change, v__ indicates value change, SOL_K is soil 
hydraulic conductivity, HEAT_UNITS is the total heat units required for crops 
to reach maturity, PLTNFR is crop’s nitrogen uptake parameter, precipitation is 
the mm of daily precipitation. 

 

 After pre-processing, another batch file, SUFI2_run.bat, executes 
the SWAT_Edit.exe program, which copies a set of sampled parameters 
from par_val.txt in their appropriate locations in the SWAT input files. 
Model parameterization is based on the physical characteristics of the 
parameters as described in the formulation below: 

x__<parname>.<ext>__<hydrogrp>__<soltext>__<land 
use>__<subbsn>__<slope> 

where x__ is a code to indicate the type of changes to be applied to a 
parameter, <parname> is a SWAT parameter name, <ext> is the SWAT 
file extension, <hydrogrp> is the soil hydrological group, <soltext> is 
soil texture, <land use> is the name of the land use category, <subbsn> 
is the subbasin number, and <slope> is the slope of an HRU. 
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 Any combination of the above factors can be used to describe a 
parameter. If the change is made globally, the identifiers <hydrogrp>, 
<soltext>, <land use>, <subbsn>, and <slope> are omitted. Table 3.1 
shows examples of parameterization in different SWAT files. 

 The encoding scheme allows the parameters to be kept regionally 
constant to modify a prior spatial pattern, or be changed globally. This 
gives the analyst greater freedom in depicting the spatial complexity of a 
distributed parameter. By using this flexibility, a calibration process can 
be started with a small number of parameters that only modify a given 
spatial pattern, with more complexity and regional resolution added in a 
stepwise learning process.  

 Next, the SWAT model is executed, and the outputs of interest 
are extracted from SWAT output files (output.rch, output.hru, output.sub). In 
the last step, post-processing begins, where SUFI2_post.bat executes a 
number of programs, which are briefly described below. 

 First, SUFI2_goal_fn.exe calculates the objective function. SUFI2 
allows seven different functions including summation and multiplicative 
forms of mean square error, r2, Chi square, Nash-Sutcliffe, weighted r2, 
and ranked sum of square error aimed at fitting the frequency 
distributions. Each formulation may lead to a different result; hence, the 
final parameter ranges are always conditioned on the objective function 
used. The use of a “multi-objective” formulation (Duan et al. 2003; 
Gupta et al., 1998) where different variables are included in the objective 
function reduces the non-uniqueness problem. An option is now 
included in SWAT-CUP where variables from different SWAT output 
files can be included in the objective function. Furthermore, As SUFI2 is 
iterative; we also found advantages when different objective functions 
were used in different iterations.  

 Second, SUFI2_95ppu.exe is executed to calculate the 95% 
prediction uncertainty. SUFI2 describes parameter uncertainty by means 
of a multivariate uniform distribution in a parameter hypercube, while 
the output uncertainty is quantified by the 95% prediction uncertainty 
band (95PPU). SUFI2 maps uncertainties on the parameters in the 
hydrological model by bracketing all measurements in the 95PPU while 
minimizing the thickness of the uncertainty band (Figure 3.3) 
(Abbaspour et al., 2007). Although disaggregation of the errors into their 
source components is quite desirable, de-convolution of the interacting 
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errors both in the simulated and measured signals is quite difficult, 
particularly in nonlinear models.  

 Third, SUFI2_new_pars.exe runs, which calculates updated 
parameters for the next iteration. For this step, the users must define 
physically meaningful absolute minimum and maximum ranges for the 
parameters being optimized. There is no theoretical basis for excluding 
any one particular distribution. However, because of the lack of 
information, we assume that all parameters are uniformly distributed 
within a region bounded by minimum and maximum values. Because the 
absolute parameter ranges play a constraining role, they should be as 
large as possible, yet physically meaningful. Parameter ranges should be 
based on ranges measured in the watershed and the field under study 
when possible. SWAT-CUP reads a file called Absolute_SWAT_Values.txt 
where the absolute ranges of all parameters are listed. These ranges can 
be set by the user. When these data are lacking, then the suggested values 
from the SWAT database could be used. The absolute parameter ranges 
in the SWAT database are mostly based on professional judgment and 
the experimental values taken from the literature (Winchell et al., 2010 ). 
Updated parameters are then calculated as: 
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where b  indicate updated values, bj,lower and bj,upper. are calculated using 
the best parameter values of the current iteration as well as the 
confidence intervals around them, bj,min, and bj,max are the absolute 
parameter ranges, and p is the number of parameters. The above 
formulation, while producing narrower parameter ranges for the 
subsequent iteration; ensure that the updated parameter ranges are 
always centered on the best estimates of the current iteration. In the 
formulation of (1) and (2), the uncertainty in the sensitive parameters 
decrease faster than those of the insensitive parameters due to the 
inclusion of the confidence interval that is larger for less sensitive 
parameters. 
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 After updating, the process repeats until a satisfactory value for 
the objective function or model evaluation parameters, P-factor and R-
factor, are achieved. These indices are explained below. 

 

Figure 3.3. The 95PPU graph in the SWAT-CUP interface. Also shown are the 
observed signal and the best simulation. The 95PPU is given for every variable 
considered in the objective function. 
 
 

3.2.3.  Goodness of fit in SUFI2 

 As the simulation result is expressed by the 95PPU band, it cannot 
be compared with observation signals using the traditional indices such 
as r2, Nash-Sutcliffe (NS) or mean square error (MSE). For this reason 
we used two measures referred to as the P-factor and the R-factor 
(Abbaspour et al., 2004, 2007). The P-factor is the percentage of the 
measured data bracketed by the 95PPU. This index provides a measure 
of the model’s ability to capture uncertainties. As all the “true” processes 
are reflected in the measurements, the degree to which the 95PPU does 
not bracket the measured data, the predictions are in error. Ideally, P-
factor should have a value of 1, indicating 100% bracketing of the 
measured data, hence capturing or accounting for all the correct 
processes. The R-factor, on the other hand, is a measure of the quality of 
calibration and indicates the thickness of the 95PPU. It is calculated as 
the average distance between the upper and the lower 95PPU divided by 
the standard deviation of the observed data: 
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where %.,sX 597  and %.,sX 52  represent the upper and lower boundary of 

the 95PPU for a simulated variable Xs, and 
obs  is the standard deviation 

of the measured data. R-factor should ideally be near zero, hence 
coinciding with the measured data.  

 The goodness of calibration and prediction uncertainty is judged 
on the basis of the closeness of the P-factor to 1 (i.e., all observations 
bracketed by the prediction uncertainty) and the R-factor to 0 (i.e., 
measured and simulated values coinciding). The combination of these 
two indices together indicates the strength of model calibration and 
uncertainty assessment as these are intimately linked. 

 

3.2.4. Parallel Processing setup  

 The structure of parallel SUFI2 is also schematically shown in 
Figure 3.2. Although the parallelization is mostly hidden from the user, 
different processors are involved. The program initially calculates the 
number of parallel processes that can be submitted to a system by 
optimizing the number of CPUs against the required RAM to run a 
certain project. 

 Although the SUFI2 program has the potential to execute model 
tasks in parallel, using the full processing capacity of a computer was 
challenging. There are several hardware components which affect file 
read and write speed including CPU, RAM, and the hard disk. It was 
important to minimize communication to the hard disk by utilizing the 
RAM. All attempts were made to speed up the runs while using less 
memory by changing the SUFI2 algorithm, primarily in the following 
two areas: 

1- Changes in the SWAT-edit.exe program: SWAT-edit is a program that 
incorporates updated calibration parameters into SWAT input files. 
Initially, the files in the BACKUP directory are cached, and held static 
during the calibration process. All relative changes in the parameters are 
made with respect to their initial values. The number of SWAT 
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input/output files can vary from tens to hundreds of thousands of files, 
depending on the project, but each file is only a few KB in size. We took 
advantage of this characteristic and changed SWAT_edit so that it loads 
a number of input files on the system’s RAM, makes the necessary 
changes using the cached BACKUP files and writes them to the hard 
disc. Then it deletes them from the RAM to load the next set of files. 
This reduces memory usage by up to 90%. 

2- Changes in the SWAT-CUP: SWAT-CUP functions were split to apply 
simultaneously on several nodes or parallel jobs. The number of nodes 
can be the same or fewer than the number of CPUs. Depending on the 
project size and the available RAM of the system, the program calculates 
the maximum number of jobs that can be submitted to the system. For 
example, to have 48 simulations on a machine with 8 processors, 8 nodes 
can be made, each conducting 6 simulations if the RAM allows. The 
parallel processing program does not allow the number of nodes to 
exceed a certain limit if there is a lack of memory. Hence, having a large 

system RAM ( 16 GB) is an advantage. 

 The changes in the SWAT-CUP package include: a) changes in 
user interface to make the parallel option available to users, b) showing 
the status of each parallel node while the program is running, c) 
preventing system freezing by giving priorities to other jobs being 
simultaneously executed, and d) disallowing SWAT-CUP sub-processes 
to continue running in the background when the program is stopped for 
any reason. When the program is finished, or stopped unexpectedly, all 
systems resources are restored. 

 As parallel SUFI2 is being executed, the user sees the following 
tasks being performed: 

1- Collect and delete unused files. These are cached files and files in the 
ParallelProcessing directory left over from previous runs in case of program 
failure or crash. It is necessary to delete these files to clear the RAM and 
establish the conditions necessary for step 4 below. This step is mostly 
used when a parallel processing job has already been run in the same 
directory.  

2- Collect source files. It counts the number of files in the project directory. 
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3- Validate memory usage. It calculates the number of parallel processes 
that can be run on the system. In estimating the number of parallel 
processes, we consider the available RAM of the system, the amount of 
system cache memory per file, reserve memory for the system’s other 
operations, and SWAT-edit memory usage. SWAT_edit checks that total 
parallel processing memory usage plus protected free memory for other 
operations on the system are less than the available memory. If this 
constraint is not fulfilled, the program reduces the maximum number of 
parallel processes.  

4- Synchronize files. The program copies the necessary files to each parallel 
folder from the project folder (these files are pre-fetched so the copy 
operation is done quite fast) and makes them available for each node to 
read from the corresponding folder.  

5- Collect BACKUP files. The program enumerates BACKUP files to 
make the condition ready for pre-fetching all the files in this directory to 
make them ready for faster read operation by parallel nodes. In this 
parallel version of SWAT-Edit there is no need to copy the BACKUP 
directory in every parallel process directory. All the parallel processors 
will read from the same BACKUP files.  

 After finishing the program set up, the simulations are divided 
between different processors and run in a synchronized manner along 
each other.  

 After the parallel runs are finished, parallel processing clean up 
starts to work by collecting output files from each parallel processing 
directory and concatenating them in the SUFI2.OUT of the main project 
directories. Then all unused files are deleted, and the RAM which was 
used during the parallel process, including the RAM which was used by 
caching the BACKUP files are released. 

 Now all is done with the parallel section. The rest is post 
processing, which is done in the same way as the single calibration run 
by executing SUFI2_post.exe. 
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3.2.5. Case studies and computer systems 

 To demonstrate the functionality of parallel SUFI2, we evaluated 
the program with six benchmarks, including three hydrological models 
tested on six different systems. We used one server, three personal 
computers, and two laptops. Table 3.2 has a summary of the attributes of 
these systems. For hydrological models, we built large, medium, and 
small projects using the SWAT2009 program. The period of simulation 
for all runs was set to 5 years.  

 The large-size project is the Danube River Basin, which covers an 
area of 801,093 km2. Danube is Europe’s second longest river, flows for 
a distance of 2,826 km and enters the Black Sea east of Izmail (Ukraine) 
and Tulcea (Romania). We simulate the Danube river basin using SWAT, 
where we divide the region into 1,224 smaller subbasins taking into 
account elevation, soil, land use and climatic information. This resulted 
in 69,875 HRUs. Running the calibration program SUFI2, 48 simulations 
took approximately 2 days to run on the server without using the parallel 
option. The medium-size project is the Alberta project that covers an 
area of 661,185 km2. The region is divided into 938 subbasins for a total 
of 2,689 HRUs. The small-size project (Test project) is a small test 
example in the SWAT program with only 4 subbasins and 75 files. It 
should be mentioned that calibration of the hydrological models is not 
the focus of this study and we only tried to focus on the speed of the 
calibration process. 

 

3.2.6. Performance measures 

 There are two performance measures that are commonly used to 
evaluate the performance of parallel computation: speedup and efficiency 
(Houstis et al., 1997, Mateos et al., 2010). Speedup for n parallel sessions 
is defined as the computed time of the task when only one processor is 
used to the computing time when n processors are used. The efficiency 
of a parallel system of n processor is defined as the ratio of actual 
speedup to ideal speedup, where the ideal speed up is equal to the 
number of processors.  

 

 

http://en.wikipedia.org/wiki/Europe
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Table 3.2. Description of the 6 computer systems used to test the parallel Sufi2.  

Server 1 

24 CPUs 

Processors: Intel(R) Xeon(R) CPU 
L5640@2.27GHz (2 processor) 

RAM = 24.0 GB 

System type = 64-bit OS Windows 7 

PC 1 

8 CPUs 

Process: Intel(R) Core(TM) i7 CPU 
860@2.8 GHz 

RAM = 16.0 GB 

System type = 64-bit OS Windows 7 

PC 2 

2 CPUs 

Processor: Intel(R) Core(TM) 2 Duo CPU 

E8600@3.33GHz 

RAM = 3.46 GB 

System type = 32-bit OS Windows XP  

PC 3 

2 CPUs 

Processor: Intel(R) Pentium(R) D CPU 
3.01 GHz  

RAM = 1.00 GB 

System type = 32-bit OS Windows XP 

Laptop 1 

2 CPUs 

Processor: Intel(R) Core(TM) 2Duo CPU 

T960000 @ 2.80 GHz 

RAM = 3.0 GB 

System type = 32-bit OS Windows XP  

Laptop 2 

2 CPUs 

Processor: Intel(R) Core(TM) 2 Duo 
CPU P8700 @ 2.53 GHz 

RAM = 4.0 GB 

System type = 64-bit OS Windows 7 

 

3.3. Results and Discussion  

 Parallel SUFI2 was tested on different computers using three 
different projects. Calibration speedup, designed system efficiency, and 
peak CPU usage of each system versus the number of processors is 
shown in Figures 3.4, 3.5 and 3.6, respectively. 

 Figures 3.4a and 3.4b show the speedup of the Danube, the 
Alberta, and the Test project on machines with 24 and 8 processors, 
respectively. In the system with 24 CPUs, the speedup of parallel SUFI2 
follows closely the ideal speedup up to 8 processors. As the number of 
the processors increases, the gap between the parallel SUFI2 and the 
ideal performance grows. As the number of jobs increases, the 
communication of each CPU with the hard disk increases. The loss of 
speed is, hence, mostly due to hard disk limitation. The use of 
Redundant Array of Independent Disks (RAID) or Solid State Drive 

mailto:L5640@2.27GHz
mailto:860@2.8
mailto:E8600@3.33GHz
mailto:L5640@2.27GHz
mailto:L5640@2.27GHz
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(SSD) should improve the performance. If the number of parallel jobs is 
set to 24, then in the Danube project (24 x 69,875) files are 
simultaneously read and written to the hard disk. So as the number of 
parallel processes increases, the speedup decreases for large projects. 
Hence, Danube shows a smaller speedup than the Alberta or Test 
project for 24 CPUs (Figure 3.4a). 

 Figures 3.4 (c,d,e,f) shows the speedup of running the same 
projects on 2 PCs with weaker capabilities than PC 1, and two laptops 
with only 2 CPUs. Because the machines only have 2 processors, we 
could only submit up to 2 parallel jobs. The speedup achieved using 
parallel SUFI2 is around 1.9 with 2 processors. This compares quite well 
to the ideal speedup, indicating that the running time was halved. The 
small deviations in different machines and projects have to do with the 
initial state of the computers. For the best result the computers should 
be re-started before each run to release the remaining occupied 
memories from previous computer use. It should be noted that the 
Danube project is missing from Figures 3.4 c,d,e. This is because the 
memory limitation, as the size of the project was too large for these 
machines to run two parallel processes.  

 Figure 3.5 illustrates the efficiency of parallel SUFI2. In general, 
the efficiency of a parallel system is less than unity because of the system 
overhead such as the resolution of conflicting demands between shared 
resources, the communication time between processors, and the inability 
to keep every processor fully busy. For the ideal case, when the number 
of processors allocated to a particular task increases, a higher speedup 
(reduction in computing time) can usually be obtained. The efficiency 
therefore decreases for the above reasons and the fact that the 
processors cannot be fully utilized. For small requests, such as the Test 
case in this study, the overhead introduced by the initial model set up is 
not compensated because the number of processors is too small. This 
can be seen in Figure 3.5a, which shows that for very small jobs the 
server becomes more efficient as the number of processors increase. 

 Figure 3.6 shows the peak CPU usage. In Server 1 and PC 1 a 
non-parallelized program used little of the CPU capacities. As the 
number of parallel jobs increases, more CPUs are used. In each machine, 
as the number of parallel jobs equals the number of CPUs, 100% of the 
CPU is used.  
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Figure 3.4. The speedup achieved for different computer systems and SWAT 
projects. Number of processors on the horizontal axis indicates the number of 
parallel jobs submitted. The Figure shows that most projects could be run 10 
times faster with about 16 processors. Note that PC 2, PC 3, and Laptop 1 
could not handle the size of the Danube project for two parallel runs.  
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Figure 3.5. Percentage efficiency calculated for different computer systems and 
SWAT projects. The decrease in efficiency is a function of the size of the 
project and the characteristics of the hard disk. 
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Figure 3.6. Peak CPU usage in different computer systems and SWAT projects. 
As the number of parallel jobs increase, the efficiency in using CPU also 
increases.  
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A few recommendations should be followed when running SUFI2 
in parallel mode. 1) Do not run multiple SWAT-CUP projects on a single 
system using the parallel process. 2) It is recommended to restart the 
computers before starting the parallel calibration project to access the 
full memory available on the computer although the program itself will 
clean up the unused files related to the SWAT-CUP project. As the 
number of parameters increase, SWAT_edit requires more RAM to 
cache the files. 3) No other memory consuming programs along the 
parallel SWAT-CUP should be run simultaneously. 4) The number of 
simulations should be (but not absolutely necessary) a multiple of the 
number of parallel processing jobs. 5) It is very important to switch off 
any antivirus program during the parallel program run or exclude the 
corresponding directory from the virus scan. The antivirus scan 
decreases the speed of parallel SUFI2 substantially.  

 

3.4.   Conclusion 

 In this paper, we presented parallel SUFI2, a framework that 
automatically and transparently parallelizes the SUFI2 optimization 
program for higher performance calibration purposes. Performance 
results with both small and large size projects show that parallel SUFI2 
achieves good speedup and reasonable scalability in most cases.  

 Although the parallel SUFI2 is designed to be used on any system, 
larger time savings can be achieved with multiple CPUs and larger RAM 
memory. Note that the emphasis of this research was not on achieving 
the highest possible speedup and that our current implementation is an 
early proof-of-concept prototype that does not contain optimization or 
refinement. Computations based on GPU technology hold the promise 
of achieving greater speed ups in execution of hydrologic models 
(Kalyanapu, et al., 2011; Singh, et al., 2011).  However, we show that 
parallel SUFI2 is able to achieve reasonable speedup on real-world 
computation-intensive calibration applications, while significantly 
exceeding the performance of non parallelized packages.  
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Abstract 
Land use changes are altering hydrologic systems, which may have 
potentially large impacts on water resources. However, this is not 
investigated in any systematic manner in hydrologic models that use land 
use as input. In Europe, land cover has changed substantially in recent 
decades. In this article, we investigate the impact of these changes on 
hydrology and water resources components of the Black Sea Basin 
(BSB). Soil and Water Assessment Tool (SWAT) was used for this 
purpose considering the changes between 2001 and 2008. A previously 
calibrated hydrologic model using MODIS Land use 2008 was taken as 
the reference model. We modified this model by a land use from 2001 
using the dynamic land use change module in SWAT where we updated 
the land use half way through simulation. There was an incremental 
change in forested areas from 19 to 21.3%, and in crop land from 47.2 to 
47.4%, in addition to a decremental change in crop and natural 
vegetation from 15.1 to 13.3%, and in shrublands from 2 to 1.5% of the 
catchment area during the 7 years period. At the catchment scale, we 
found no net significant change on water balance when looking at the 
long term averages. However, at the HRU scale, the results showed that 
afforestation leads to an increase of evapotranspiration up to 3%, while 
runoff and water yield did not change significantly. The increase in 
cropland resulted in an increase in evapotranspiration by up to 5%. This 
research indicates that at the HRU scale, land use change may have 
important implications for developing better water management 
practices through a better understanding of system vulnerabilities to 
change. 

 

KEYWORDS: hydrology, land use change, SWAT, water cycle, Black 
Sea Basin 
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4.1.  Introduction 

 Land use changes have potentially large impacts on water 
resources [Stonestrom et al., 2009]. Rapid socio-economic development 
drives land use changes especially in regions with long land use histories. 
This is particularly true in Eastern Europe, where the Black Sea Basin 
(BSB) lies, and where the land cover has changed substantially since the 
breakdown of the USSR in 1990 [Ref.]. Land use change may have a 
great impact in regions where water availability is limited. This could 
result in an increase of water scarcity and thus contribute to a 
deterioration of living conditions [Wagner et al., 2013]. In a previous 
study, BSB showed to experience water stress periods in the last three 
decades [Rouholahnejad et al., 2003].  

 Land use change also influences water quality. Hydrologic 
processes such as evapotranspiration, infiltration, surface runoff and 
groundwater flow are altered substantially by land use changes [Bultot et 
al. 1990; Sahin and Hall 1996; Fohrer et al. 2001; Lin et al. 2007; Tong 
and Chen 2002]. The evaluation of the impacts of land use change on 
water quantity and quality is fundamental to the development of 
sustainable land use alternatives [Lenhart et al. 2003; Lin et al. 2007] and 
an integral component of river basin and water resources management 
[Eckhardt et al. 2003; Huisman et al. 2004]. 

 Given the ability to account for the spatial variability of land 
surface characteristics, physically based and distributed hydrologic 
models are great tools for the prediction of land use change effects 
[Klöcking and Haberlandt 2002; Legesse et al. 2003]. The use of eco-
hydrologic models provides an insight into the consequences of changes 
in policies or other land use determinants [Van Rompaey et al. 2001; 
Verburg and Veldkamp 2001; Fohrer et al. 2002, 2005] and can 
contribute to decision making in the fields of land use planning and 
integrated watershed management [Leh et al. 2011]. 

 Models often used to assess the impacts of land use change on 
water resources among many others include: HBV [Bergström and 
Forsman, 1973; e.g., Ashagrie et al., 2006], MIKE-SHE [Refsgaard and 
Storm, 1995; e.g., Im et al., 2009], SWAT [Arnold et al., 1998; e.g., 
Fohrer et al., 2001], and WaSiM-ETH [Schulla, 1997; e.g., Niehoff et al., 
2002]. These models are particularly useful as they can assess past as well 
as possible future impacts using land use scenarios. The Soil and Water 
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Assessment Tool [SWAT, Arnold et al., 1998] has proven its suitability 
for hydrologic impact studies [Gassman et al., 2007], especially under 
conditions of limited data availability [Ndomba et al., 2008; Stehr et al., 
2008]. Hence, it is a suitable model to study the impact of land use 
changes on water resources in the BSB. 

 Investigations of the effects of past land use changes on water 
availability have been carried out in many regional studies worldwide 
[e.g., Ghaffari et al., 2010: Iran; Im et al., 2009: Korea; Li et al., 2009: 
China; Miller et al., 2002: USA]. Impacts of land use change on the water 
resources in Europe were mainly assessed by using scenario analysis. 
Particularly, agricultural land and forests are a focus of the research in 
this area [Rounsevell et al., 2006]. Stoate et al. [2009] reviewed ecological 
impacts of early 21st century agricultural change in Europe. Goetz et al 
[2001] provided book reviews on agricultural transformation of land use 
in central and Eastern Europe. 

 While most of the studies focus on the trend of land use change in 
Europe, the impact analysis of these changes on the hydrology has been 
less of a focus. In addition, most of the previous studies were carried out 
under hypothetical conditions of changes of land use from one class to 
another one at the time (scenario analysis) rather than assessing realistic 
historical changes in a system, which is complex with many feedbacks 
from different processes.  

 Against this background, the aim of this study was to assess the 
impact of past land use changes in the BSB on hydrology using SWAT. 
The study demonstrates the benefits of using land use change 
dynamically in model applications extending beyond 5 to 10 years. The 
following research questions were of main interest: (1) What were the 
key land use changes in a short period of 7 years in the BSB? (2) How 
did these rather short duration changes impact hydrological fluxes and 
the water cycle at watershed and sub-watershed level? (3) Would it be 
necessary to account for historical land use change in a long-term model 
run? (4) Based on the experiences gained by studying the past land use 
changes, what are the implications for future land use change studies? 
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4.2. Material and methods 

4.2.1.  Study area 

 Black Sea Basin (Figure 4.1) drains rivers of 23 European and 
Asian countries (Austria, Belarus, Bosnia, Bulgaria, Croatia, Czech 
Republic, Georgia, Germany, Hungary, Moldova, Montenegro, Romania, 
Russia, Serbia, Slovakia, Slovenia, Turkey, Ukraine, Italy, Switzerland, 
Poland, Albania and Macedonia) from an area of 2.3 million km2 to the 
Black Sea. The Basin is inhabited by a total population of around 160 
million people [BSEI, 2005]. Major rivers draining into the Black Sea 
include Danube, Dnieper and Don. The greatest sources of diffuse 
pollution are agricultural and households not connected to sewer 
systems. It is mountainous in the east and south, in the Caucasus and in 
Anatolia, and to the northwest with the Carpathians in the Ukraine and 
Romania. Most of the rest of the Black Sea’s western and northern 
neighborhood is low lying. Mean annual air temperature shows a distinct 
north-south gradient from < -3 °C to > 15 °C. Precipitation pattern is 
characterized by a west-east gradient that is decreasing with distance 
from the Atlantic Ocean. Areas of high precipitation (> 3000 mm year-1) 
are in the west and areas of low precipitation (< 190 mm year-1) are in 
the north and east [Tockner et al., 2009]. The dominant land use in the 
basin is agricultural with 65% of coverage according to MODIS Land 
Cover [NASA, 2001]. 

 

4.2.2.  SWAT model description 

 SWAT is a process-based, continuous-time model that operates 
on a daily time step to predict the impact of management practices on 
water, sediment and agricultural chemical yields at the catchment scale 
[Arnold et al., 1998]. The spatial heterogeneity of the watershed in 
SWAT is preserved by topographically dividing the basin into multiple 
sub-basins. These subbasins are further subdivided into lumped 
hydrologic response units (HRUs) comprising homogeneous landscape, 
soil, and land use characteristic units that are not spatially identified in a 
given subbasin. The hydrologic cycle as simulated by the model can be 
separated into the land phase and the routing phase. The land phase 
simulates runoff and erosion processes, soil water movement, 
evapotranspiration, crop growth and yield, soil nutrient and carbon 
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cycling, pesticide and bacteria degradation, and thus controls the amount 
of water, sediment, nutrient and pesticide loadings entering the main 
channel in each subbasin. A wide range of agricultural practices including 
tillage, fertilizer and manure application, subsurface drainage, irrigation, 
ponds and wetlands [Douglas-Mankin et al., 2010] are accounted for in 
SWAT.  

 The routing phase controls the movement of water, sediments, 
nutrients, etc through the channel network to the watershed outlet. 
SWAT model has undergone continuous development [Arnold et al., 
2010; Bosch et al., 2010; Gassman et al., 2007] in the last two decades. In 
its current version, SWAT2009 [Neitsch et al., 2011] which is used in the 
present study, several watershed processes can be represented by 
alternative methods. Table 4.1 gives an overview of the relevant methods 
used in this study. A detailed description of the model can be obtained 
from Neitsch et al. [2011]. 

 

 

Figure 4.1. Overview of Black Sea Basin depicting major rivers, and measured 
stations of climate, discharge, and nitrate.  
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Table 4.1. SWAT processes representation as used in the study. 

Processes/components Method [Neitsch et al., 2011] 

Evapotranspiration Hargreaves  

Surface runoff SCS curve number equation 

Erosion Modified universal soil loss equation 

Lateral flow Kinematic storage model 

Groundwater flow Steady-state response from shallow aquifer 

Stream flow routing Variable storage routing 

 

4.2.3. Model set up 

 The SWAT model was previously set up for the BSB and 
calibrated with uncertainty analysis using stream flow, nitrate loads, and 
crop yield (Figure 4.2) [Rouholahnejad et al., 2013]. In the current study, 
all the input data remained the same except for the land use data. Table 
4.2 presents the input data used in the hydrologic model of BSB. To 
update land use, we used the dynamic land use update module of SWAT, 
where the number of HRUs stayed the same as the original model. This 
way, the temporal changes in a land use class occur as an increment or 
decrement of the land use in the defined time span. To be able to 
attribute the changes in model output to land use change, three models 
were set up and compared. i) a previously calibrated hydrologic model of 
BSB using MODIS land use 2008 (S-2008), ii) a hydrologic model of 
BSB using MODIS land use 2001 (S-2001), and iii) a hydrologic model 
of BSB using MODIS land use 2001 from the beginning of the 
simulation period and updating its land use to 2008 half way through the 
simulation time (S-2001-2008).  

 The Delta approach was used to assess the impact of different 
land use utilization on three model results and is frequently used in other 
studies [e.g., Ghaffari et al., 2010; Im et al., 2009; Miller et al., 2002]. In 
this regard, only model parameters that were defined by the land use 
maps were different in the three model setups. The HRU fractions in 
each subbasin of the three models changed between the models based 
on S-2001 and S-2008 while the total number of HRUs and their 
combinations were identical.  
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Table 4.2. Model input data sources and descriptions for the base model 

Type Source Description 

DEM SRTM [Jarvis et al, 2008] 90 m resolution extracted for BSB 

Climate CRU [2008], [Mitchell and Jones, 
2005], Solar Radiation, [Weedon 
et al., 2011]. 

0.5o resolution gridded climate data, 
daily temperature (min., max.), daily 
precipitation (1970-2006) daily global 
solar radiation from 6,110 virtual 
stations (1970-2006) 

Stream flow [GRDC, 2011]  Monthly river discharge data (1970-
2006) 

River network ECRINS [2012] 30 m resolution, from European 
Catchments and RIvers Network 
System 

Soil FAO [2003] 5 km resolution, from FAO-
UNESCO global soil map, provides 
data for 5000 soil types comprising 
two layers (0–30 cm and 30–100 cm 
depth)  

Land use  MODIS [NASA, 2001] 500 m spatial resolution, maintained 
by the NASA Land Processes 
Distributed Active Archive Center 
(LP DAAC) at the USGS/Earth 
Resources Observation and Science 
Center (EROS) 

Management MIRCA2000 [Portmann et al, 
2010], McGill yields data 
[Monfreda et al., 2008] 

5 arc min resolution cropping area 
and the start and end month of 
cropping periods, 5 arc min crop 
yield on three major crop (Wheat, 
Cory, Barely)  
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4.2.4.  Land use change between 2001 and 2008 

 The historical analysis of land use changes was based on a 
comparison between MODIS datasets from 2001 and 2008 (Figure 4.3). 
In 2001, croplands are the largest class in the BSB (1,725,915 km2) 
followed by forest (692,493 km2), natural vegetation (553,006 km2) and 
grassland (535,494 km2). Compared to land cover in 2001, croplands 
were still the major land use type in the BSB in 2008 (1,734,497 km2). 
However, forest areas increased, most probably due to conversion from 
natural vegetation. Urban and built-up areas also slightly increased during 
this period. Forest shows an increment from 19% of total land in BSB in 
2001 to 21.3% in 2008. Crops/natural vegetation decreases form 15.1% 
in 2001 to 13.3% in 2008. Barren or sparsely vegetated areas and 
permanent wetlands cover less than 1% of the total BSB area in both 
datasets. The contingency table shows class relations between 2001 and 
2008 (Table 4.3) and is the cross-tabulation of land use in 2001 
(columns) against land use in 2008 (rows). Where a land use in a row 
meets the same land use in a column, the value is the area that did not 
change from 2001 to 2008 (shaded area). The other values represent the 
areas that changed from one land use class to another between the two 
years. This matrix is used to analyze the contributions to net change in: 
forest, grassland and cropland.  
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Figure 4.2. Simulated and observed discharges of two rivers in the Black Sea 
Basin in calibration and validation periods. The shaded region is 95% prediction 
uncertainty band. These are from the calibrated base model. 
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Figure 4.3. Percent share of total area per land use in MODIS 2001 and 2008 

Figure 4.4. Total area per land use class in MODIS 2001 and 2008 (km2) 
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 The main contribution to the increase of forest areas is from crop 
and natural vegetation (5,1045ha), followed to a lesser extent by 
grassland (28,006 ha), shrubland (3,569 ha) and cropland areas (2,108 ha) 
(Figure 4.5). The abandonment of agriculture is clearly shown during this 
period with a high percentage of land use conversion to natural 
vegetation (19,657 ha) and shrubland (5,909 ha). Additionally, some 
grassland is converted to cropland (14583ha); this is related to 
intensification and expansion in suitable areas and disappearance in less 
suitable areas (Figure 4.5). Forest and grassland are very competitive with 
each other. On one hand, forest areas tend to be converted to grassland 
(often with cropland as an intermediate step) and grassland to forest. On 
the other hand, some grassland areas are converted to cropland, in the 
case of regions experiencing agricultural intensification, or to shrubland, 
in cases of land abandonment. The largest positive changes during 2001-
2008 occurred in the forest class (over 80,000 km2). Croplands increased 
by 8,582 km2. The largest negative change occurred in grassland, which 
lost more than 5,000 km2. Analysis of water resources was carried out by 
comparing the 34-year monthly water balance components using the 
model results for the three different scenarios. The averages of water 
balance components in the three model runs were assessed next to 
analyzing the temporal and spatial variability of the components across 
the BSB over the 34-year simulation period. 

 

 

Figure 4.5. Net changes to forest, crop land, and grass land from other land use 
classes between 2001 and 2008. 
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4.3. Results 

4.3.1.  Land use change assessment 

 The differences within the period 2001–2008 are presented in 
maps of the BSB regions and adjacent areas (Figure 4.7). These regions 
are a combination of NUTS (Nomenclature of Territorial Units for 
Statistics) levels 2 and 3. Four land use classes were analyzed: forest, 
grassland, croplands and urban/built-up areas. The absolute difference in 
square kilometers for the forest class shows that significant positive 
changes in the flow of forest occurred mostly in the northern, extreme 
western and south-western parts of the BSB. Negative changes occurred 
in smaller patches along an east-west line across the middle of the BSB 
(Figure 4.7a). In general terms, grassland flows from 2001 to 2008 show 
a decreasing trend in the BSB, where the most negative changes were 
recorded in the mid-west (Romania). To a lesser extent, some positive 
changes were found in the south (Turkey) and east (Russian Federation) 
(Figure 4.7b).  

 Croplands (Figure 4.7c) show a negative absolute difference in the 
extreme east (Russian Federation) and south (Turkey), as well as in the 
mid-west (northern Romania). A significant positive trend occurred 
along the western and northern Black Sea shores and in Belarus, as well 
as in the western part of the BSB, though to a lesser extent. The absolute 
difference in the area covered by urban and built-up areas (Figure 4.7d) 
is less significant than for the rest of the classes. This can be explained 
by the shortness of the period analyzed. Regions that recorded a negative 
difference are located close to the Black Sea shore in Romania, Ukraine 
and Turkey.  

To assess the impacts of changes in such a complex system, the impacts 
are analyzed both at the watershed and sub-watershed level. At sub-
watershed level we analyzed the different land use change impacts 
imposed on the system by first: looking at 4 selected zones (Figure 4.7), 
second: at subbasin level, and third: at HRU level. 
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Figure 4.7. Absolute differences in a) forest, b) grassland, c) cropland, d) urban 
between 2001 and 2008.  
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4.3.2. Land use change impacts on water resources 

 Three 37-year model run were performed using S-2001, S-2008, 
and S-2001-2008. The latter refers to the model with temporal update of 
land use halfway through simulation time using land use 2001 and 2008 
as if the model was built using land use 2001 and updated once to land 
use 2008 in the middle. The delta approach used does not necessarily 
provide results that reflect the hydrological observations of the past but 
illustrates the main changes on the hydrological component [Miller et al., 
2002]. On the catchment scale the positive and negative impacts cancel 
each other out, so that differences in the average long-term water 
balance components are smaller than 10 mm year−1 (Figure 4.8) for the 
four selected variables: actual evapotranspiration, surface runoff, soil 
water, and water yields  However, more pronounced changes are 
discernible on long term monthly distribution of the previously 
mentioned variables (Figure 4.9). The differences are more pronounced 
in wet seasons from January to May. Figures 4.8 and 4.9 show the spatial 
variation of long term averages of actual evapotranspiration (AET), 
water yield (WYLD), soil water (SW), and runoff in 12,982 subbasins of 
entire BSB model in annual and monthly basis respectively. 

 

 
Figure 4.8. Spatial Variation of 34-year averages of water cycle components in 
BSB, annual distribution. 
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Figure 4.9. Spatial variation of 34-year averages of water cycle components in 
BSB, monthly distribution. 

 

 

 

Figure 4.10. Spatial variation of 34 years averages of water cycle components in 
zones. 
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 To focus more on the different patterns of change, 4 zones were 
selected and analyzed in more detail in terms of water cycle components. 
In Zone 1, forest and crop land increased while grassland decreased and 
urban stayed almost the same. Zone 2 represents areas with growing 
crop land and less significantly forest expansion while grassland is 
diminished. In Zone 3 crop land and grass land changed to forest with 
unvarying urban area. In Zone 4, forest shrinked to cropland while urban 
and grassland stayed almost the same. The spatial variations of long-term 
average of selected water cycle components were distinctly different in 
the four zones (Figure 4.10).  

 The changes between the three land use scenarios had more 
significantly impacted on monthly distribution of long term averages of 
the four water cycle components (Figure 4.11) than yearly distribution 
(Figure 4.10). While spatial variation of the selected components show 
only little differences between the three models (Figure 4.10), the 
monthly distribution of the water cycle components highlights the 
differences between the three model estimation, especially in wet seasons 
from Jan to May (Figure 4.11). The differences in model results are more 
pronounced in zone 1 and Zone 4, where the components do not 
change spatially if subbasins lie in the corresponding Zones. Although 
the main idea behind zonal analysis was to find a pattern between a 
particular land use change in a zone and the corresponding water cycle 
component change, the analysis couldn’t clarify the correlation. This 
ambiguity is due to the fact that there are multiple land use changes 
occurring in a zone, and that the estimations are temporally averaged. All 
these make the attribution difficult.  

 To quantify what effects changes in land uses exert on water cycle 
components, we looked at the impact of changes in forest, grassland, and 
cropland at NUTS 2 level for 215 districts. Furthermore, we quantified 
the changes in actual evapotranspiration, water yields, surface runoff, and 
soil water, as a result of changes in different land use scenarios (S-2001 
and S-2008) in the 215 districts. As it can be visually seen in the plot of 
percent changes in land use area versus the percent changes in water 
cycle components in the 215 districts, there are no significant changes in 
the variables as a result of land use change (Figure 4.12).  
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Figure 4.11. 34-year average monthly distributions of water cycle components in 
different zones. 
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Figure 4.12. Percent changes in a) AET, b) WYLD c) Runoff, and d) SW versus 
percent changes in i) Forest, ii) Grass land, iii) Crop land at NUTS2 level. 
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 To statistically determine the significance of land use change 
impacts on water components, we formulated regression equations 
where water cycle components were treated as dependent variables. The 
equations were expressed as: 

CBAYi 321 ..    

 Where Y is the percent change in a water cycle component, 1 , 

2 , 
3  are the regression coefficients, A is the percent changes in 

forest area, B is the percent changes in grassland area, and C is the 
percent changes in cropland area. AET shows a strong inverse relation 
to changes in forest area (p-value < 2.2e-16) as it changes by 39% as a 
result of unit change in forest areas. In this model, changes in other land 
uses are not as significant to AET. 

Table 4.4. Estimates for linear models coefficient for four water cycle components 

iY  
1  2  3  R-squared P-value 

1Y , %change AET 
-0.39    0.025    0.005    0.47 < 2.2e-16 

2Y , %change WYLD 
0.037  0.025 0.002    0.0023 0.3307 

3Y , %change RUNOFF -0.39     0.172    0.048 0.3244 < 2.2e-16 

4Y , %change SW 
-0.123 -0.078     -0.02 0.2275 4.064e-11 

 For runoff, quite the same pattern of change was found with 
respect to changes in forest, but grassland and cropland also play a 
significant role. Expectedly, runoff decreases as forest area increases, and 
increases by increasing grass and cropland areas. Soil moisture is also 
shown to decrease significantly by decreasing forested areas.  

 In the next step, to be able to relate more directly the changes in 
the four water balance variables to changes in land use, we studied the 
system at the HRU level, which contains a single land use. Contrary to 
the results given by the linear models, AET shows a higher degree of 
dependency to changes in agricultural area than forest or grassland where 
AET significantly increases as agricultural areas grow (Figure 4.13). 
Changes in forest and grassland had minimum impact on water yields 
and soil water while the decrease of agricultural area led to a more 
significant change in water yield and soil water. Decrease of agricultural 
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land led to much more variability in surface runoff with a net decrease in 
runoff of about 5-7%. Forest and grassland had a more random impact 
on surface runoff with no discernible pattern (Figure 4.13). 

   

   

   

   

Figure 4.13. Percent changes of a) actual evapotranspiration, b) water yields c) surface 
runoff, d) soil water versus percent changes in i) forest. ii) grassland, ii) cropland. 
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4.4. Discussions 

 According to Hessel et al. [2003], when doing scenario analyses, 
all scenarios for a watershed are subjected to the same input data 
uncertainty, so it can be assumed that relative differences in scenario 
results can in fact be attributed to the applied scenario changes. The 
results obtained by SWAT depend heavily on the quality of the land use 
classification. In this study, MODIS land use classifications are paired 
with the SWAT land classes. Hence this brings the assessment to another 
level of uncertainty. 

 Effects of past land use changes in the Black Sea Basin on the 
water balance components were relatively small. Many authors found 
that because of compensating effects in complex watersheds with a 
variety of land use types, impacts of land use changes on hydrology are 
relatively small at large scales, while they are much more pronounced at 
smaller scales [Fohrer et al., 2001; Costa et al., 2003; Cao et al., 2009]. 
This is consistent with the findings in this study.  

 Analyzing the impact of land use change at larger (watershed, 
subbasin) and smaller (HRU) levels have their pros and cons. At the 
larger level changes in water cycle variables are the net results of changes 
in different land uses, hence not directly attributable to any particular 
land use change. At the smaller level, however, we only consider the 
condition where a specific land use is expanding or shrinking, ignoring 
the fact that the land use in another HRU, which is being converted to 
the current land use may has different soil and slope characteristics.  
Nevertheless we suggest analyzing land use change impact at both the 
HRU level, and the aggregating the results to subbasin level so as to give 
a better picture of the impact of land use changes. 

 In the analysis of land use change at the HRU level, models 
predicted relatively large changes in water cycle components despite 
minimal changes in land use area. In contrast the spider net analysis of 
water balance at subbasin level aggregated in larger basins within the 
BSB and the entire BSB itself, shows insignificant water balance 
component change due to changes in land use (Figure 4.14). Yet, this 
may still be used in identifying vulnerable areas where more in depth 
analysis could be performed.  
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 An important impact of land use change was the increase in soil 
water and decrease in evapotranspiration due to a decrease in cropland 
area (Figure 4.13). This was also found in other studies [e.g., Im et al., 
2009; Wijesekara et al., 2012]. However, these impacts on runoff and 
water yields tend not to be very pronounced (<5 %) as compared to the 
rate of land use change. 

 It is well known that impacts on the annual water balance of a 
catchment are relatively small due to compensating effects in a 
catchment level [e.g., Fohrer et al., 2001]. In a large-scale study on the 
Meuse River basin, Ashagrie et al. [2006] concluded that the overall 
impact of land use change was too small to be detected. Wilk and 
Hughes [2002] argue that the complexity of large river basins could mask 
many of the impacts of land use changes occuring on smaller scales. 
Similarly, the FAO [2002] suggests that impacts of land use on hydrology 
can be studied best in small basins (<1000 km2). In this study, this effect 
is underlined by the fact that impacts on the water balance cancel out on 
the catchment scale, whereas they are observable at the subbasin and 
HRU scale, and the pattern and attribution of water balance component 
to specific land use is more distinguishable and pronounced at HRU 
level.  

 
4.5. Conclusions 

 Analysis of the current and past land use maps is an important 
tool for understanding the behavior of land use dynamics in the BSB, in 
order to establish rules that will reflect this behavior in the future. Our 
results show that by using SWAT together with available land use map of 
different dates, land use change impacts on water fluxes can be 
successfully quantified in the BSB. The main land use categories 
represented in the BSB are croplands, followed by forest, crops/natural 
vegetation and grassland, which were found to be more dynamic over 
time compared to other classes. Our analysis showed that the land use 
changes had minor impacts on water balance at the watershed scale or 
the six larger basins within the BSB (Figure 4.14). This is due to 
compensating effects in catchment scale in large complex watershed and 
also well reported in literature by other studies. At smaller subbasin scale 
and at HRU level, the impacts of land use change were quantified using 
delta method to see the differences in water balance component and 



104 

 

finding correlations between land use changes and water cycle 
component. Nevertheless, at subbasin level as there are multiple land use 
changes occurring in a subbasin, the changes in water balance cannot be 
directly attributed to changes of land use. To overcome this, the analyses 
were carried out at HRU level. Our results on HRU level analysis 
showed more pronounced changes that could be attributed to land use 
change alone. However, these results cannot be upscaled to the subbasin 
or watershed level. Our analyses of water balance at HRU level indicates 
that an increase in cropland leads to an increase in evapotranspiration up 
to 20% in some HRUs and decrease in soil water to the same extent. 
However, these impacts on runoff, water yields tend not to be very 
pronounced (<5 %) as compared to the rate of land use change. Given 
that these are only a 7 years land use change impacts and the fact that 
land use does not change in most hydrologic models, the present study 
shows the importance of land use update on the accuracy of modeling 
results especially in long-term modeling work or future analysis. The 
outcome of this analysis helped to understand the changes in water 
resources regime due to usage of different land use data in modeling 
procedures. As a next step, this analysis provides information for 
considering land use change parameters for future land use change 
analysis due to the fact that a clear understanding of the behavior of 
historic land use dynamics in the BSB was needed in order to examine 
the necessity of such an analysis for future land-climate interaction 
studies. 
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Figure 4.14. Changes in water cycle components in major basins of BSB. 
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Abstract 
As water resources become further stressed due to increasing 

levels of societal demand, understanding the effect of climate change on 
various components of the water cycle is of strategic importance. A 
hydrologic model of the Black Sea Basin (BSB) was developed using the 
Soil and Water Assessment Tool (SWAT) and calibrated for 1970 to 
2006 using daily river discharges, river nitrate loads, and annual 
agricultural crop yield. Future climate scenarios for 2013–2050 were 
generated from the Danish Regional Climate Model (RCM) (HIRHAM) 
for IPCC's SRES A2 and B2 scenarios which were downscaled for 1147 
climate stations across the BSB using the Delta Method.  The two 
climate scenarios were then applied to the historically calibrated 
hydrologic model to analyze the effect of future climate on water 
resources across the BSB The regional climate scenarios were coupled 
with four land use scenarios based on the IPCC’s special report on 
emissions scenarios (SRES). These included different global socio-
economic development pathways described as: BS ALONE, BS COOL, 
BS COOP, and BS HOT. In general, while the combination of all 
scenarios showed decreases in water resources in wet areas, A2 generated 
rainfalls were more frequent with larger intensities. On average, water 
resources tend to increase in dry areas and decrease in wet areas. Land 
use changes show less significant impact on water resources as compared 
to  climate change.  
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5.1. Introduction 

Observational evidence from all continents and oceans show that 
natural systems are affected by regional climate changes, particularly by 
increases in temperature [IPCC, 2007; Mishra and Singh, 2011]. It is 
virtually certain that increases in the frequency and magnitude of warm 
daily temperature extremes and decreases in cold extremes will occur in 
the 21st century at the global scale [IPCC, 2012]. It is likely that the 
frequency of heavy precipitation will increase in the 21st century over 
many areas of the globe [IPCC, 2012]. Nearly all regions of the world are 
expected to experience a net negative impact of climate change on water 
resources and freshwater ecosystems [IPCC, 2007]. A number of studies 
have shown that climate change would have significant effects on water 
availability, water stresses and water demand [Vörösmarty et al., 2000; 
Abbaspour et al., 2009; Wang et al., 2011]. 

It is expected that droughts will intensify in the 21st century in 
some seasons and areas, due to reduced precipitation and/or increased 
evapotranspiration. This applies to southern and central Europe and the 
Mediterranean region [IPCC 2012]. Climate change will pose added 
challenges to the efforts to manage high disaster risk areas.  

Changes in the context of increasing vulnerability, will lead to 
increased stress on human and natural systems and a propensity for 
serious adverse effects in many places around the world [UNISDR, 
2009, 2011]. At the same time, climate change is also expected to bring 
benefits to certain places and communities, in particular short-term gains 
in crop yield [Liu et al., 2013]. 

The Black Sea Basin (BSB) lies in a transition zone between the 
Mediterranean region in an arid climate of North Africa and the 
temperate and rainy climate of central Europe and it is affected by 
interactions between mid-latitude and tropical processes. Because of 
these features, even relatively minor modifications of the general 
circulation can lead to substantial changes in the Mediterranean climate 
[Giorgi and Lionello, 2008]. This makes the BSB a potentially vulnerable 
region to climatic changes as induced, for example, by increasing 
concentrations of greenhouse gases [e.g. Lionello et al., 2006; Ulbrich et 
al., 2006]. Indeed, the Mediterranean region has shown large climate 
shifts in the past [Luterbacher et al., 2006] and it has been identified as 
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one of the most prominent “Hot-Spots” in future climate change 
projections [Giorgi 2006]. 

Giorgi and Lionello [2008] reviewed a few climate change 
projections over the Mediterranean region based on the most recent and 
comprehensive ensembles of global and regional climate change 
simulations. There is also a comprehensive review of climate change 
projections over the Mediterranean region reported by Ulbrich et al. 
[2006] based on a limited number of global and regional model 
simulations performed throughout the early 2000s. A number of papers 
have reported regional climate change simulations over Europe, 
including totally or partially the BSB [e.g. Rotach et al., 1997; Jones et al., 
1997; Machenhauer et al., 1998; Christensen and Christensen 2003; 
Semmler and Jacob 2004; Schar et al., 2004; Raisanen et al., 2004; Deque 
et al., 2005]. Finally, several studies have presented regional evaluations 
of different generations of global model projections, including the 
Mediterranean region [Kittel et al., 1998; Giorgi and Bi 2005a, b].  

Despite the importance of this region within the global change 
context, assessments of water resources under different climate change 
projections are relatively sparse in the literature. 

Recent research efforts provide an opportunity to approach the 
BSB climate change assessment on much stronger grounds than in the 
past. First, a worldwide effort has been recently carried out by which 
about 20 research groups around the world completed a large set of 
global climate simulations for the 20th and 21st century under different 
greenhouse gas forcing scenarios as a contribution to the fourth 
Assessment Report (AR4) of the Intergovernmental Panel on Climate 
Change (IPCC). In addition, the European project Prediction of 
Regional scenarios and Uncertainties for Defining, EuropeaN Climate 
change and associated risks and Effects [PRUDENCE, Christensen et 
al., 2002 and 2007], provides a wide range of global and regional climate 
models which were used to produce climate change projections over the 
European region. In the current study, the Danish Regional Climate 
Model (RCM) HIRHAM, driven by the United Kingdom's Hadley 
Center HadAM3H GCM was used under the scope of the PRUDENCE 
project to assess the future climate change projections over the BSB. 

On the other hand, the evaluation of the impacts of land use 
change on water quantity and quality is fundamental to the development 
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of sustainable land use alternatives [Lenhart et al., 2003; Lin et al., 2007] 
and is an integral component of river basin and water resources 
management [Eckhardt et al., 2003; Huisman et al., 2004]. A range of 
models has been developed to better understand and assess changes in 
land use and land cover in Europe [Veldkamp and Lambin, 2001; Parker 
et al., 2003; Veldkamp and Verburg, 2004]. However, in spite of progress 
in integrating biophysical and socio-economic drivers of land use change 
[Veldkamp and Verburg, 2004], prediction of future land use remains 
difficult. Scenario analysis provides an alternative tool to assist in 
explorations of the future. Rounsevell et al. [2005] presented a range of 
spatially explicit future land use change scenarios for the EU15, Norway 
and Switzerland, based on an interpretation of the global storylines of 
the Intergovernmental Panel on Climate Change (IPCC) that are 
presented in the special report on emissions scenarios (SRES). The 
scenarios include the major land use/land cover classes: urban, cropland, 
grassland and forest land as well as introducing new land use classes such 
as bioenergy crops.  

In this study, the quantification of land use scenarios was based 
on the framework provided by the Integrated Model to Assess the 
Global Environment [IMAGE, version 2.2: IMAGE team, 2001]. The 
four land use change scenarios used in the current study comprise a 
number of plausible alternatives (storylines) based on the IPCC-SRES 
[Nakicenovic et al., 2000] following four marker scenarios represent 
different global socio-economic development pathways: i) BS HOT 
which corresponds to the IPCC’s A1FI scenarios (fossil intensive), with 
high economic development and free-market policies, where 
environmental issues are not the main concern. ii) BS COOP refers to 
the B1 climate scenarios, involving strong international cooperation in 
which environmental concerns are taken seriously. iii) BS ALONE, and 
iv) BS COOL correspond to the A2 and B2 regional scenarios, 
respectively. 

For a long-term strategic planning of a country’s water resources 
in the face of the evolving climate and land use change impacts, it is 
important that these effects be quantified with a high spatial and 
temporal resolution. However, few publications have focused on the 
long-term evaluation of a basin’s water balance due to combination of 
climate and land use change impacts on regional hydrologic processes in 
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BSB. Yet this may be the most beneficial application of hydro-
climatology to support long-term water resources management and 
planning [Serrat-Capdevila et al., 2007].  

An integrated hydrologic model coupled with scenarios of 
changes could help to study the net effect of climate and land use change 
in a region. Models often used to assess impacts of land and climate 
changes on water resources include: HBV [Bergström and Forsman, 
1973; e.g., Ashagrie et al., 2006], MIKE-SHE [Refsgaard and Storm, 
1995; e.g., Im et al., 2009], SWAT [Arnold et al., 1998; e.g., Fohrer et al., 
2001], and WaSiM-ETH [Schulla, 1997; e.g., Niehoff et al., 2002] among 
many others. These models are particularly useful as they can assess past 
as well as possible future impact scenarios. The Soil and Water 
Assessment Tool [SWAT, Arnold et al., 1998] has proven its suitability 
for hydrologic impact studies [Gassman et al., 2007], especially under 
conditions of limited data availability [Ndomba et al., 2008; Stehr et al., 
2008]. Hence, it is a suitable model to study the impact of climate and 
land use changes on water resources in the BSB. 

 In this study we used a previously calibrated SWAT model 
[Rouholahnejad et al., 2013] to assess the impact of climate and land use 
change on the water resources of the BSB for 2013-2050. In addition the 
impacts of climate change without considering land use change is also 
addressed for this period. We specifically looked at the changes in 
various components of the water balance including precipitation and 
evapotranspiration distribution, soil moisture, and aquifer recharge. 
These variables were then used to quantify the changes in water 
resources with respect to blue water (river discharge plus aquifer 
recharge) and green water (soil moisture and evapotranspiration). 

 

5.2. Material and Methods 

5.2.1. Study area 

The Black Sea Basin drains rivers of 23 European and Asian 
countries (Austria, Belarus, Bosnia, Bulgaria, Croatia, Czech Republic, 
Georgia, Germany, Hungary, Moldova, Montenegro, Romania, Russia, 
Serbia, Slovakia, Slovenia, Turkey, Ukraine, Italy, Switzerland, Poland, 
Albania and Macedonia) from an area of 2.3 million km2 into the Black 
Sea (Figure 5.1). The Basin is inhabited by a total population of around 
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160 million people [BSEI, 2005]. Major rivers draining into the Black Sea 
include Danube, Dniester, Dnieper, Don, Kuban, Sakarya, and Kizirmak. 
The greatest sources of diffuse pollution in the basin are agriculture and 
households not connected to sewer systems. The BSB is mountainous in 
the east and south, in the Caucasus and in Anatolia, and to the northwest 
with the Carpathians in the Ukraine and Romania. Most of the rest of 
the Black Sea’s western and northern neighborhood is low lying. The 
mean annual air temperature shows a distinct north-south gradient from 
<-3 °C to >15 °C. The precipitation pattern is characterized by a west-
east gradient that is decreasing with distance from the Atlantic Ocean. 
Areas of high precipitation (>3000 mm year-1) are in the west and areas 
of low precipitation (< 190 mm year-1) are in the north and east 
[Tockner et al., 2009]. The dominant land use in the basin is agricultural 
land with 65% of coverage according to MODIS Land Cover [NASA, 
2001]. 

 
 

 
Figure 5.1. General map of study area presenting geographic distribution of 
major rivers, subbains, countries political boundaries, observation stations of 
climate, river discharge and nitrate loads. 
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5.2.2. Soil Water Assessment Tool (SWAT) 

The Soil and Water Assessment Tool [Arnold et al., 1998] was 
used to simulate hydrology, water quality, and vegetation growth in BSB. 
SWAT is a process-based, semi-distributed hydrologic model which is 
developed to quantify the impact of land management practices on 
water, sediment and agricultural chemical yields in large complex 
watersheds with varying soils, land uses and management conditions 
over long periods of time. SWAT has been used for the assessment of 
land use and management impacts on water quantity and quality in many 
studies worldwide [Guo et al., 2008; He et al., 2008; Ouyang et al., 2008; 
Wang et al., 2008]. Hydrology, climate, nutrient cycling, soil temperature, 
sediment movement, crop growth, agricultural management, and 
pesticide dynamics are the main components of SWAT. The spatial 
heterogeneity of the watershed is preserved by topographically dividing 
the basin into multiple sub-basins. The subbasins are further subdivided 
into hydrologic response units (HRU). These are lumped areas within a 
subbasin with a unique combination of slope, soil type and land use and 
enable the model to reflect differences in evapotranspiration for various 
crops and soils. Simulation of the hydrologic cycle is separated into a 
land phase and a water phase [Neitsch et al., 2009]. The simulation of the 
land phase is based on the water balance equation, which is calculated 
separately for each HRU. Runoff generated in the HRUs is summed up 
to calculate the amount of water reaching the main channel in each 
subbasin [Neitsch et al., 2009]. The water phase of the hydrologic cycle 
describes the routing of runoff in the river channel, using the variable 
storage coefficient method by Williams [1969]. A detailed description of 
the model can be obtained from Neitsch et al. [2009]. 

 

5.2.3. Land use scenarios 

The land use scenarios which are used in the current study are 
developed within the European Union 7th research framework through 
EnviroGrids project. The developed scenarios comprise a number of 
plausible alternatives (storylines) based on a coherent set of assumptions, 
key relationships and driving forces, to create a set of quantitative, 
internally consistent and spatially explicit scenarios of future land use 
covering the entire BSB. 
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The scenario storylines are based on the IPCC’s special report on 
emissions scenarios (SRES) [Nakicenovic et al., 2000]. Four marker 
scenarios representing different global socio-economic development 
pathways as shown in Figure 5.2, were chosen for this study. In the 
vertical axis, ‘A’ represents economically oriented scenarios and ‘B’ is 
environmentally and equity oriented one. In the horizontal axis, ‘1’ 
represents the globalized and ‘2’ the regionalized scenario. The research 
group [Mancosu et al., 2012] partially used other related global scenario 
studies, such as World Water Vision [Cosgrove and Rijsberman, 2000], 
Global Scenario Group [Kemp-Benedict et al., 2002] and Four Energy 
Futures [Bollen et al., 2004], as well as European studies such as 
ATEAM [Rickebusch et al., 2011], EUruralis [Klijn et al., 2005] and 
Prelude [EEA, 2005] in the scenario development.  

The four localized scenarios particularly defined for land use 
scenarios of changes in the BSB are characterized as follows:  

(i) BS HOT – In this scenario the highest economic growth is 
assumed, with low population increase, free-market policies, very large 
increase in greenhouse gas emissions, and consequently global climate 
change. This also implies very high environmental pressures in the areas 
of the BSB, which could be partially alleviated by rapidly emerging 
technological developments. In general, agricultural areas will decline in 
the BSB due to strong urbanization. Abandoned land tends to turn into 
urban areas or natural vegetation and forest. Forest areas will increase in 
all countries initially, but afterwards will decrease in western countries 
and increase in eastern countries.  

Urbanization rates will increase due to population movement 
from rural to urban areas and consequently there will be an expansion of 
built-up areas. Urban areas are expected to increase in highly populated 
regions as a result of high rates of economic development and 
population growth. As a result of high population growth, high 
economic growth leads to a larger use of space per person and 
consequently growth in the industry and services sectors. Meanwhile, in 
sparsely populated areas, natural areas associated with agricultural 
abandonment are expected to increase. 
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Figure 5.2. Black Sea Basin Scenarios – BS HOT, BS COOP, BS ALONE and 
BS COOL 

 

 (ii) BS ALONE – The BS ALONE scenario is characterized by 
lower levels of trade and regionally oriented economic growth. In the 
eastern countries high economic growth and population growth are 
expected to decrease, while in the western countries economic growth 
will be lower and population growth will increase. In general, this 
scenario shows the highest increase in agricultural areas over the whole 
BSB, due to strong regional policies and production incentives. In this 
scenario there is strong competition between agriculture and urban areas, 
deforestation is highly apparent, especially in Western European 
countries, and nature conservation continues only within existing 
protected areas. The increase of urban areas is mostly due to the increase 
in prosperity. These new urban areas will therefore include both sprawl 
around existing urban areas and an increase in urban areas in tourist 
regions. 
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(iii) BS COOP – In the BS COOP scenario economic growth will 
be high and population growth will be low. Some regions are expected to 
lose population, mainly during the first period (2000-2025), and 
afterwards the population will remain stable. Economic growth rates are 
certainly lower than in BS HOT, but with less pronounced differences 
between countries. Lower growth is also foreseen during the second 
period (2025-2050). The emphasis is on globalization of both economic 
and environmental concerns. In the BS COOP scenario, strong emphasis 
is placed on the implementation of global environmental policies in 
order to cut the rise in greenhouse gases and decrease the effects of 
climate change in the BSB. Afforestation is strongly supported and 
consequently agricultural areas tend to decline, mainly in less suitable 
areas. Abandoned lands are expected to be converted to natural 
protected areas. Urban areas are expected to increase; however, this 
increment will be very compact (no change in size) due to the strictness 
of spatial policies, in particular in the western countries. In the eastern 
countries the planning policies are less strict and the urban areas 
experience stronger growth; however, this growth is lower than in the BS 
HOT (global economic) scenario. 

(iv) BS COOL – This combines intermediate economic growth 
with medium population growth. However, a small group of countries in 
the BSB are expected to increase. Generally this scenario displays the 
most heterogeneous patterns of development in the BSB countries. In 
this scenario no major changes in land use are expected to happen. 
Urbanization is very low and consequently agricultural and forest areas 
are not expected to change. In this scenario the most important change 
to emphasize is the conversion to cropland from grassland, especially in 
the western countries. Table 5.1 summarizes the general trends for the 
four scenarios. 
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Table 5.1. Summary of land use trends and driving forces in the Black Sea 
Basin’s scenarios 

Scenarios 

Driving forces BS HOT 
BS 
ALONE 

BS COOP BS COOL 

Population growth  low very high low medium 

Urban population  increase increase slight Increase 
slight 
increase 

GDP growth very high slow high medium 

Forest area increase decrease increase decrease 

Grassland area increase decrease increase decrease 

Cropland area increase increase decrease increase 

Built-up area increase increase increase stable 

Protected areas stable stable increase stable 

Climate change high high lower low 

 

Quantification of land use scenarios 

The quantification of land use scenarios was based on the 
framework provided by the Integrated Model to Assess the Global 
Environment [IMAGE, version 2.2: IMAGE team, 2001], which is an 
improved version of the model that was used for the implementation of 
IPCC-SRES by Alcamo et al. [1998]. The IMAGE framework links the 
Energy-Industry System (EIS), the Terrestrial-Environmental System 
(TES), and the Atmosphere-Ocean System (AOS). The land use model 
simulates changes for 17 regions instead of the 13 regions proposed for 
the original SRES exercise and also calculates not only the contribution 
of different sources to greenhouse gas emissions, but also the resulting 
concentrations, climate change and interactions among individual 
components [IMAGE team, 2001; Strengers, 2004]. The model provides 
a large amount of data covering the IPCC-SRES scenarios from 1970 to 
2100. The land use model used in IMAGE 2.2 is a rule-based cellular 
automaton model combining physical and human factors. The output is 
a spatially explicit description of global land use dynamics at 0.5 degree 
resolution for 17 regions of the world. The land use model inputs are the 
land use from the previous time step, the demand for food, feed, biofuel 

http://www.sciencedirect.com/science/article/pii/S0167880904003615#bib3
http://www.sciencedirect.com/science/article/pii/S0167880904003615#bib18
http://www.sciencedirect.com/science/article/pii/S0167880904003615#bbib39
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crops and timber products, and potential vegetation [Alcamo et al., 1998; 
IMAGE team, 2001].  

The BSB land use change scenarios used in this study deployed 
the demand provided by the IMAGE 2.2 model for the selected IPCC-
SRES scenarios. Land use changes in the BSB are disaggregated to the 
regional level and used as input to the regional/local land allocation 
model (Metronamica). This land use model requires the forest, cropland, 
grassland and urban areas for each of the 214 regions in the BSB. These 
regions are a combination of NUTS (Nomenclature of Territorial Units 
for Statistics) levels 2 and 3. 

The land use change scenarios were quantified as yearly changes in land 
uses on a 1 km x 1 km grid cells, in two time steps  2025 and 2050 for 
four scenarios, covering the whole BSB. The land use scenarios were 
developed for cropland, grassland, forest, and urban areas for the BSB 
countries while the input data were derived from the MODIS land cover 
datasets for 2001 and 2008. 

The land use demand for each of the three IMAGE 2.2 regions 
lying in the Black Sea Basin, the OECD (Organisation for Economic 
Cooperation and Development) region of Europe: Austria, Germany, 
Italy, Switzerland, Turkey, the REF EE (REF Eastern Europe, countries 
undergoing economic reform): Albania, Bosnia and Herzegovina, 
Bulgaria, Croatia, Czech Republic, Hungary, Macedonia, Montenegro, 
Romania, Serbia, Slovakia, Slovenia), and the Former USSR (Belarus, 
Georgia, Moldova, Russia, Ukraine) were disaggregated at the NUTS2 
level assuming that all NUTS2 regions have the same growth rate as the 
larger, more inclusive unit. The disaggregated land use to the regional 
level was used as a demand for the land use demand module in the 
Metronamica model. More details are presented by Mancosu et al. 
[2012]. 

 

5.2.4. Climate change scenarios 

 Climate projections performed with Global Climate Model 
(GCM) outputs are used to obtain the necessary data driving the 
Regional Climate Model (RCM). However, RCM outputs, such as 
temperature, precipitation, winds, pressure, etc., may not be readily 
appropriate for use due to systematic errors that could bias the inputs of 

http://www.sciencedirect.com/science/article/pii/S0167880904003615#bib18
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any subsequent study. A simple approach developed for bias removal 
which is still popular today is the Delta Method (DM). The DM has been 
used in various studies as a downscaling technique, as it is known to give 
reasonable results for the mean characteristics of future temperature and 
precipitation [Fowler et al., 2007; Lenderink et al., 2007]. The DM is also 
known for bias removal, since it is based on differences and ratios 
between current and simulated future climates, assuming that biases are 
systematic [Lenderink et al., 2007; Bosshard et al., 2011].  

 In this study, Regional Climate Model (RCM) outputs are used to 
determine future change in climate with respect to the present-day 
climate, typically a difference in temperature and a percentage change of 
precipitation. Then, these changes are applied to observed historical 
climate data. The mounting data are then used as input to SWAT. The 
assumption behind this  method is that future model bias for both mean 
and variability will be the same as for present-day simulations. A number 
of studies have exploited this method [e.g. Quilbé et al. 2008; Wood et 
al., 2004].  

 

Regional Climate Model outputs  

 The RCM outputs used in this study were simulated with the 
Danish RCM HIRHAM, driven by the United Kingdom's Hadley Center 
HadAM3H GCM outputs. This model had been used under the scope of 
the Fifth Research Framework Program of the European Union, the 
PRUDENCE project [Christensen and Christensen, 2007]. 

 Two future climates were simulated for the period of 2013 to 
2100 (HS and HB), representing two IPCC's SRES green house gas 
emission scenarios [Nakicenovic et al., 2000]. The HS scenario 
corresponds to the IPCC's SRES A2 scenario, while the HB scenario 
represents the SRES B2 scenario. In this study we used precipitation, 
and minimum and maximum air temperature at 2 meters above the 
surface (respectively RCM Pcp, RCM Tmin and RCM Tmax). These data 
were downloaded from the PRUDENCE website in netCDF format. 

 A gridded climate dataset created by the Climate Research Unit 
(CRU), covering the period from 1901 to 2006 with 0.5° grid resolution 
[CRU, 2008] was used as input data for future climate scenario 
development. 
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5.2.5.  Model set up, calibration, and validation 

 To assess the impacts of climate and land use changes on the 
water resources of the BSB, a previously calibrated and validated 
hydrological model of the Basin, was used as base model. SWAT was 
used to model the hydrology, water quality, and crop yields. For 
calibration and uncertainty analysis, we used the Sequential Uncertainty 
Fitting program SUFI-2 [Abbaspour et al., 2004, 2007], which is a tool 
for sensitivity analysis, multi-site calibration, and uncertainty analysis. 
SUFI-2 is linked to SWAT in the SWAT-CUP software [Abbaspour, 
2010]. Details of the model setup and calibration are published elsewhere 
[Rouholahnejad et al., 2013]. Here we only present a brief summary of 
input data and model parameterization. These include a digital elevation 
model (DEM) with a spatial resolution of 90 m [SRTM, Jarvis et al, 
2008], a river network dataset [European Catchments and RIvers 
Network System, ECRINS, 2012], a soil map [FAO, 2003], and climate 
data [CRU, 2008; Mitchell and Jones, 2005] at 0.5 o resolution for the 
period from 1970 to 2006 including daily minimum and maximum 
temperature, and daily precipitation. MODIS land cover for years 2001 
and 2008 with spatial resolution of 500 m [NASA, 2001], and monthly 
river discharges data for model calibration and validation was mainly 
obtained from the Global Runoff Data Center [GRDC, 2011]. Nitrate 
concentrations in rivers were taken from 37 observation stations 
obtained from the International Commission for the Protection of the 
Danube River (ICPDR). Cropping area and the start and end month of 
cropping periods in the BSB were derived from MIRCA2000 database 
on global monthly irrigated and rainfed cropping areas around the year 
2000 (5-year average), at a spatial resolution of 5 arc min [Portmann et al, 
2010]. Crop yield data was obtained from McGill University [Monfreda 
et al., 2008] in NetCDF and ArcGIS ASCII format at 5 arc min 
resolution. The simulation period was 1970–2006 using SWAT 2009 and 
Arc SWAT interface for model set up and run. Table 5.2 gives an 
overview of the relevant methods used in model set up. 
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Table 5.2. SWAT processes representation as used in the study. 

Processes/components Method [Neitsch et al., 2011] 

Evapotranspiration Hargreaves  

Surface runoff SCS curve number equation 

Erosion Modified universal soil loss equation 

Lateral flow Kinematic storage model 

Groundwater flow Steady-state response from shallow aquifer 

Stream flow routing Variable storage routing 

  

 The two climate change scenarios (HB1 and HS1) were paired 
with the four land use change scenarios (BS ALONE, BS COOL, BS 
COOP, and BS HOT) leading to 8 combinations of climate-land use 
scenarios and applied as inputs to the calibrated hydrologic model of the 
Basin in 8 separate set ups. In addition, two model set ups were designed 
to look at the climate change only without changing land use. The latter 
models used MODIS land use in the historical hydrologic model while 
the other 8 combinations of land use-climate scenarios used a 
dynamically updating algorithm where land uses were updated yearly up 
to the end of simulation period. 
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Table 5.3. List of parameters and their initial ranges used for model calibration  

Parameter name Definition Initial 
range 

r__CN2.mgt                  SCS runoff curve number for moisture 
condition II 

-0.35 - 0.35 

r__ALPHA_BF.gw              Base flow alpha factor (days) -0.8 – 0.8 
r__GW_DELAY.gw Groundwater delay time (days) -0.8 – 0.8 
r__GWQMN.gw                 Threshold depth of water in shallow 

aquifer for return flow (mm) 
-0.8 – 0.8 

r__GW_REVAP.gw              Groundwater revap. coefficient -0.4 – 0.4 
r__REVAPMN.gw               Threshold depth of water in the shallow 

aquifer for ‘revap’ (mm) 
-0.4 – 0.4 

r__RCHRG_DP.gw               Deep aquifer percolation fraction 0.3 – 0.5 
r__CH_N2.rte Manning’s n value for main channel -0.8 – 0.8 
r__CH_K2.rte Effective hydraulic conductivity in the 

main channel (mm hr-1) 
-0.8 – 0.8 

r__ALPHA_BNK.rte            Baseflow alpha factor for bank storage 
(days) 

-0.6 – 0.6 

r__SOL_AWC().sol            Soil available water storage capacity (mm 
H2O/mm soil) 

-0.5 – 0.5 

r__SOL_K().sol Soil conductivity (mm hr-1) -0.8 – 0.8 
r__SOL_BD().sol             Soil bulk density (g cm-3) -0.4 – 0.4 
r__SFTMP().sno              Snowfall temperature (°C) -0.4 – 0.4 
r__SMTMP().sno              Snow melt base temperature (°C) -0.4 – 0.4 
r__SMFMX().sno              Maximum melt rate for snow during the 

year (mm°C-1 day-1) 
-0.4 – 0.4 

r__SMFMN().sno              Minimum melt rate for snow during the 
year (mm°C-1 day-1) 

-0.4 – 0.4 

r__SLSUBBSN.hru             Average slope length (m) -0.4 – 0.4 
r__OV_N.hru                 Manning’s n value for overland flow -0.4 – 0.4 
r__HRU_SLP.hru              Average slope steepness (m m-1) -0.4 – 0.4 
r__CMN.bsn Rate factor for humus mineralization of 

active organic nitrogen 
-0.4 – 0.4 

r__NPERCO.bsn Nitrogen percolation coefficient -0.4 – 0.4 
r__N_UPDIS.bsn Nitrogen uptake distribution parameter -0.4 – 0.4 
r__RCN.bsn Concentration of nitrogen in rainfall (mg 

N L-1) 
-0.4 – 0.4 

r__SHALLST_N.gw             Concentration of nitrate in groundwater 
to streamflow (mg N L-1) 

-0.4 – 0.4 
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5.3. Results and discussion 

5.3.1. Impacts of climate change on temperature and precipitation 

 The BSB base hydrologic model was calibrated for 1973 to 1996, 
and validated for 1997- 2006. The calibrating parameters are as shown in 
Table 5.3. The simulated stream flow along with the uncertainty band 
and observation for two rivers in the BSB are presented in Figure 5.3 as 
an example.  

 

 

 
 

Figure 5.3. Simulated and observed discharges of two rivers in the Black Sea 
Basin in calibration and validation periods. The shaded region is 95% prediction 
uncertainty band. These are from the calibrated base model.  
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Figure 5.4. Precipitation distribution in Black Sea Basin: a) historic, b) 
coefficient of variation of historic precipitation (1973-2006), c) precipitation, 
HB1 scenario, d) coefficient of variation of precipitation, HB1 scenario (2013- 
2050), e) precipitation, HS1 scenario, f) coefficient of variation of precipitation, 
HS1 scenario (2013- 2050), g) percent deviation of HB1 precipitation scenario 
from historic, h) percent deviation of HS1 precipitation scenario from historic. 
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Figure 5.5. Temperature distribution in Black Sea Basin: a) historic, b) 
coefficient of variation of historic temperature (1973-2006), c) temperature, 
HB1 scenario, d) coefficient of variation of temperature, HB1 scenario (2013- 
2050), e) temperature, HS1 scenario, f) coefficient of variation of temperature, 
HS1 scenario (2013- 2050), g) percent deviation of HB1 temperature scenario 
from historic, h) percent deviation of HS1 temperature scenario from historic. 
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 Figure 5.4 and 5.5 show the distributions of long term average 
precipitation and temperature at the subbasin level for the entire BSB, 
respectively. Shown in the figures are the historic and future climate 
scenarios along with their coefficient of variation over time (1973-2006 
for historic and 2006-2050 for future) besides the percent deviation of 
the two future climate scenarios from historic. 

 The historical distribution of precipitation along with its 
coefficient of variation over time (1973-2006) marks distinct 
precipitation distribution patterns in BSB with significant temporal 
variation around the sea, and in Danube, Dnieper, and Don river basins 
(Figure 5.4a, b). Historically, the upper western part of the catchment in 
alpine region receives rain of about 1300 mmyr-1 on average, which is 
much higher than in other parts of the catchment where Ukraine, Russia 
and Turkey lie. The regions with smaller historical range of precipitation 
tend to show higher variation in precipitation over time (Figure 5.4b).  

 The precipitation distributions of the two future climate scenarios 
are depicted in Figure 5.4 along with their coefficient of variations 
(Figure 5.4c,d,e,f). The two scenarios demonstrate  similar patterns of 
long-term annual average distribution except that in HS1 scenario 
regions with small precipitation will expand. This is true for subbasins 
where average precipitation is less than 450 mm year-1. 

 The HB1 scenario in general suggests higher annual averages for 
precipitations in subbasins with low initial rate of rainfall. The regions 
with mid-range precipitation (500-800 mmyr-1) keep the same pattern in 
both scenarios. It should be noted that these observations are true for 
the long term averages of the two climate scenarios. Daily distributions 
may be quite different. In Figure 5.4g and 5.4h, the precipitation 
anomaly maps depict percent deviation from historic data for the two 
climate scenarios for the entire basin. The differences are calculated 
between the averages of 2016-2050 with those of the 1973-2006 periods. 
While the two scenarios show an increase in the precipitation in Turkish 
part, middle Danube and south Ukraine, the HS1 scenario, suggests 
more decrease in precipitation in the upper catchment subbasins. The 
increase in precipitation in south of the catchment in Turkey is also more 
pronounced in the HS1 scenario compared to HB1. 
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5.3.2. Impacts of land use and climate change on fresh water 
resources 

 The term “blue water” is widely used in the literature as the 
summation of the water yields and deep aquifer recharge. Falkenmark 
and Rockstorm [2006] introduced “green water flow” as the 
evapotranspiration and “green water resource” as the soil moisture. The 
latter refers to the renewable resources that can potentially generate 
economic growth as it is the source of rain-fed agriculture. Figure 5.6a 
shows the long-term average of blue water (mm yr-1) based on the 
historic simulation (1973-2006). The coefficient of variation of blue 
water in BSB during these 34 years shows significant variation in central 
and east part of the catchment as well as in the Turkish part, where the 
historic annual average of blue water is (< 100 mm yr-1). The projected 
effects of climate change on blue water is shown in Figure 5.6c as an 
anomaly map based on the deviation from historic blue water averaged 
over 10 scenarios. Generally, blue water increases by 75% in areas of 
scarce blue water, but this might not bring a significant increase in terms 
of blue water resources availability as the historical values are quite small. 
The variations between the 10 models show significant differences in 
blue water estimation in the Danube Basin and in the far-east and 
southern parts of the catchment in Turkey (Figure 5.6d). Historical and 
future variations of blue water indicate high reliability of blue water 
resources in Ukraine (Figure 5.6b) and Belarus (Figure 5.6d) while other 
parts are subject to large temporal changes. 
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Figure 5.6. spatial distribution of blue water in black Sea Basin: a) historical 
(1973-2006), b) temporal variation of blue water (1973-2006), c) percent 
deviation of future blue water (20016-2050) from historic (1973-2006), d) 
average of predictions of 10 scenarios. 

 

 
Figure 5.7. Comparison of predicted blue water (mm yr-1) by 10 scenarios for 
the period of 2016-2050 with that of historical 95PPU and the best estimate for 
the period of 1973-2006 in Black Sea Basin countries. 
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 The estimated blue water resources by the 10 different land use-
climate scenarios were aggregated at the country level along with best 
simulation and 95% prediction uncertainty (95PPU) of the historical data 
(Figure 5.7). For most countries, the average future prediction of blue 
water is larger than the lower band of the historic prediction uncertainty. 
The future blue water resources are smaller than the historic best 
estimates in all countries of BSB except for Hungary and Turkey as 
predicted by all scenarios. In these two countries, all scenarios show 
increases in blue water compared to the best historical estimate. In 
addition, scenarios with HB1 tend to systematically predict higher blue 
water as compared to HS1 scenarios. 

  

 

 

Figure 5.8. Spatial distribution of green water storage (soil water) in Black Sea 
Basin: a) historical (1973-2006), b) temporal variation of green water storage 
(1973-2006), c) percent deviation of future green water storage  (20016-2050) 
from historic (1973-2006), d) average of predictions of 10 scenarios. 

 

a) 

b) 

c) 

d) 

b) 

d) 



135 

 

 The spatial variation of long-term average annual green water 
storage (soil moisture) (Figure 5.8a) shows that most of the Basin lies in 
the range of 70-250 mm of soil moisture. However the variation over 
time shows a distinct east-west pattern suggesting different levels of 
reliability for soil water in the region. The southern parts of the 
catchment in Turkey tend to have smaller soil water with more variation 
over time (Figure 5.8 b), which makes the region less reliable in terms of 
green water resources. 

 The anomaly map of soil water (Figure 5.8c) is the average of 10 
scenarios estimation deviation from historic. It shows up to 30% 
reduction in soil water in the Danube Basin and northern BSB upstream 
of Dnieper and Don, in Ukraine and Russia as suggested by the average 
of the 10 scenarios. There are some signs of soil water increase in the 
middle Danube, south Ukraine and the Turkish part of the BSB. The 
coefficient of variation of the 10 scenarios indicates that there is a good 
agreement between the scenarios with less than 2 percent variation in the 
prediction of soil water (Figure 5.8d). 

 The 10 scenarios didn’t show a significant change in the 
estimation of evapotranspiration across the BSB (Figure 5.9d). This is 
true for all regions except for middle Danube and Turkey, where 
scenarios show 10-25 percent variation among their predictions. The 
average deviation from historic values, suggests that evapotranspiration 
decreased by 30 percent in historically water abundant areas in the far 
west of the catchment and in coastal regions in Turkey, while other areas 
are predicted to have higher evapotransoiration based on the scenarios 
averages. The variation between predictions in models using four 
different land use scenarios shows limited impacts of land use changes 
on predicted evapotranspiration and soil water between scenarios for a 
given climate scenario (Figure 5.10). The variations between scenarios 
are more pronounced in blue water predictions (Figure 5.10 e, f). 
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Figure 5.9. spatial distribution of green water flow (evapotranspiration) in Black 
Sea Basin: a) historical (1973-2006), b) temporal variation of green water flow 
(1973-2006), c) percent deviation of future green water flow  (20016-2050) from 
historic (1973-2006), d) average of predictions of 10 scenarios. 
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Figure 5.10. Coefficient of variation between model predictions using four 

land use scenarios (BS ALONE, BS COOL, BS COOP,  and BS HOT): a) 

CV soil water using HB1 as climate scenario, b) CV soil water using HS1 as 

climate scenario, c) CV actual ET using HB1 as climate scenario, d) CV 

actual ET using HS1 as climate scenario, e) CV blue water using HB1 as 

climate scenario, d) CV blue water using HS1 as climate scenario. 
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5.3.3. Impacts of climate change on extreme events 

 In the next step we compared the frequency of wet days 
occurrence with precipitation thresholds >2 and >10 mm d-1 in five 
selected subbasins in different climatic regions across the BSB (Figure 
5.11). In a subbasin in the Eastern part of the BSB in Russia, the two 
climate scenarios predicted almost the same pattern as the historical 
climate. This is a region with low annual rainfall (350-450 mm yr-1). 
There are few rainfall events exceeding 10 mm d-1 throughout the year. 
In a subbasin in the Southern Ukraine, however, the frequency of wet 
days are largest for both thresholds (Figure 5.11 c,d). This subbasin lies 
in an area with 450-500 mm yr-1 average annual precipitation. The next 
subbasin highlights an interesting discrepancy between the two climate 
scenarios in the Alpine region in the middle of the Danube Basin. 
Precipitation in this region ranges between 1000-1350 mm yr-1 (Figure 
5.11e,f). Here, HS1 predicts large increases in the number of wet days 
with a threshold of >2 mm d-1, while HB1 predicts smaller wet-day 
frequencies than historic. The same pattern is true for the wet-day 
threshold of >10 mm, although with less pronounced increases. The 
increases in the frequencies of rainfalls >10 mm d-1 may indicate larger 
flooding frequencies.  

 The next subbasin was chosen in Austria with rainfall rate of 
1000-1350 mm year-1. In this subbasin the frequencies of wet-days 
decreases as compared with the historical data. The decreases at the 
threshold of <2 mm d-1 may indicate more prolonged drought days, 
while decreases at the <10 mm d-1 rainfall events indicate smaller 
groundwater recharge, hence a largest chance of groundwater depletion 
and associated problems such as land subsidence.  

 Finally, in the subbasin in Turkey, the climate models behave 
differently from the Alpine region, as HB1 predicts larger frequencies of 
rainfall events than HS1, while HS1 stays in the range of historic 
distribution throughout the year, except for July to September where 
HS1 predicts distinctly higher than historic. 
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Figure 5.11. Comparison of the number of wet days( >2 mm d-1 left column 
and >10 mm d-1 right column) between the historical (1980-2006) and future 
scenarios (HB1 and HS1, 2016-2030) for five selected subbasins.  
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5.4. Summary and conclusions 

Combinations of two regional climate scenarios and four regional 
land use scenarios were defined to study possible future impacts of 
climate and land use changes in the BSB. The land use scenarios were 
based on the IPCC’s special report on emissions scenarios (SRES) 
corresponding to four marker scenarios represent different global socio-
economic development pathways. Climate scenarios were generated 
from the Danish Regional Climate Model (RCM) (HIRHAM) for IPCC's 
SRES A2 and B2 scenarios. On average the scenarios suggested increases 
in long-term average annual future precipitation by 50-400% in the 
middle and downstream of Danube, downstream of Dniester and 
Dnieper, and the Turkish part of the catchment. As these regions are low 
precipitation areas, these increases are not considered as being 
significant. According to the two climate scenarios, the western part of 
the catchment, which is a wet region, will experience a decline in 
precipitation by 50%. As the initial values are large, this expected to have 
large impacts on the water resources of the entire catchment and leaves 
the catchment experiencing a net decrease of precipitation. Temperature 
tends to increase in the northern part of the catchment by 15-25% and 
decrease in the west and southern part. However the extent of changes is 
more severe in HS1 scenario as compared to HB1. 

We also quantified the impacts of combined climate and land use 
changes on freshwater distribution in Black Sea Basin. As suggested by 
all scenarios, on average, the regions with larger historical fresh water 
resources (blue water, green water flow, and green water storage) are 
expected to experience up to 50% decrease in their water resources while 
areas with lower historic water resources will gain up to 75% of their 
historical record in water resources but this might not bring a significant 
increase in terms of blue water resources availability as the historical 
values are quite small. For the whole basin the gain is less than loss. In 
addition, historical and future variations of blue water indicate high 
reliability of blue water resources in Ukraine and Belarus while other 
parts are subject to large temporal changes. In terms of green water 
resources, the average deviation of scenario prediction from historic, 
suggests decrease in evapotranspiration by 30 percent in historically 
water abundant areas while other regions are subjected to have higher 
evapotranspiration. 
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The effect of climate change is more pronounced on water 
resources, especially blue water while the impact of land use change was 
less significant. To see the detailed effect of land use change on water 
resources component, it is beneficial to look at the water cycle at HRU 
level where land uses are identical. This will give a true measure of land 
use change impacts on water resources. The strength of the current work 
is the application of combined land use and climate change scenarios. 
However the study neglects the future changes in soil parameters over 
time, which accompanies changing land uses. Accounting for these 
changes will increase the confidence on projected results and needs to be 
further investigated. 

An additional concern is the use of two regional climate models 
(RCM, HS1 and HB1) in model prediction while pursuing a thorough 
investigation based on combined effect of other Global Climate Models 
(GCMs) or Regional Climate Models (RCMs) might result in different 
outcomes and hence is recommended.  
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6. General conclusions, study 
limitations, and outlook 

6.1.  General conclusion 

 The general goal of this study was to assess the impacts of land 
use and climate change on water resources of Black Sea Basin (BSB) at 
high spatial and temporal resolution and more generally, to investigate 
the possibility of building a high-resolution large-scale model and then 
calibrating it. As we become more aware of the intricate nature of the 
problems facing our environment, and interconnectedness of processes 
and issues such as: upstream-downstream problems, water transfers 
across borders, shares of countries in producing pollutants, water rights 
and transfers, etc, we are taking a more and more holistic look at the 
problems. To address these issues, there is a need for having a clearer 
picture of the whole watershed as well as its parts.  

 To lay the basis for this major goal, a systematic analysis of water 
availability was necessary. The semi-distributed, physically- and process-
based hydrologic model SWAT in combination with the sequential 
uncertainty fitting program SUFI-2 were used to build a hydrologic 
model of the BSB. A careful calibration, validation, as well as sensitivity 
and uncertainty analysis were performed to improve the reliability of the 
model results. A parallel processing scheme was developed to improve 
calibration computation time. SUFI-2 was used to calibrate the model 
with a large number of parameters and measured data from many 
gauging stations. The calibration was based on river discharge, crop 
growth, and river nitrate load at multiple sites. As there are often no data 
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on soil moisture, evapotranspiration, or aquifer recharge, we used crop 
yield as a surrogate to add confidence on the distribution of the 
components of the infiltrated water. The calibration and validation 
results were quite satisfactory for a large number of outlets for both 
discharge and nitrate loads. As a consequence, our confidence on the 
estimated water resources is high. However, as nitrate data was only 
available for the Danube Basin, nitrate load estimation at other areas 
should be considered as less reliable. Model results were presented as 
95% prediction uncertainty band (95PPU) showing that inherent 
uncertainties need to be considered, before general conclusions are 
drawn. 

 Using the calibrated model results, we were able to quantify 
various components of water balance including blue water flow (water 
yield plus deep aquifer recharge), green water flow (evapotranspiration), 
and green water storage (soil moisture) and their respective uncertainty 
bounds at subbasin level and monthly time steps. This information is 
very useful for developing an overview of the actual water resources 
status and helps to spot regions where an in-depth analysis may be 
necessary.  
 We identified water scarce regions, and showed how the model 
could provide information on transboundary water issues such as natural 
flows and pollution loads. Regions in Ukraine and Romania bordering 
the Black Sea and parts of Turkey and Russia in the Basin experience the 
highest water deficit. Model outputs could be used to establish 
environmental goals, planning of remedial measures and development of 
monitoring strategies. Much more results and analysis could be obtained 
with the model developed in this study, such as calculation of freshwater 
and nutrient fluxes in to the Sea. 
 Based on the widely used water scarcity indicators, our analysis 
showed that severe water scarcity exists in about 30% of the Basin area. 
Given that the major land cover of the Basin is agriculture with 65% 
coverage, the vulnerable situation of water resources availability has 
serious implication for the Basin’s available water resources reliability 
and food security. This may even be further intensified under the 
expected future climate change and land use change impacts. The future 
climate change and land use change analysis in Black Sea Basin indicated 
up to 50% reduction in fresh water availability in regions with larger 



151 

 

water resources. This may lead to added pressures on the water resources 
of the BSB and needs to be addressed well in advance. 
 A comprehensive database of the BSB was created within the 
framework of the current study and the Meta database became available 
in the Global Earth Observation (GEO) platform to contribute to fill 
the existing gaps in water resources data in the Black Sea Basin. 

 

6.2.  Study limitations 

 Like many other large scale modeling works, this study is subject 
to certain limitations in the context of data quality and quantity. The 
available data generally allowed obtaining satisfactory results; however 
inclusion of more discharge and water quality data (nitrate, phosphate, 
sediment, etc.) and higher resolution crop yield data for model 
calibration could provide more confidence in the model result. 

 Our results show that parallel SUFI-2 is able to achieve reasonable 
speedup on real-world computation-intensive calibration applications, 
while significantly exceeding the performance of non-parallelized 
packages. However larger time savings can be achieved with multiple 
CPUs and larger RAM memory. Furthermore, computations based on 
GPU technology hold the promise of achieving greater speed ups in 
execution of hydrologic models [Kalyanapu, et al., 2011; Singh, et al., 
2011].   
 The current study lacks the inclusion of dams and reservoirs 
although their inclusion could have a significant effect on model results. 
Including other water management practices (e.g. water transfer 
infrastructure, irrigation systems, etc.) would undoubtedly have increased 
confidence on model results.  
 Lacking detailed observational data on management practices such 
as irrigation, fertilizer application, planting and harvesting dates led to 
simplified assumptions on these factors. This could yet be further 
improved. 
 Due to the large scale of the study area, incorporation of global 
data was inevitable. Thus, there were some mismatches between the data 
collected from different sources. In some cases, it was the first use of the 
globally available data. The conflicts were taken care of to the extent 
possible but incorporated data are not error free. 
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 The study on climate and land use change neglects the future 
changes in soil parameters over time, which accompanies changing land 
uses. Accounting for these changes will increase the confidence on the 
projected results and needs to be further investigated. 

 An additional concern is the use of two regional climate models 
(RCM, HS1 and HB1) in model prediction while pursuing a thorough 
investigation based on combined effect of other Global Climate Models 
(GCMs) or Regional Climate Models (RCMs) might result in different 
outcomes and hence is recommended. 

 

6.3.  Outlook 

 Next to land use and climate change analyses, many more 
applications of the hydrologic model developed in this study could be 
foreseen such as calculating cross-boundary water transfers as well as 
transfer of pollutant loads from upstream, and calculation of nitrogen 
load entering the Sea, etc. Furthermore, sediment and phosphorus 
modeling, which were left out from this study because of data availability 
limitations, are nevertheless of great importance in the Black Sea Basin 
and need careful modeling work. 
 There are a few parameters in SWAT that are not treated as 
spatially distributed, but are spatial and of great importance. These 
include concentration of nitrate in the atmospheric and crop related 
parameters. Treating these parameters as spatially distributed could 
further help model regionalization and allow more in-depth analysis. 
 Large-scale hydrological model set up at high spatial and temporal 
resolution still needs high performance computers and a lot of patience. 
Reading and writing hundreds of thousands of SWAT input files 
imposes an unnecessary overhead on computational time of a model run. 
Therefore, it is highly recommended that this very useful tool undergo 
some structural changes to achieve better performance. 

 The results of this project provides useful information on current 
and future status of water resources in BSB to support decision makers 
to meet the challenges posed by water scarcity and climate change across 
the region as well as regional policies. The developed methodology is 
fully transferable to other regions of the world. This work provides the 
basis for more sustainable water resources management by investigating 
strategies to determine the best management practices in agricultural and 
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water resources management in particular. The resulting tools and data 
will allow local experts, stakeholders, and decision makers to better 
analyze  river basin pressures and their impacts on human and ecosystem 
well-being.  
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