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Abstract

Robotics holds high promises contributing solutions to our future society’s challenges
by taking over dangerous, physically intense work or fill up the lack of skilled labor
resulting from population aging. To fulfill these promises, robots will need to
solve increasingly complex tasks, requiring more versatile hardware designs with
more degrees of freedom. Paired with fast development cycles, this poses a major
challenge for robotic motion planning and control.

In traditional approaches, reasoning about the structure of the task and the
robot itself has led to impressive performance. However, this involves manually
re-engineering solutions almost entirely from scratch when the robot design or the
given task changes. Therefore, there is a strong need for transferable methods.
Ideally, the task or desired motion is specified on a high level and the planners
and controllers then reason about the dynamics and kinematics of the robot to
find a solution. In the first part of this work, we aim at creating such a general,
transferable motion planning and control framework by using Numerical Optimal
Control. We verify our method on three entirely different classes of robots namely
walking, flying and ground robots. In order for our approach to leverage the full
potential of each of the robots, we use full dynamic models of all systems. This
allows us for solving complex motion planning tasks such as flying an Unmanned
Aerial Vehicle through a narrow, tilted window or discovering different gait patterns
on a quadruped robot. In contrast to many state-of-the-art approaches, we execute
our planners and controllers on the physical systems and verify them with rigorous
hardware experiments. Running Numerical Optimal Control online comes with
several practical challenges such as limited computation time, model mismatches
between simulation and hardware as well as estimating the state of the robot in
its workspace. In the second part of this work, we address these application issues.
We speed up our Numerical Optimal Control approach by applying Automatic
Differentiation, a programming technique to obtain gradients of our systems more
efficiently. We further investigate why off-the-shelf simulators perform poorly in
evaluating feedback control performance. Lastly, we propose a lightweight, cost
efficient estimation system which localizes a mobile robot relatively to its workspace.

Both parts of this thesis constitute a significant contribution in applying Numeri-
cal Optimal Control to physical systems. This work underlines the potential and
versatility of such approaches by demonstrating them in hardware experiments on
vastly different systems and tasks. Enabled by the efforts of an efficient implemen-
tation, we can run our Numerical Optimal Control solver online or even in Model
Predictive Control fashion. Our approach outperforms state-of-the-art methods
with respect to significantly lower computational time.






Zusammenfassung

Roboter haben das Potenzial zur Losung zukiinftiger, gesellschaftlicher Probleme
beizutragen, indem sie fiir den Menschen gefidhrliche oder anstrengende Aufgaben
iibernehmen oder indem sie den Fachkriftemangel ausgleichen, der durch den
demografischen Wandel entsteht. Um dieses Potenzial nutzbar zu machen, miissen
Roboter immer komplexere Aufgabenstellungen 19sen, was eine vielseitige Bauweise
mit mehr Freiheitsgraden erforderlich macht. In Kombination mit der hohen
Geschwindigkeit der Entwicklungszyklen entsteht so eine immense Herausforderung
fiir die Bewegungsplanung und Regelung von Robotern.

Konventionelle Ansétzen in der Regelungstechnik nutzen die Struktur des Ro-
boters sowie der Aufgabenstellung aus, um spezialisierte Losungen zu erzeugen,
welche beeindruckende Ergebnisse erzielen. Allerdings hat dies zur Folge, dass
Loésungen von Grund auf neu erarbeitet werden miissen, sobald sich die Bauweise
des Roboters oder die Aufgabenstellung dndert. Daher gibt es einen grossen Bedarf
an universellen, transferierbaren Losungen. Idealerweise wird die Aufgabenstellung
oder die gewiinschte Bewegung auf abstrakte Weise ausgedriickt und die Planungs-
und Regelungsalgorithmen nutzen dann ihr Versténdnis iiber die Kinematik und
Dynamik des Roboters, um eine Losung zu finden. Im ersten Teil dieser Arbeit
streben wir es an, ein solch allgemeines, transferierbares Bewegungsplanungs- und
Regelungskonzept mithilfe von numerischen Verfahren fiir optimale Steuerung zu
entwicklen. Wir verifizieren unsere Methode mithilfe von drei verschiedenen Ro-
boterklassen: laufende, fliegende und rollende Roboter. Damit unser Ansatz das
Potenzial jeder dieser Robotertypen vollumfanglich ausnutzen kann, verwenden
wir jeweils ein vollstdndig dynamisches Systemmodell. Das erlaubt es, komplexe
Bewegunsplanungsaufgaben zu 16sen, wie z. B. die Flugbahn eines unbemannten
Luftfahrzeugs durch ein schmales, geneigtes Fenster zu berechnen oder verschie-
denen Gangarten eines vierbeinigen Laufroboters zu erzeugen. Im Vergleich zum
aktuellen Stand der Technik werten wir unsere Bewegungsplanung und -regelung auf
physikalischen Systemen aus und testen sie umfénglich mit Experimenten. Solche
numerischen, optimalen Steuerungen wahrend der Systemlaufzeit auszufiihren bringt
einige praktische Herausforderungen mit sich, wie z. B. eine eingeschréankte Rechen-
zeit, Modellungenauigkeiten zwischen Simulation und physiaklischem System sowie
die Notwendigkeit einer Zustandsschéatzung des Roboters und seines Arbeitsbereichs.
Den zweiten Teil dieser Arbeit widmen wir daher diesen praktischen Problemen.
Hierbei verkiirzen wir die Rechenzeit unserer numerischen, optimalen Steuerungsal-
gorithmen mithilfe von automatischer Differenzierung, einer Programmiertechnik,
welche Gradienteninformationen zu unseren Systemen effizienter berechnet. Des
Weiteren untersuchen wir, warum haufig verwendete Simulationsumgebungen nur



Zusammenfassung

bedingt dazu geeignet sind, um die Stabilitdt von Regelkreisen mit Riickfiihrung
zu untersuchen. Zu guter Letzt entwickeln wir ein kosteneffizientes Lokalisierungs-
system fiir mobile Roboter, welches den Roboter relativ zu seinem Arbeitsbereich
lokalisiert.

Beide Teile dieser Dissertation stellen entscheidende Fortschritte dar, numeri-
sche optimale Steuerungen auf physikalischen Systemen auszufiihren. Diese Arbeit
unterstreicht das Potenzial und die Vielseitigkeit solcher Ansétze mithilfe von
Experimenten auf dusserst verschiedenen Systemen mit unterschiedlichen Aufgaben-
stellungen. Durch die effiziente Implementierung unserer Losungsalgorithmen fiir
die optimalen Steuerungsprobleme kénnen wir diese Probleme zur Laufzeit 16sen
oder als modellpradiktive Regelung ausfithren. Unser Losungsansatz iibertrifft dabei
den Stand der Technik durch eine geringere Rechenzeit.
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Preface

The present thesis is written as a cumulative doctoral thesis. Thus, the content
is centered around the publications that constitute the main contribution of this
work. Chapter 1 explains the motivation and relevance of the thesis and puts it
into context. The introduction is followed by Chapter 2 which briefly summarizes
the contributions made in this work. The publications themselves are located
in Chapters 3 and 4. We conclude in Chapter 5, where we review the claimed
contributions and provide an outlook for future work.






Introduction

“One Algorithm — Many Robots and Tasks”

Robotics promises to help solving many of our future society’s challenges. Mobile
robots are said to take over dangerous tasks such as mining [125] or physically
intense work as e.g. common in the construction sector [24, 86] with an example
concept illustrated in Figure 1.1. Also, robots will enable entirely new processes and
applications such as mass customization of products or novel medical treatments.
Furthermore, robots could assist in rescue missions on disaster sites [160] or carry
out inspection tasks in industrial settings [25]. Also, robotics can be an effective tool
to use precious resources more efficiently, such as in precision agriculture [26, 148]
or construction [3]. Robotics is also a part of the solution to social problems like our
aging societies. Already as of today, there is a lack of skilled labor in many areas of
our economy. And with decreasing birth rates leading to a demographic change
towards a “society of elders”, our economy has to sustain a larger overall population
with a smaller working population. While robotics is often said to possibly take
away jobs, it also has the potential to fill those gaps and allow people to work more
efficiently and sustainably [18].

All the different applications for robotics raise the question: How can we make our
robots execute a given task? This poses several technological challenges. First of all,
we need to know where the robot is within the task environment. Equally important,
we require knowledge about its internal state, such as in what configuration the
robot is, what forces are currently acting on it or how it is interacting with the
environment momentarily. These problems are summarized as localization and state
estimation. Next, a motion planner needs to figure out how the robot needs to move
in order to solve a task. This includes moving to a certain location in the state
space while avoiding collisions, i.e. undesired interactions with the environment.
In contrast for locomotion the robot is required to make desired interactions with
the environment. Additionally, a task might require the robot to manipulate its
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Figure 1.1: Concept drawing of the Insitu Fabricator 2 robot performing a con-
struction task [86].

workspace, i.e. actively alter the state of the environment. Thus, we need some
form of mission and motion planning that is also able to reason about contacts.
Once we have figured out which motions are required for tackling the task, we
have to design an execution layer that makes the robot follow the planned motion.
However, usually the derived plans cannot be executed perfectly and we are faced
with imperfect state estimates as well as inaccurate representations (“models”), both
of our robot and its environment. Furthermore, the execution might be subject
to disturbances as well as changes in the environment. To compensate for any
mismatches between the planned motion and the executed motion, we can design
regulators or motion controllers that try to minimize this deviation and compensate
for errors during execution. However, changes or disturbances can be so large, that
a plan becomes infeasible or invalid requiring us to plan a new motion. Ideally,
this newly planned motion should be available immediately and respect the current
state of the robot and its environment. This continuously ongoing process is often
referred to as “sense, think, act”, the Robotic Paradigm|7]. These three elements,
have to be understood as building blocks of every robotic system, i.e. each robot
has to measure or estimate its state and the state of the environment (“sense”), use
this and any other prior information to plan adequate actions (“think”) and execute
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them (“act”). However, this elements do not necessarily form a sequence but can
be processes running in parallel. Also, the three building blocks cannot be tackled
entirely separately. We will take a closer look at the “think” and “act” parts as well
as their interface. More specifically, we are interested in finding an approach that
can plan and execute motions for a complex task requiring coordination between
all degrees of freedom of a robot subject to contacts. The approach should be
independent of the robot category, its morphology, the hardware design as well as
the task itself.

1.1 Motivation and Objectives

(a) THOR - THOR-OS [242] (b) CMU - CHIMP [234] (I;%JNASA JPL — RoboSimian

([37)] Boston Dynamics — Atlas oy SGHAFT — S-One [94] (f) IIT ~ WALK-MAN [225]

Figure 1.2: Pictures of the robots developed for the DARPA Robotics Challenge.

When trying to solve a particular robotic task, there are benefits of designing
a specialized machine. It allows to restrict design decisions to fewer requirements
and create a tailored solution to the problem. Due to the numerous tasks we would
like to assign to robots, this leads to great diversity of system designs. But as the
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DARPA Robotics Challenge [95] has shown, even for a very specific set of tasks,
it is possible to make use of vastly different morphologies but also actuation and
sensing principles as shown in Figure 1.2. Already as of today, new robotic systems
are presented at a high rate and development cycles are likely to become faster. Due
to the different ways of approaching the same task, it is difficult to deduct static
parametric requirements for the development phase, such as the number of degrees
of freedom, the link lengths, the actuator bandwidth or the mass of the robot.
Instead it would be beneficial to constantly verify a robot design from a control
and motion planning perspective to evaluate its task performance. This would
allow us to provide feedback for the system design process as well as sensing and
actuation choices. This co-design between hardware and control provides a unique
opportunity to create an overall optimal robot. However, in order to keep up with
the hardware development cycles, we need motion planners and controllers that are
either general or adapt quickly to the task as well as the type or morphology of the
robot. In order to design solutions that do not require to be re-engineered almost
from scratch, we have to find approaches that are general yet powerful enough to
deal with the complexity of today’s and future systems. At the same time, we need
to have sufficient control over the approach to adjust it easily for a given task and
robot. This challenge can be summarized under the leitmotif “One Algorithm —
Many Robots and Tasks” which also sets the frame for this thesis.

In order to develop a general yet also practical motion planning and control
approach, we define the following criteria for our framework:

Req. 1 It handles high dimensional, nonlinear robotic systems.

Req. 2 It generates solutions for complex tasks that require interaction with the
environment.

Req. 3 It transfers between systems of different classes and morphologies without
significant adjustments.

Req. 4 It takes into account the entire systems including dynamics and kinematics.
Req. 5 It ensures feasibility and takes execution into account.

Req. 6 It runs online and can react quickly to disturbances or changes in the
environment.

Req. 7 It finds locally optimal solutions.

Regq. 8 It provides means of specifying the task in a simple manner.

The dimensionality of a robot is usually directly linked with the complexity or
diversity of the tasks it is supposed to solve. Legged robots are among the most
versatile robots which, in principle, allows them to solve complex manipulation
tasks or traverse difficult terrain. Due to their potential versatility, legged robots
have become very popular. However, their complexity creates complex planning
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problems in high dimensional spaces that require significant coordination of their
motion. Imagine a humanoid robot that is supposed to pick an object from a shelf
is faced with multiple challenges at a time. It needs to approach the shelf and reach
out to the box while always maintaining balance and avoiding collisions with its
limbs, both legs and arms. Such tasks are a great example where state-of-the-art
approaches fail. To reduce the complexity of tasks, many approaches break a task
down into smaller, easier to solve subproblems. However, this approach comes with
huge drawbacks: The resulting individual motions are no longer fully coordinated
with each other. Furthermore, reducing the problem usually excludes favorable
solutions and leads to overall lower performance. Therefore, up to this day, we
cannot leverage the full potential of legged or other complex robots despite the
availability of very mature hardware. But also relatively simple systems such
as Unmanned Aerial Vehicles (UAVs) pose challenging planning problems when
given a more complex task such as moving through confined spaces or performing
dynamic motions such as avoiding an obstacle or flying through a window. Again,
introducing heuristics to these problems directly affects optimality and probably
also limits the generality of such approaches. Therefore, we set the requirement
that our motion planner and controller should be able to handle complex tasks for
high dimensional robot planning problems. We also expect that it considers the
dynamics and kinematics of these robots, to ensure feasibility but also to leverage
the full potential of the robot. For the same reason we expect that a motion planner
and controller is in some way optimal. Feasibility is a strict requirement, whereas
optimality is desired within the boundaries of feasibility. When designing a complex
motion planning approach it is essential to evaluate it with hardware experiments
to verify the assumptions made. Therefore, the chosen method should be able to
provide motion plans online, i.e. while running the robot. Usually, it is difficult to
predetermine the possible states of the robot and the environment before running
the experiments. Also, we cannot assume that we have a perfect prediction of our
system and its environment. There will always be mismatches in our models as
well as disturbances and other external effects, we cannot influence. Therefore, it
is important that the motion planner is able react to such changes quickly. Last
but not least, we need a simple way to specify a task. Creating a general motion
planning and control algorithm is not of much use if the task itself needs to be
encoded in a complicated, non-portable way. Ideally, we want to specify “what” the
robot is supposed to do without specifying “how” to do it.

Such a highly flexible, capable motion planning and control framework is essential
for realizing the promises that robotics holds. Recent advances in hardware design
and sensing technologies have created a significant gap between the potential that
our robots have and the degree to which we can make use of it. This has made
motion planning and control one of the major limiting factors for many robotic
applications, creating an urgent need to address this issue more fundamentally.
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1.2 Approach

In the first part of the thesis, we aim at implementing our vision of “One Algorithm
— Many Robots and Tasks” for motion planning and control. This constitutes the
main focus of the present thesis. In this section, we describe how we approach
the problem using the general framework of Numerical Optimal Control using a
very efficient iterative solver that can handle nonlinear systems. We apply this
to full Rigid Body Dynamic systems, such that the solver respects feasibility and
leverages the full potential of the system. Our distinct goal is it to verify our
methods on robotic hardware. Hardware experiments are essential as they reveal
whether our assumptions hold and how robust our approaches are. Furthermore,
they create additional requirements and restrictions such as the availability of good
state estimation, the limit in computational resources and time or the constraints
the actuation system imposes. The second part of this thesis tries to tackle the
issues that we encountered during our pursuit of applying Numerical Optimal
Control to physical robots. In this part, we tackle three subproblems relevant for
online Numerical Optimal Control. First, we tackle our solver’s computational
burden of calculating linear approximations of our system dynamics by leveraging
Auto-Differentiation. Second, we demonstrate how to include simplified models of
our actuators and sensors in physical simulators to allow for evaluating controllers
before applying them to hardware. And lastly, we solve the issue of localizing
mobile robots in their workspace by developing a fiducial based visual-inertial
SLAM system.

1.2.1 Part A: Efficient Numerical Optimal Control

In this part, we give a brief introduction which formulation we use for defining
our motion planning and control problem. Afterwards, we briefly summarize our
approach to solving the problem.

Formulating Motion Planning as Optimal Control

Designing a general motion planning and control framework is a difficult task. Over
the years, different communities have approached this problem from different angles
[130]. Classical Motion Planning approaches deal with discrete states and transitions
between them. These methods are usually based on the “Principle of Optimality”
[13]. This principle is the foundation of the famous Dynamic Programming (DP)
algorithm [15] which is used in many graph search algorithms such as Dijkstra’s
Algorithm or A* [130]. However, when applied to higher dimensional problems, such
as planning with differential constraints or large state space systems, the famous
“curse of dimensionality” [15] occurs which prevents us from finding a globally optimal
strategy in reasonable time even when pre-computing solutions offline. This is also,
why discretizing a continuous time problem and subsequently solving it with DP
usually fails. With a fine discretization, the dimensionality becomes an issue while a
coarse discretization impairs the quality of the solution. As a result, we are left with
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two options: either we reduce the dimensionality of the problem or sacrifice (global)
optimality. Especially with the introduction of computers, it has become easy to
resort to “rule based” or “logic-based” decision making to reduce the search space.
These rule-based approaches where the first examples of Artificial Intelligence [130]
which in its early years mainly focused on discrete state problems. Yet, for more
complex problems such heuristics are complex to define and often exclude desirable
solutions. To solve complex planning problems the Motion Planning community
has created sampling based approaches such as Rapidly-exploring Random Trees
(RRTs) [131]. Like most other classical motion planning algorithms, sampling based
methods are designed to find a feasible motion for problems with non-convex state
constraints, such as navigating through a cluttered state space with non-convex
obstacles. Therefore, quality or optimality of the solution is of second priority.
Additionally, complex differential constraints of nonlinear physical systems can be
difficult to include in such approaches. One example for this are RRTs, where we
have to define a distance metric in state space which, for non-euclidean spaces, is not
straightforward to do. To tackle systems with differential constraints, Kinodynamic
Planning [55] has been developed. Kinodynamic Planning is concerned with finding
state trajectories under velocity and acceleration constraints. In its original form,
the system considered is a simple double integrator which is a coarse approximation
for a Rigid Body Dynamics system. Later, the term Kinodynamic Planning was
also used for approaches that considered different dynamical systems [130] which
gave it a much broader but much less specific definition. Alternatively, Trajectory
Planning, especially in the context of robotic arms, is concerned with finding a path
in state or phase space for systems under differential constraints. It is then the
responsibility of an execution layer to find the control actions that make a system
follow the trajectory. By employing second order path constraints, also Rigid Body
Dynamics systems can be covered. However, it is not guaranteed that a solution to
the inverse control problem exists. Trajectory Planning often also contains a time
refinement for converting a phase trajectory into a timed trajectory, allowing for
time-optimal control [22].

In order to avoid the inverse control problem, we focus on planning in control
input space rather than state space which suggests approaching the problem from
a Control Theory point of view. Together with our requirement of finding locally
optimal solution, we naturally find ourselves in the field of Optimal Control, which
also gave rise to the aforementioned Dynamic Programming algorithm. Optimal
Control tries to answer the question: Given a state of the robot and its environment,
their associated dynamics and a task objective, which is the best control action to
take mext? This is appealing because Optimal Control in principle not only reasons
about the system’s capabilities (dynamics) but also its limitations and the task
requirements (constraints) as well as the quality of the plan (reward/cost function).
Additionally, the broader framework of Control Theory provides us with the tools
of reasoning about the stability or risk associated with the execution of a planned
motion. Furthermore, it provides us with means to design feedback controllers that
react to deviations while following a plan.

Another reason for choosing an Optimal Control perspective is that we are
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interested in motion planning and control for short time horizons of up to around
10 seconds. This is not an absolute number but rather a rough scale. However,
we want to distinguish our approach from fields such as mission planning and
navigation, which broadly speaking look at longer time horizons and are concerned
with subjects like task scheduling, semantic mapping and obstacle avoidance but
less concerned with topics like control, tracking or estimation. While also for
short horizons mapping and obstacle avoidance can be important, the requirements
towards these topics are different, as we have seen in the discussion about classical
motion planning. Furthermore, we want to distinguish our approach from purely
reactive Optimal Control that only reasons about the current and maybe the next
step instead of the more long term evolution of the state over time. Yet, a clear
distinction between reactive, short and long term planning is not always possible
and often a combination of both can be applied. However, generally speaking, the
focus of this work is short time horizon planning.

As mentioned before, approaching Optimal Control by using Dynamic Program-
ming, i.e. tabulating in space, is infeasible for large, complex systems. Therefore, we
avoid discretizing our state space and instead try to solve the problem in continuous
space using numerical methods. As we will see over the course of this section as
well as in Section 1.4, some of these approaches directly originate from the field of
Control Theory and are specifically designed for solving Optimal Control problems.
Other approaches rely on tools that stem from fields such as planning, physics,
machine learning or mathematical optimization, which only after their original
development have been applied to Optimal Control problems. While we take a
control perspective in this work, we will also provide an outlook to such approaches.

Efficient Numerical Optimal Control applied to Rigid Body Dynamics

The shortcomings of classical motion planning methods described above is our
motivation to study Numerical Optimal Control. The increase of computational
power in recent years as well as advances on the algorithmic side make Numerical
Optimal Control a viable option for solving complex Optimal Control problems
in reasonable time. Thus it has gained significant popularity lately. Yet, most
applications of Numerical Optimal Control in robotics that have been presented in
the past, only showcase simulation results or resort to simplified models, raising
the question whether these methods can keep up the promises the community
associates with it. Furthermore, the lack of hardware results does not provide
insight of what is required to successfully apply Numerical Optimal Control to
robotic hardware. While processing power has brought these methods into reach for
online operation, many implementations still suffer from long computation times
that result in planning times that — by far — exceed the time horizon of the plan.
Therefore, we focus on highly efficient Numerical Optimal Control. The most
efficient approaches are Differential Dynamic Programming (DDP) [147] approaches
that iteratively solve a local Dynamic Programming problem around an initial
guess, leveraging gradient information. As presented in Section 1.4, first-order
variants of these methods have shown great results on different systems. However,
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computational complexity, insufficient constraint handling and the lack of an openly
available, fast solver have hindered convincing hardware results. Therefore, we aim
at eliminating these shortcomings and investigate to what extend these methods
scale to hardware experiments. Hopefully, this will provide an insight if Numerical
Optimal Control can serve as a general framework for motion planning and control
for complex tasks on a multitude of robots.

Furthermore, we focus on optimizing over full Rigid Body Dynamics models. Dy-
namic models are essential for leveraging the full potential of the system. Especially
in mobile robotics, reasoning on a kinematic level can be insufficient. On legged
systems, kinematic approaches do not allow to reason about dynamic stability
which is essential for many gaits. Additionally, kinematic approaches cannot reason
about the limitations of a force based actuation system and thus limit feasibility.
Furthermore, we need to reason on a force / acceleration level when interacting
with the environment, as required by tasks that involve locomotion, manipulation
or aerodynamics. The Rigid Body Dynamics formulation provides us with a general
dynamic modelling framework that allows us to obtain a reasonably accurate model
for most mobile robots. Rigid Body Dynamics are well established in robotics and
frequently used for control and simulation.

Solving a Numerical Optimal Control problem for full Rigid Body Dynamics
system online remains a challenge. However, for the reasons introduced before,
we explicitly want to stay away from applying heuristics to simplify the problem.
Instead, we aim at exploiting and extending the capabilities of modern Optimal
Control solvers and algorithms for Rigid Body Dynamics computation.

1.2.2 Part B: Applying Numerical Optimal Control to Mobile
Robots

Applying Numerical Optimal Control to hardware is a major challenge, since it
poses requirements on the computation time, the quality of the state estimate or
the actuation and control performance. If addressed poorly, these issues can prevent
successful hardware results. Therefore, in this second part, we focus on the more
practical considerations of using Numerical Optimal Control on physical systems.
We take a look on how to increase the efficiency of our solver, how to verify the
resulting controllers prior to hardware experiments and how to obtain accurate
state estimates.

Efficient Derivative Computation for Rigid Body Dynamics

Since we are applying gradient-based Numerical Optimal Control, we have to find
efficient means of computing these gradients. The common choices for gradient
computations are analytical derivatives, Numerical Differentiation and Auto Dif-
ferentiation. Analytical derivatives are accurate but difficult to derive manually.
Symbolic computation engines provide means of automating the derivation but the
complexity of the resulting expressions is usually very large. Numerical Differen-
tiation is simple to setup but generally slow. Hence, we will focus on Automatic

11



1 Introduction

Differentiation to obtain fast derivatives in an automated, error-free way. Auto-
matic Differentiation is a well established tool in the optimization and Numerical
Optimal Control communities. However, it has rarely been applied to complex
Rigid Body Dynamics systems, since efficient modelling frameworks for Rigid Body
Dynamics do not support Auto Differentiation. Therefore, we take a look at a very
efficient tool for Rigid Body Dynamics computation and modify it to support Auto
Differentiation. We then combine it with our Numerical Optimal Control solver to
significantly decrease computation time. During these studies, we also take a look at
a major speed limitation of Auto Differentiation. Auto-Differentiation needs to built
and traverse an expression graph both for the original function and its derivative
at runtime. This creates significant overhead and limits performance. Hence, we
further extend our approach by applying a code generation library that creates
static code from the expression graph which can be pre-compiled for efficiency.

Verifying Controllers in Simulation

Simulators are a common tool to verify planners and controllers. Additionally,
they can act as a “sanity check” before applying trajectories to hardware. These
simulators usually assume a perfect model with no disturbances or modelling errors.
At the same time, simulators often provide perfect state information which is not
available on the physical system. However, physical robots do not behave like their
perfect, deterministic simulation counterparts. Instead they are subject to stochastic
processes such as noise, biases and disturbances. Furthermore, the physical system
is influenced by offsets, delays, actuator dynamics and other imperfections. So
far, many simulators simply ignore most of these effects, providing only limited
sensor, input-output and actuator models as well as limited perturbation means.
Still, simulation results are frequently used to verify controllers which raises the
question how significant the difference between the model and physical system is for
such purposes. Therefore, we will analyze Rigid Body Dynamics simulators from a
control perspective and investigate to what degree they can reason about control
stability. This will provide insight to what degree we can rely on simulation results
and if hardware results are really required.

State Estimation for Mobile Robotics

An accurate estimate of the internal state of the robot as well as its environment
is essential for the planning and during execution of motions. Especially when
planning and executing a task with respect to the workspace such as reaching a
certain location or manipulating an object, we require an accurate estimation of
the pose in the workspace. Most robots, including the platforms we are considering
in this work, come with fairly good state estimators for their internal state, i.e.
their joint states and loads. With the help of an Inertial Measurement Unit (IMU)
usually the orientation of the links or bodies can be estimated as well. However,
even when equipped with perception sensors, all of these modalities do not provide
a localization in the workspace. To overcome this issue, we can either make use of
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complex (semantic) mapping approaches, that are difficult to set up or use motion
capture systems, which are highly expensive and tedious to calibrate. Therefore,
we aim at developing a localization system that allows localizing mobile robots
in their workspace. The system should be easy to set up and inexpensive in
both computation and hardware costs. Therefore, we propose a visual-inertial,
Extended Kalman Filter (EKF) based Simultaneous Localization and Mapping
(SLAM) system that relies on artificial landmarks. The system only relies on a
single camera and an IMU, i.e. sensors that are available on most mobile robots
including Unmanned Aerial Vehicles (UAVs), service robots or legged systems.

1.3 Hardware Platforms

In order to validate if our approaches transfer between different systems, we put
different robotic platforms in place for experiments. We focus on four systems
in total: two quadrupeds (four legged robots), namely the hydraulically actuated
“HyQ” and the electrically actuated “ANYmal”, the hexrotor “Firefly” and the ball
balancing robot namely “Rezero”. This set of robots constitutes an interesting and
challenging benchmark for motion planning and control, since it includes systems
of different complexity and categories including walking, ground and flying robots.
Furthermore, all three systems show nonlinear dynamics with coupling between
the system states which poses a challenge to conventional control approaches.
Furthermore all systems are underactuated, i.e. we cannot control all states directly.
The nonlinear, coupled dynamics paired with underactuation also create difficult
motion planning states since we cannot decouple the system or plan for states
individually. Instead, dynamically consistent, coordinated motion planning is
required.

1.3.1 HyQ - The Hydraulic Quadruped

HyQ [205], as shown in Figure 1.3, is a hydraulically actuated, four legged robot
(quadruped) developed by Claudio Semini and his group at IIT Genova. The overall
robot weighs about 80kg and is powered by an offboard hydraulic pump. Each leg
of HyQ has three degrees of freedom including Hip Adduction Abduction (HAA),
Hip Flexion Extension (HFE) and Knee Flexion Extension (KFE). Each degree
of freedom is force controlled and equipped with a force sensor as well as absolute
and relative encoders for joint angle measurements. All sensors are connected
to custom made electronics connected via an EtherCAT bus to a main, desktop
grade computer. The main computer runs a real-time Linux and is responsible for
computing the hydraulic force controller and an optional joint position controller
centrally.

As part of this thesis, we have equipped HyQ with a sensor fusion algorithm
[19] that fuses data from the joint encoders and an Inertial Measurement Unit
to estimate the base pose and velocity. Together with the leg encoder data, this
provides a full estimate of the entire state. Furthermore, we have built a custom,
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Figure 1.3: Picture of the original HyQ (left) developed at IIT Genoa as well as
HyQ Blue (right), a copy of the robot currently operated the Agile & Dexterous
Robotics Lab at ETH Zurich.

low latency TCP/IP bridge that allows for computing setpoints for the force and
joint position controller from an external computer. These improvements have
not only enabled the work in this thesis [166, 168] but also the ones presented in
[70, 71, 181, 237, 238]

Using a standard Rigid Body Dynamics model, the robot has in total twelve
control inputs (three per leg) and 18 degrees of freedom (six for the base, three per

leg).

1.3.2 ANYmal

ANYmal [107] shown in Figure 1.4 is an electrically actuated quadruped developed
by Marco Hutter et al. at ETH Zurich. ANYmal uses Series Elastic Actuators
(SEAs) which consist of electric motors, a backlash-free gearbox and an elastic
element (spring). The elastic element protects the gearbox from impacts and can
store mechanical energy. All actuator components including the motor electronics
are packed in an integrated actuator called ANYdrive. Neglecting internal degrees
of freedoms in the actuator, ANYmal has the same basic degrees of freedom as HyQ,
namely HAA, HFE and KFE. However, the ANYmal’s actuator are endstop free
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Figure 1.4: Picture of the electrically actuated quadruped ANYmal.

and thus do not have hard kinematic limits. All actuators are fully torque controlled
using the on-board controller. A centralized computer connected to the drives
via EtherCAT is used for whole-body motion planning and control. Furthermore,
ANYmal is equipped with an IMU as well as force sensors at the feet. The robot
runs the same sensor fusion algorithm [19] as HyQ. Additionally, it is equipped with
a perception system using laser range finders and cameras. However, the perception
system is not used in this work.

1.3.3 Rezero

Rezero [76], shown in Figure 1.5, is a ball balancing robot, a so called “ballbot”.
Rezero has been built by a group of eight undergraduate students (including the
author of this thesis) in 2009/2010. Since the robot only has a single point of contact
with the ground, it is not statically stable but needs to balance at all times. It
does so by turning the ball using three omnidirectional wheels. This allows Rezero
to be omnidirectional itself and change its orientation (yaw angle) simultaneously.
Each wheel is actuated by an electrical brushless motor which is force controlled
by the motor electronics and connected to a central micro controller via a CAN
bus. The balancing feedback controller is computed on the micro controller which
receives setpoints from a desktop grade computer mounted on the robot. The state
of the robot is measured by an IMU on the main body, estimating tilt angles and
orientation as well as encoders on the wheels, estimating the rotation angles and
velocities of the ball.

During this work, we have upgrade the robot’s micro-controller to an ARM
based architecture with an onboard Floating Point Unit. The resulting increase in
computational power allows us to test more complex motion planning and control
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Figure 1.5: Picture of the ball-balancing robot (ballbot) Rezero.

approaches on the system including [68, 165, 182].

We assume no slip between the wheels and the ball as well as the ball and the
ground. Hence, Rezero has in total five degrees of freedom (three for the orientation
of the main body and two for the ball angles) and three control inputs (one per
wheel).

1.3.4 AscTec Firefly

The Firefly (8], as shown in Figure 1.6, is a UAV with six rotors built by Ascending
Technologies (AscTec). It is a research grade multirotor equipped with six speed
controlled motors. Furthermore, it is equipped with an IMU to estimate the pose
and as well as the velocities of the main body. The UAV features a desktop grade
onboard computer which computes stabilizing controllers but can also be used for
motion planning and high level controllers.

As most UAVs, the Firefly is usually modelled as a single floating rigid body.
Each rotor can be controlled individually, leading to six control inputs. However,
all rotors can only create lift along the vertical principle axis of the UAV. Thus,
the resulting overall force is also parallel to this axis and no forces can be created
in the horizontal plane of the main body. Hence, the control input dimensionality
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Figure 1.6: Picture of the Ascending Technologies Firefly [8], a Unmanned Aerial
Vehicle with six rotors used for testing in this work.

can be reduced to four (thrust and three moments around the principle axes) which
can then be mapped back to the six rotors.

1.4 Related Work

The publications which constitute the basis of this paper-based thesis each contain
a brief yet specific literature review. In this section, we would like to present a
slightly “bigger picture” of related work. Furthermore, we provide a categorization
which hopefully allows the reader to understand the relation between the state of
the art and the approach chosen in this work as discussed in subsection 1.2.

1.4.1 Part A: Efficient Numerical Optimal Control

There are several well-written literature reviews on Numerical Optimal Control
[50, 53, 54] and Trajectory Optimization [16, 197], which provide great insight into
these methods from a mathematical Control Theory and point of view. Furthermore,
they present the different categories of Numerical Optimal Control approaches. In
this subsection, we will briefly summarize the different categories and approaches.
Additionally, we will review the different approaches Numerical Optimal Control
can be applied to Rigid Body Dynamics under contacts. Lastly, we will review
related work that applies Numerical Optimal Control to mobile robots.

Before we start our review, it is important to clarify the nomenclature. Numerical
Optimal Control and Trajectory Optimization are frequently used interchangeably.
Some authors [16, 197] try to provide a definition for distinguishing the two by
associating Optimal Control with the problem of finding a function representation
(with “infinite variables” [16]) for the control trajectory while Trajectory Optimiza-
tion tries to find a parametrized representation. Other categorizations distinguish
whether the approach finds a globally optimal solution based on sufficient conditions
for optimality or “just” a locally optimal solution based on necessary conditions
for optimality [220]. For the scope of the present work, a rigorous definition of
the term “Trajectory Optimization” is not strictly required. As we will see in
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the following paragraphs, the term is not necessary for a clear classification of
approaches but probably adds more ambiguity than it resolves, which potentially
makes it even obsolete in the first place. Thus, some authors [53, 54| do not use
this term altogether. Throughout this work, we are using “Trajectory Optimization”
interchangeably with “Numerical Optimal Control”.

Numerical Optimal Control Formulations

There are two categories of approaches for solving a Numerical Optimal Control
problem [16, 53, 54, 197|. The first category are indirect methods that are based on
the Calculus of Variations leading to a boundary value problem. Alternatively, direct
methods parametrize the infinite-dimensional control policy to a finite dimensional
policy which is an approximation of the actual solution. This leads to an numerical
optimal control problem which constitutes a special form of a nonlinear optimization
problem, also called a Nonlinear Program (NLP). For reasons elaborated in [197],
indirect methods are often difficult to set up and thus restricting the possibility of
creating general solvers. Since this speaks against our leitmotif “One Algorithm —
Many Robots and Tasks”, this thesis focuses on direct methods.

The most prominent direct approaches for solving Numerical Optimal Control
problems are transcription methods that convert (“transcribe”) the optimal control
problem from its specialized form into a standard NLP. The benefit of using a
standard NLP formulation is that these methods can leverage off-the-shelf, mature
NLP solvers such as [88, 110, 230]. There are two main classes of approaches
here, namely sequential and simultaneous approaches. Sequential approaches only
use the control input as a decision variable and thus the decision vector is a
minimal representation. Simultaneous approaches optimize over both state and input
variables constrained together via the system dynamics. While this seems like an
over-parametrization at first, the resulting problem is well structured [50, 54] which
can be leveraged by the NLP solver. A very well-known sequential transcription
method is Direct (Single) Shooting. Direct Shooting integrates the system dynamics
to obtain a trajectory (the “shot”) and subsequently optimizes the control inputs
via the NLP to optimize the cost subject to the constraints. While single shooting
is simple, it is very sensitive to the initial guess. Less sensitive to an initial guess is
Direct Multiple Shooting (DMS) which partitions the problem in several intervals
in time. For each interval, a separate shot is computed. To avoid discontinuous
solutions, continuity constraints between the shots need to be introduced. The
benefit is that each shot can be initialized by an artificial start state while over the
course of iterations the solver resolves continuity constraint violations. The decision
variables are the control inputs and the initial state each shot. Therefore, DMS
can be seen as a simultaneous approach with a strong connection to a sequential
shooting approach. The most prominent simultaneous approach is Direct Collocation
(DirCol). In DirCol state and input trajectories are approximated with (usually
polynomial) basis functions divided into collocation intervals. The decision variables
in the NLP are the parameters of the basis. Since all direct transcription methods
create an NLP, the solver can be chosen independently. Most solvers are based on
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Sequential Quadratic Programming (SQP) or Interior Point (IP) methods, which
represent different approaches of handling inequality constraints. The choice of
solver is highly dependent on the system, the transcription method and parameters
as well as the problem formulation [182]. For a more detailed review of both, direct
transcription methods and suitable solvers we refer to [16, 50, 53, 54, 197].

Another way of solving Numerical Optimal Control problems is Dynamic Program-
ming (DP) [15]. Solving the general, globally optimal, Dynamic Programming prob-
lem is usually intractable for larger problems due to the “curse of dimensionality”[15].
To overcome this problem, Differential Dynamic Programming [147] has been pro-
posed, which iteratively solves a local Dynamic Programming problem. DDP first
computes a forward simulation of the system dynamics. The nonlinear system
dynamics are then quadratically approximated around the obtained trajectory. In
a backward pass, which is derived from the principle of optimality and that uses
Riccati-like equations, an update to the control law is then computed. DDP is
a second order method which relies on the explicit computation of the Hessian
matrix for the backward pass. In later work, first order methods based on a Gauss-
Newton Hessian approximation have been proposed under the names iterative Linear
Quadratic Control (iLQG) [222] and Sequential Linear Quadratic Control (SLQ)
[210]. The backward pass of DDP methods is used to improve the control input.
As a byproduct, it also provides feedback gains that correspond to the solution
of the finite-horizon, time-varying Linear Quadratic Regulator (TVLQR) problem
around the previously computed state trajectory. In iLQG [222] the explicit usage
of these feedback gains during the forward integration is described, whereas the
original DDP [147] and SLQ [210] algorithms only rely on the feedforward control
input. Another difference is that iLQG proposes a quadratic approximation in case
of non-quadratic cost functions which has only been introduced to SLQ later [201].
DDP-style algorithms can be implemented very efficiently making them applicable
for Model Predictive Control [61]. This is possible since, in contrast to NLP solvers,
DDP approaches are specifically designed for numerical optimal control problems
and thus directly leverage the structure of the problem. This can lead to linear
complexity in time horizon while NLP solvers generally have polynomial complexity,
unless they explicitly exploit sparsity. It is worth noting DDP-style algorithms, in
its original form, solve an unconstrained Optimal Control problem and are tied to
a piece-wise constant parametrization for the control input trajectory. There have
been efforts of including constraints in DDP methods [180]. For first-order variants,
[222] proposes a simple clamping of the control inputs to satisfy input constraints.
As [218] later shows, this is suboptimal and they propose a Quadratic Programming
(QP) approach for the backward pass which has been previously applied to DDP as
well [136]. The issue here is that solving QPs is expensive and breaks linear time
complexity. The same applies to variants that handle pure state and state-input
constraints [201]. By the time of writing this thesis, early promising results in
constraint methods that maintain linear time complexity have been presented by
[71, 83].

While derived very differently, DDP and Direct Transcription based approaches
have common properties and make use of similar mathematical tools. When not
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considering the use of the feedback law in the forward simulation of DDP-methods,
these methods are closely related to direct single shooting, with only the backward
pass often being derived and implemented differently. Quoting [201]: “Our algorithm
can be categorized as a single shooting SQP method but with the key characteristic
that the QP subproblem is solved via a constrained LQ-OCP (Linear Quadratic
Optimal Control Problem, editor’s note) [...]”. But also the backward pass of direct
transcription approaches and DDP-methods are related. DDP-methods rely on
Riccati equations derived from Optimal Control whereas LQ-OCP solvers in direct
transcription methods can make use of Riccati factorization schemes [54]. This
allows to break the otherwise cubic complexity in time horizon of NLP solvers down
to the same linear complexity as DDP-methods. The full relation between both
approaches has been shown in recent work [84] which explains how DDP methods
can be converted to Direct Multiple Shooting problems. This is done via so called
“ifting”, where the state trajectory is added to the optimal control problem. This
research finally connects two streams of research that have been in large extends
been developed independently. The convergence of both streams yields immediate
benefits to both lines of research. The “lifting” trick allows DDP-methods to use
standard LQ-OCP solvers which can handle constraints, both in states and inputs.
Furthermore, DDP-methods, generally being Single Shooting Methods, can now also
be formulated as Direct Multiple Shooting problems, which greatly helps parallel
computation as well as initialization on unstable systems. In return, the Optimal
Control perspective on DMS allows for making use of feedback gains. These feedback
gains have been a numerical byproduct of LQ-OCP solvers for a long time but often
disregarded in practice. However, they now gained a meaningful interpretation as
feedback gains.

In many state-of-the-art approaches, first order methods of the algorithms de-
scribed above are used. In these methods the Hessian is often approximated using
Gauss-Newton [84, 211], as done e.g. in SLQ, iLQR and frequently in Direct
Single and Multiple Shooting. Some NLP solvers, e.g. [230], can also make use of
Quasi-Newton approaches such as the Broyden—Fletcher—Goldfarb—Shanno (BFGS)
algorithm. In contrast, second order methods such as the original DDP algorithm
as well as second order NLP solvers directly rely on an explicitly computed Hessian.
Second order methods often provide better gradient information and thus allow
for larger step sizes. Therefore, while they are more expensive to compute, the
overall run time until convergence can still be lower, due to fewer iterations being
required. In applications where a good initial guess is available, e.g. from a previous
iteration in a Model Predictive Control setting, first order methods usually regain
their advantage.

Apart from DDP and direct transcription methods, sampling approaches such
as Path Integrals [114, 215, 221] or black box optimization [96, 108] can be used
to solve the Numerically Optimal Control problem. Some of these approaches
[96, 221] entered the field via Reinforcement Learning. Sampling algorithms are
often designed to not require gradient information, such that they can be run online
or on an unidentified system. This makes it easier to set up the problem and
makes theses systems less restrictive on the representation of the system dynamics,
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constraints and cost function. However, most of these methods are still implicitly
gradient-based approaches and thus need to estimate the gradients from the samples.
This process requires a significant amount of data per optimization parameter. Thus,
these approaches scale less well for large dimensional policies and generating the
samples, either in simulation or on hardware, is an expensive, time consuming
process. However, recent advances in computational power bring these approaches
closer to online usage [235]. In recent years, neural networks have been used as a
sophisticated basis for the optimal policy. Their expressiveness allows for learning
complex, more general policies which can prevent repeating the tedious, data and
time intensive training when conditions or tasks are changed. However, the increase
in required training data and time make these approaches very expensive to tune
and, if data samples are not carefully selected, subject to over-fitting affecting their
“generality”.

Numerical Optimal Control Toolboxes

Due to the increase in popularity of Numerical Optimal Control, there is an
increasing number of toolboxes available in this domain. These toolboxes tie in
at different levels. Some toolboxes provide a whole toolchain from modelling the
system, formulating the optimal control problem and solving the latter. In the field
of Rigid Body Dynamics, these toolkits include [219, 224]|. One level below there
are toolboxes that focus directly on the Optimal Control Problem [51, 105], by
implementing direct transcription methods and providing a backend for solving the
resulting optimization problems. Other toolboxes such as [6, 59] are not focused
on Optimal Control but provide a general interface for setting up mathematical
optimization problems, ensuring that the full potential of the underlying solvers are
used. This is done by automatically computing derivatives and providing sparsity
patterns to the solver. There are also dedicated Numerical Optimal Control solvers
such as [88, 110, 230] where it is up to the user to transcribe the Optimal Control
problem and provide derivatives and sparsity patterns. In the end, the user is left
with a trade-off to make. Easy-to-use, high level toolboxes provide a great level
of convenience and ease of setup. However, they require the user to formulate
the problem in either a toolbox specific way, using specialized syntax or with the
help of third party tools such as Matlab. However, this is an issue when dealing
with Rigid Body Dynamics algorithms since implementing them efficiently is not
straightforward [72]. There are efficient Rigid Body Dynamics libraries e.g. [73, 79]
but they are implemented in C++ and thus not compatible with these high level
Numerical Optimal Control Toolboxes. On the other hand, toolboxes with lower
level access provide a greater level of flexibility and allow for interfacing the solver
with custom implementations of the model. However, this comes at the cost of
a more tedious, error-prone setup procedure since the user has to provide the
linearizations and sparsity patterns.
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Numerical Optimal Control for Rigid Body Dynamic Systems in Contact

Contact dynamics are physical effects that describe the interaction between two
bodies which are in touch with each other. Contacts are in general nonlinear
physical effects that have proven to be difficult to model. Depending on the chosen
model, these effects can also be non-smooth or numerically stiff, posing challenges
for Numerical Optimal Control. Contacts! can be modelled either as elastic or
inelastic. In the elastic case, bodies are assumed to be deformed by contacts and
the repelling contact force is a function of the penetration. Elastic contacts, as
studied by Hertz [100], are an accepted method of modelling contacts in the field
of mechanics [33, 72, 109]. These methods are often also referred to as “penalty”
methods or “soft contacts”. However, considering rather physically stiff materials as
used in robotics, an elastic model paired with high physical stiffness leads to very
numerically stiff differential equations. Alternatively, contacts can be approximated
as entirely inelastic (“hard”) contacts. As long as the contact state between the two
bodies does not change, we obtain a very smooth, numerically well behaved system.
However, at a contact switch the dynamics are not longer continuous. Since an
inelastic contact does not allow for penetration, a discrete change of velocity, i.e. an
impulse, will occur at impact. These effects are subject to research in the field of
non-smooth mechanics [33, 90] trying to solve the challenges involved with discrete
changes in state space. This has also led to the development of the time stepping
method [158] which allows for handling infinite forces occurring at impulses.

Another physical effect that creates an interaction force between two bodies is
friction. In Rigid Body Dynamics, we often consider dry friction which describes
contact forces lateral to the surface normal or penetration direction?. Dry friction
includes both static friction “stiction” and kinetic friction. As contacts, friction
is a highly nonlinear effect. When modelling friction as Coulomb friction there
are also discontinuities at the transition from static to kinetic friction. In the
Coulomb friction model friction is furthermore a function of the normal force,
creating a dependency between normal contact forces and friction, i.e. the “friction
cone”. Inelastic contact dynamics under friction are expensive to compute, since
a Linear Complementary Problem (LCP) has to be solved [33, 72, 90]. Instead
elastic contacts only require to compute relatively simple force laws and apply the
resulting force to the Rigid Body Dynamics system. However, the stiffer elastic
dynamics require smaller integration steps, limiting the speed advantage. Especially
due to their increased robustness over penalty methods, constraint based contacts
using LCP solvers have become the method of choice for most physics engines
[44, 139, 212].

When using elastic contacts in a Trajectory Optimization problem, the contact
model defining the relation between penetration and contact force, can simply be
added to the system dynamics as e.g. demonstrated in [211, 222]. Hence, the system
dynamics consists of the contact model and the rigid body dynamics. Given a state

1We are focusing on non-adhesive contacts here, ignoring their adhesive counterparts.
2 Joint and/or actuator friction is also an important effect to consider but lies outside of the
scope of this discussion.
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of the system (which can optionally include the state of the environment), we can
compute the penetration which is then used by the contact model to compute a
contact force. Furthermore, friction can be added to the contact force. The contact
force is then added as an external force to the rigid body dynamics. Therefore, the
Numerical Optimal Control algorithm is not concerned with the contact dynamics
and model itself but indirectly reasons about it via the dynamical system. Hence,
the continuity or “smoothness” is important such that its gradients are well defined
[211, 223|. Unfortunately, as described above, both friction and normal contact
forces are not necessarily smooth with respect to the state of the Numerical Optimal
Control problem, deteriorating gradient quality. Smoothing out the contact model
on the other hand might decrease physical accuracy. Therefore, contact models
by themselves are an active line of research (see e.g. [9]) and they are partially
developed specifically for a certain Numerical Optimal Control approach [211, 223].
These contact models try to find an optimal trade-off between physical accuracy
and numerical properties. The benefit of using an explicit contact model is that
the Numerical Optimal Control is provided with smooth dynamics and can reason
about contacts without having to handle complex constraints or discrete decision
variables.

Inelastic contacts are also popular in Numerical Optimal Control, since the
absence of a numerically stiff contact model allows for larger integration step sizes
for solving the differential equations. Instead of a difficult to tune contact model,
contacts are considered for as constraints. There are different possible formulations
for these constraints. Probably one of the most general form are complimentary
constraints where the product of contact surface distance (and optionally velocity)
and contact force has to be equal to zero. This means that either the bodies can
be at distance but have no contact force acting between them or they are at zero
distance with a contact force acting upon them. In this case contact forces are
added as decision variables to the problem. Numerical Optimal Control combined
with inelastic contacts and complimentary constraints has been studied in the field
of non-smooth mechanics [244, 245]. Later, such approaches have become popular
in legged robotics [188]|. These approaches are very appealing since the underlying
NLP optimizes for the state and control trajectory as well as contact sequences,
timings and locations. However, the contact constraints makes such approaches
also very expensive to compute and not applicable to online applications. If a
contact sequence, but not necessarily the timing or location, is assumed to be given,
the constraint can be separated into a pure state constraint preventing ground
penetration and a pure input constraint preventing contact forces on bodies which
are not in contact at a given time [189]. Alternatively, the contact sequence can be
used to project the dynamics into the constraint-consistent subspace [2, 152, 200]
treating contact forces as internal forces rather than decision variables [181]. This
effectively corresponds to a hybrid system or multi phase approach where different
dynamics or constraints are used based on the contact configuration, which is also
leveraged in [70, 188, 204]. A projection approach has less decision variables but
requires pre-computing the projection. While the contact sequence needs to be given
in these formulations, it is still possible to optimize for contact timings. This can be
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done either as part of the Numerical Optimal Control itself by adding the timings
as decision variables [181, 204] or by using an additional optimization routine [70].
When using a shooting method without an explicit contact model, the contact
configuration can be determined during the forward integration (the “rollout”) while
still using a hybrid dynamics [47] or constraint-based approach. However, in this
case, the Numerical Optimal Control approach does not necessarily reason about
contact sequences explicitly but might just “tolerate” them [47].

There are advantages for both, elastic and inelastic contact modelling. In general,
elastic contacts lead to smoothness of the underlying problem which helps conver-
gence speed in gradient based approaches. However, when a contact sequence is
specified, inelastic contacts have the benefit of less stiff system dynamics. When it
comes to control and stabilization of a system, inelastic contacts are very popular
as we will discuss later in this section.

Motion Planning and Control for Legged Robots

Prior to the increase in popularity of optimization approaches, motion planning in
legged and especially quadruped locomotion has often been tackled with controllers
and planners specialized in creating a particular gait. To reduce the complexity of
the systems, early approaches resort to simplified models. In the early days of legged
locomotion, Linear Inverted Pendulum Modes [112] and Spring Loaded Inverted
Pendulums (SLIP) were applied to model walking. These models represent the robot
as a single mass, concentrated at the Center of Mass (CoM), that is in contact with
the ground over the pendulum “stick”. Despite their simplicity, these models can
lead to impressive performance especially when combined with robustness criteria
such as the Zero Moment Point (ZMP) [228] as done in [43, 113, 236, 248|. Due to
their low-dimensionality they can be efficiently used in Numerical Optimal Control
[144, 236] and Optimization [156] approaches as well. If a quasi or purely linear
representation is chosen, this can even allow for Model Predictive Control schemes
[99, 247]. However, in such approaches angular momentum is either neglected or
constrained to be zero, limiting the solution space. If not only the linear motion
the CoM is considered, but also its angular momentum, we arrive at Centroidal
Dynamics [178] or (single) Floating Rigid Body (FRB) models. These models
have become very popular in Numerical Optimal Control for motion planning in
legged robotics, e.g. [46, 71, 102, 127, 128, 247]. While these models can account
for all masses and inertias from the link by projecting them to the CoM, they
cannot reason about internal forces which might lead to plans that exceed the
system’s actuation limits. As mentioned in the previous subsection, full Rigid
Body Dynamics models have also been used in Numerical Optimal Control for
legged locomotion [143, 154, 181, 188, 217]. However, hardware results are rare and
computation time is often far from online applications. When online computation
is not required, gradient-free, blackbox optimization can be used as shown for a full
Rigid Body Dynamcis model [195] or even more complex models that include the
entire actuation system [35]. These approaches do not require gradient information
but still show impressive results even on hardware [35], they require a large amount
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of data samples which is computationally expensive to generate.

One challenge in motion planning for legged robots is finding contact sequences.
One option is to predetermine them [43, 113, 144, 248] which works especially
well in humanoid robots, where the number of gait pattern types is very limited.
However, when considering multiple endeffectors such as quadrupeds or humanoid
robots with arm support, pre-specifying gait pattern becomes more complex. While
certain gait patterns can be associated with certain tasks, e.g. climbing stairs with
a handrail, or a specific speed, e.g. gallop for fast locomotion, such discrete choices
as well as transitions between them can become problematic. To overcome this
limitation, heuristic or simplified models can be used [247|. However, even if the
contact sequence is fixed, timing of the different flight and stance phases remains an
issue. While also the timings can be pre-specified, they can be an implicit [156, 217]
or explicit [154, 181] outcome of the optimization. As an alternative, planning
can be performed in phase space where the timing of the trajectories is done in a
secondary step [37, 185].

But not only contact sequences and timings are important but also their locations,
especially in uneven terrain. Early fixed gait planners and controllers resort to
compliant force controllers and heuristic reactive planners to cope with terrain
[11, 82]. Active terrain handling in motion planning is a major challenge. Roughly
speaking there are three common options for contact planning in rough terrain.
First, a (random) sampling based planner can try to find a sequence of collision
free footholds in the terrain [138, 183, 193, 232, 241]. Alternatively, the terrain can
be handled in a continuous manner, e.g. by extracting a reward function based
on some contact quality metric [113, 248|. As a third option, a discrete set of
possible contact patches can be extracted which then allows for using a discrete
search approaches. In the latter approach a quality metric can be assigned to each
patch, allowing a combination of discrete and continuous optimization [46, 128]. All
methods are usually employed as part of a hierarchical motion planning frameworks
where first footholds are planned prior to the motion plan for the entire robot
[102, 113, 128, 236, 247]. The benefit of a hierarchical planner is that each level
solves a smaller, simpler subproblem. The footstep planner often resorts to simplified
kinematic or dynamic models or other heuristics. However, it is not ensured that
the higher level motion planners are able to find a dynamically and kinematically
consistent trajectory. There are methods that can optimize over dynamics as well
as contacts sequences, timings and locations simultaneously [156, 217]. However,
these methods are gradient based approaches, i.e. they rely on smooth contact
information [217] or physics [156]. Approaches like the former one have not yet been
demonstrated on complex terrain while the latter violates physics and kinematics,
limiting transferability to hardware.

Feedback Control and Trajectory Stabilization for Legged Robots

When it comes to legged robots, stabilization of a fixed set point or a trajectory
is a complex problem. A legged robot is subject to often unilateral contacts and
other complex constraints such as friction cones, actuator limits etc. This forces
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a feedback controller to reason about both the dynamics of the robot as well as
contacts. One option is to assume that contacts are generally elastic. For very soft
materials [10] admittance control, where we try to control the interaction force
based on the deformation of very stiff materials, can be an option. However, given
the stiffness of most state-of-the-art robots, the dynamics of the contacts based
on the deformation of the contact bodies have a bandwidth that greatly exceeds
the bandwidth of common actuators. Therefore, an admittance control approach
is often infeasible. Additionally, position controlled joints can be a problem with
unexpected contacts which are very likely given uncertain state estimates or complex
terrain. The robot will react stiff to these disturbances which can affect stability of
the overall system.

To avoid the stiff contact problem, compliant impedance based control has become
very popular [11, 82] where the robot’s joints are force controlled. Force control can
be combined with simple model free approaches such as Virtual Model control [191].
When a fairly accurate dynamic model of the robot is available, inverse dynamics
control can be applied, where feedforward joint torques are computed based on
a desired acceleration. For legged systems in contact, projection based inverse
dynamics have become popular [2, 152] which are equivalent [200] to Operational
Space Control [120]. These methods assume rigid contacts and project the dynamics
into the contact constraint satisfactory subspace. This allows for computing the
inverse dynamics without explicitly considering the current or resulting contact
forces. One reason why these approaches have become more popular than standard
inverse dynamics is that on physical systems the contact configuration is often
easier to estimate than the contact forces. This is especially true in the absence
of end-effector force sensing. The projection is based on the assumption that the
endeffectors in contact have zero velocity. However, these methods do not consider
that often contacts are unilateral and subject to friction limits. Therefore, it is not
guaranteed that for a given desired acceleration there exists a solution to the inverse
dynamics problem that satisfies all contact constraints. To overcome this issue, a
constrained optimization based approach solving Quadratic Programs (QPs) has
been proposed [199]. Furthermore, robust inverse dynamics approaches have been
developed [49].

Any inverse dynamics controller needs to be provided with a desired acceleration.
Given a full state trajectory, we can compute a full state feedback controller which
outputs a whole-body acceleration. However, such a full state feedback controller
might not be available or not even desirable. Desired accelerations are often
computed by reactive control laws expressed in “task space”, e.g. an end-effector
frame or the whole body frame. They are then transformed to coordinate (or joint)
space using the Operational Space Control [120] framework. Legged robots often
have to fulfill multiple tasks at the same time. Such tasks can be to maintain
balance, i.e. controlling the center of mass position and orientation [101, 128],
move limbs to certain locations, create certain contact forces etc. The tasks do
not necessarily involve the entire state space of the robot and sometimes can be
realized in different ways. However, they can also be conflicting requiring to trade
off between them or to introduce a hierarchy. Therefore, the Hierarchical Task
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Space [206] formulation has been created, where lower priority tasks get projected
in the Nullspace, i.e. the remaining “degrees of freedom”, of higher priority tasks.
Such a hierarchical approach can also be applied to constrained optimization based
inverse dynamics [101, 128|.

These inverse dynamics approaches are often combined with simple feedback
controllers or sometimes even Optimal Control approaches such as LQRs [101]
which generate the desired acceleration. As such, these approaches are purely
reactive. However, reference trajectories can also be computed using Trajectory
Optimization in task space, which e.g. leads to “centroidal dynamics” approaches
(e.g. [102]) as discussed in the previous subsection. Optimizing trajectories in task
space nicely reduces the dimensionality of the problem, allowing even for receding
horizon computations [102]. However, as an inverse dynamics approach the contact
sequence is assumed to be given, which prevents such approaches from discovering
behavior like reactive stepping.

With the exception of heuristic based methods, reactive stepping can only be
achieved with a receding horizon motion planner. However, no existing motion
planning or Numerical Optimal Control approach that optimizes over contact
locations and timings can be run in true MPC mode, i.e. solve the full planning and
control problem in a single control cycle. Therefore, reactive or receding horizon
inverse dynamics planners play an important role to stabilize the robot as well as
possible in a given contact configuration while the contact aware planner computes
an updated plan.

Motion Planning and Control for UAVs and Ballbots

While both, a ballbot and a UAV are nonlinear systems, they can be well approxi-
mated with linear systems and linear controllers show good performance for tracking
fixed setpoints or trajectories [29, 171]. Therefore, for most applications such simple
feedback controllers are sufficient.

In comparison to legged robots, motion planning for these systems benefits from
the fact that both ballbots and UAVS are lower dimensional systems and usually
do not make contact with the environment (except for the ball in ballbots). This
allows geometric planning of trajectories for UAVs [64]. Geometric planning can
also be applied to ballbots. In [171] a parameter optimization for trajectories based
on hyperbolic secants is presented. As usual, such a dimensionality reduction limits
the solution space to a specific subset of motions, affecting generality. Additionally,
trajectories are planned in state space rather than input space, require to solve the
inverse control problem for which a solution is not guaranteed to exist. This also
affects the work presented in [170]. While reasoning about the dynamics of ballbots
and UAVs, researchers have also discovered that they are (partially) differential flat
systems [45, 209] even for more complex configurations [214]. Differential flatness
greatly simplifies the planning problem and allows for fast trajectory planning [150].
However, deriving a differentially flat representation of a system can be challenging
and thus this approach cannot necessarily be transferred to other robots such as
legged systems. While there exist some approaches that aim at automating this

27



1 Introduction

process [207], they are computationally expensive. Additionally, not all systems
are partially or fully differentially flat. As shown e.g. in [161] only special types of
Rigid Body Dynamics systems are differentially flat. Motion planning for UAVs
can also efficiently be tackled with randomized planners [233]. While all the above
mentioned specialized motion planning solvers for ballbots and UAVs perform
very well in practice, they all demonstrate a significant amount of engineering and
reasoning about the specifics of a problem. Therefore, they do not fulfill our vision
of a generalized approach. However, they still provide a great benchmark for our
development.

Trajectory Optimization is also becoming popular in UAVs. As in legged robots,
some approaches rely on simplified dynamic models and results are impressive [98].
Due to the relatively low state space dimensionality of UAVs, Numerical Optimal
Control using a full Rigid Body Dynamics model can be applied efficiently as well
as shown for planning in [182] and for MPC in [116]. This also applies to systems
where UAVs are augmented with manipulators. [116] (published after the work on
MPC for UAVs in this thesis [165]) shows that Numerical Optimal Control is a very
effective method for combining motion planning and control in a single algorithm
rather than resorting to a classical seperated approach.

Since there exists only a limited number of ballbot platforms, a fully dynamic
approach for Numerical Optimal Control for motion planning on such systems has,
to the best of our knowledge, not been tackled before. The only example of such
an approach, apart from this thesis, is work related to this thesis [182].

1.4.2 Part B: Applying Numerical Optimal Control to Mobile
Robots

The second part of this thesis is distributed between three relatively independent
subtopics. Therefore, a general literature review for all of these subtopics is not
applicable. Therefore, we provide a short high level literature review here, whereas
detailed related work is covered more extensively in the papers themselves.

Derivatives of Rigid Body Dynamics

As we have seen in Subsection 1.4.1, gradient-based Optimal Control is frequently
applied to Rigid Body Dynamics systems. Also, state estimation or parameter
optimization rely heavily on derivative information. Due to the nonlinearity of Rigid
Body Dynamics, derivatives are often tackled using numerical differentiation [61, 181]
since it is simple to setup. However, the computational overhead is significant. As
a result, analytic formulations for derivatives of Rigid Body Dynamics have been
derived [81]. However, the resulting expressions are fairly complex to implement
and no open source implementation is available. Also, higher order derivatives
of Rigid Body Dynamics pose an issue. This is one potential reason why first-
order Numerical Optimal Control problems are often favored over second-order
methods. To avoid the derivative problem altogether, derivative-free algorithms
such as [141] have been developed. While they do not require derivatives and can
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show convergence comparable to second-order methods, their computational effort
is significant. Another way of avoiding derivatives is to resort to sampling based
or black box optimization approaches [35, 108, 195, 221|. However, since gradient
information is not leveraged, a significant amount of sampling is required, greatly
affecting runtime. Many of the optimal control toolboxes reviewed in Subsection
1.4.1 thus leverage Automatic-Differentiation. However, these toolboxes usually
require models in specific modelling languages in which efficient implementations of
Rigid Body Dynamics algorithms [72] are not available. On the other hand, many
tools that implement these algorithms [44, 73, 139, 208, 224| are not compatible
with Auto-Differentiation tools, despite the availability of a large selection of such
tools.

Simulators for Rigid Body Dynamics

Simulators are very well established in robotics research. Most general purpose
simulators are based on physics engines that implement Rigid Body Dynamics
algorithms. Often, these engines originate from the field of computer games and
animation [44, 212] which value speed and numerical stability higher than physical
accuracy or control relevant effects. However, there are some engines that have
been developed specifically for robotics [139, 224]. While not complete physics
engines, Rigid Body Dynamics tools such as [73, 79] can be augmented with simple
integrators and contact models to act as physics engines. Physics engines are usually
wrapped with graphical user interfaces and robotic tools to form complete robotics
simulators [124, 202]. However, most simulators are designed from a relatively
“high-level” perspective, meaning they are very well suited for evaluating high level
motion planning and kinematic planning. However, they often lack a control focus.
By default, most simulators are fully deterministic. However, physical systems
are subject to stochastic processes such as measurement noise, sensor biases or
disturbances in the system. While it is perfectly feasible to include such stochastic
models, most simulators do not contain elaborate sensor or disturbance models. Also,
actuator dynamics or communication delays of the robots input/output system
are usually not considered. There are a few exceptions [124, 224] that show a
development in this direction. However, these efforts are far from complete. For all
the aforementioned reasons, there can be significant difference in the behavior of a
physical systems and their simulation counterparts. Despite this fact, simulations
are still frequently used for evaluating controller performance.

State Estimation for Mobile Robots

To successfully execute Numerical Optimal Control on robots, we need an estimation
of their state. Usually mobile robots are equipped with intrinsic sensors such as
encoders and force sensors that measure part of the state of the system. Inertial
Measurement Units (IMUs) which have become very affordable in recent years
provide orientation estimates out-of-the-box. Odometry or kinematics (in the case
of legged systems), which are frequently fused with raw measurements from an IMU
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[19, 203], can provide an estimate of the position or entire pose of the robot. Also,
visual inertia systems [20, 77] or point cloud based solutions [42, 186] can be used
to estimate the pose. However, in both cases, the position estimates are usually
with respect to some arbitrary initial frame. Thus, we do not have an estimate of
the relative pose between the robot and any part of the workspace. However, this is
central to any task where the robot is meant to interact with its environment. There
are various mapping approaches available either in 3D e.g. [104] or 2.5D elevation
mapping, e.g. [66, 121] that create a representation of the environment at runtime.
While these approaches are reasonably accurate, they do not provide semantic
information about points of interest in the workspace. There are also methods that
provide semantic information such as e.g. [4, 226]. However, they are relatively
complex for our needs. Furthermore, these approaches are not necessarily robust
and computationally expensive. As an alternative, motion capture systems such as
[177, 192, 227] can be used. These systems provide highly accurate measurements
of any object or robot that is equipped with suitable markers. The issue is that
these systems are expensive, tedious to setup and calibrate and/or do not work
outdoors.
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Contributions

This chapter describes the main contributions of the thesis. We have grouped
the publications into two parts found in Chapters 3 and 4. Below, we provide an
overview of the contributions made in the according publications. We also briefly
put each publication into context and relate them to one another as well as to the
overall thesis.

2.1 Summary of Contributions

2.1.1 Part A: Efficient Numerical Optimal Control

The first part of the conducted research constitutes a major step towards running
Numerical Optimal Control online on robotic hardware. This step is enabled
by implementing an efficient nonlinear Optimal Control solver based on the well
established algorithms Sequential Linear Quadratic (SLQ) control and iterative
Linear Quadratic Regulator (iLQR). Due to the efficiency of the solver, we are able
to run SLQ in Model Predictive Control fashion on four different mobile robots,
outperforming classical Model Predictive Controllers in computational speed while
solving tasks that can hardly be tackled with classical control approaches. When
applying the same approach to a legged robot, we are able to not only generate
motions but also optimize for contact timings and sequences. As a result, our
approach is able to discover different periodic gait patterns of a quadrupedal robot,
which has not been demonstrated before in conjugation with a fully dynamically
consistent motion planner. Furthermore, we apply the same approach in MPC
fashion on quadruped hardware, which is the first application of whole body MPC
through contacts for dynamic tasks on legged hardware. While SLQ and iLQR
in its original form cannot handle constraints, we propose a method to include
state and input constraints in our formulation without breaking the linear time
complexity. This enables us to replace an explicit, stiff contact model by numerically
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well behaving constraints. The constraint formulation itself is general and extends
beyond the contact problem. The contributions of the first part of this work can be
summarized as follows:

Contr. A1 This work proposes a simple, yet effective way to incorporate state and
input constraints into SLQ without breaking linear time complexity, tackling
one of the major drawbacks of this class of algorithms.

Contr. A2 This is one of the earliest works of handling contacts in SLQ-type
algorithms as constraints rather than smooth contacts.

Contr. A3 To the best of our knowledge, this work created the first open source
C++ implementation of SLQ/iLQR.

Contr. A4 The same Model Predictive Control algorithm is demonstrated on
three different robot types: two quadrupeds, a hexrotor and a ground robot.

Contr. A5 This work is the first demonstration of SLQ applied to locomotion on
legged hardware, both as a planner and as MPC.

Contr. A6 We apply Numerical Optimal Control to highly dynamic tasks under
contact changes, which forms a contrast to previously published work where
tasks where usually quasi-static or without contact change.

Contr. A7 SLQ is demonstrated to be able to discover periodic gait patterns and
adapt these when running in MPC fashion.

Contr. A8 This is the first application of SLQ for large time horizon MPC on
mobile and legged robots.

2.1.2 Part B: Applying Numerical Optimal Control To Mobile
Robots

The second part of this work tackles issues related to applying Numerical Optimal
Control to mobile robots. Related work often falls short in presenting hardware
experiments, not because of the underlying approach but because implementing
Optimal Control on a physical systems comes with additional challenges. The
relationship and interaction of these practical issues with the aforementioned funda-
mental question are far from trivial. Hardware experiments ruthlessly uncover these
interactions and addressing them rigorously is key to the success of hardware test.
While not the main focus of this work, this part contains important contributions
in solving practical challenges in executing Numerical Optimal Control to physical
systems. By avoiding shortcuts but instead tackling the fundamental problems
involved, the contributions of this part extend beyond applications of Numerical
Optimal Control.

Numerical Optimal Control usually requires gradient information from the under-
lying system. While gradients can be computed numerically, this is an expensive
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process. Analytical gradients are error prone and tedious to compute for complex
systems. Hence, we introduce Auto-Differentiation into the field of Rigid Body
Dynamics. While Auto-Differentiation is a well established tool in the numerical
control community, it is not very well adopted in the robotics community, especially
not in legged locomotion. This work carefully analyzes the potential performance
gain for Auto-Differentiation for Rigid Body Dynamics algorithms and illustrates it
with practical examples which would not be feasible without Auto-Differentiation.
‘We also propose a reference implementation based on well established tools and
provide it as open source software. This framework is not only useful for Opti-
mal Control but also other derivative-based approaches including estimation or
parameter optimization.

As mentioned before, results in the field of Numerical Optimal Control are often
only demonstrated in simulation. Therefore, we investigate the expressiveness
of Rigid Body Dynamics simulations regarding control performance. Based on a
theoretical linear control analysis, we demonstrate that state-of-the-art physics
simulations are — in their current form — not suitable for assessing feedback control
stability. We also propose how to change our simulators to overcome this issue.

The last contribution aims at solving one of the main challenges of mobile
robotics namely the localization of themselves with respect to their workspace. This
problem is not only essential to Optimal Control but to any motion planning or
control approach. Instead of resorting to expensive motion capture systems, we
propose a lightweight localization system that relies on visual and inertial sensors,
already present in most robots. We propose an EKF-SLAM approach based on 6
degree of freedom landmarks compared to the regular 3 degree of freedoms. These
landmarks are based on paper printable fiducials. While localization based on
fiducials is common, this is the first visual-inertial sensor fusion with fiducials,
solving three major issues of fiducial based localization: occlusion, motion blur and
pose ambiguity.

The contributions of the second part of this work can be summarized as:

Contr. B1 We propose the usage of Auto-Differentiation for control and opti-
mization based on Rigid Body Dynamics. Trajectory Optimization examples
illustrate the advantages of the approach.

Contr. B2 We extend the Open Source Rigid Body Dynamics framework RobCo-
Gen with support for Auto-Differentiation which makes it the first Rigid Body
Dynamics C++ engine to support Auto-Differentiation.

Contr. B3 This work analyzes physics engine from a control perspective and
demonstrates why they are not suitable for assessing control stability.

Contr. B4 We develop an cost-efficient open-source framework for localizing a
mobile robot with respect to its workspace. By not relying on a specific
motion model, this system is applicable to most mobile robots.
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Contr. B5 A visual-inertial approach is proposed that estimates fiducial and robot
poses simultaneously, solving the issues of occlusion, pose ambiguity or motion
blur of vision-only fiducial localization.

Contr. B6 An extension of standard EKF-SLAM from 3-DoF to 6-DoF landmarks
is proposed.

2.2 Publication Overview — Part A

Paper |

Michael Neunert, Cédric de Crousaz, Fadri Furrer, Mina Kamel, Farbod Farshid-
ian, Roland Siegwart, Jonas Buchli, “Fast Non-Linear Model Predictive Control
for Unified Trajectory Optimization and Tracking”. In Proceedings of the IEEE
International Conference on Robotics and Automation (ICRA), 2016.

Summary

This paper shows how SLQ can be applied as a MPC for trajectory optimization
and tracking on two mobile platforms, namely the ballbot Rezero, described in
Subsection 1.3.3, and the hexrotor “Firefly” described in Subsection 1.3.4. The
successful hardware experiments on these two test platforms already underline the
capabilities of Trajectory Optimization: We apply the same approach to a flying
and a ground robot. Due to the low dimensionality of their state space, which is only
10 for the ballbot and 12 for the UAV, we can solve the Trajectory Optimization
problem online at high rates of up to 100 Hz for time horizons of several seconds.
The benefit of SLQ is that apart from the trajectory it also provides stabilizing
feedback gains that match the trajectory. These feedback gains correspond to the
solution to the finite-horizon time-varying LQR solution and allow us to run an
additional stabilizing controller at higher rates. Thus, unlike conventional MPC, we
do not have to solve the Trajectory Optimization problem exactly at control rate.

Contribution

To the best of our knowledge this has been the first demonstration of Trajectory
Optimization for long time horizon Model Predictive Controller on mobile robots
which does not resort to simplified models (Contr. A8). The publication shows
hardware experiments for two out of three platforms used throughout this thesis
(Contr. A4). This work also serves as an application example of our custom
SLQ/iLQR solver implementation, which was later open sourced (Contr. A3).

Context

This initial work on applying SLQ to physical robots serves as a test-bench and
convincingly illustrates the capabilities of this approach. The obtained results
are a great motivation to apply SLQ to more complex problems such as legged
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locomotion under contacts shown in Paper II. Furthermore, the demonstrated
window passing task of the UAV shows that penalty-based soft constraints work
well in practice. We later exploit this in Paper III in a more rigorous fashion in our
extension of SLQ to incorporate state and input constraints. Due to the simplicity
of the models, we can use analytical derivatives generated by a symbolic toolbox.
Thus, linearization of the system dynamics is not an issue in this particular case
which is why Auto-Differentiation, as presented in Paper V, is not used in this work.
The hexrotor is executing several tasks that require a localization in the workspace.
As the localization method described in Paper VII had not been developed yet, we
resorted to an external motion capture system.

Paper Il

Michael Neunert, Farbod Farshidian, Alexander W. Winkler, Jonas Buchli, “Trajec-
tory Optimization Through Contacts and Automatic Gait Discovery for Quadrupeds”.
In Robotics and Automation Letters (RA-L), 2017.

Summary

Motivated by the potential of SLQ applied to a UAV and a ground robot, this paper
aims at bringing SLQ to more complex, legged systems. Apart from the increase in
model complexity, legged systems also have to make and break contacts with the
environment to perform a task. To avoid discontinuities in state space, which SLQ
cannot handle well, we propose a penalty based contact model. A smooth contact
model allows for automatically discovering contact sequences and timings, which in
this case allowed us to discover gaits and other motions requiring dynamic contact
switches. We illustrate how this additional freedom can be leveraged by the solver
for different tasks and initial conditions.

Contribution

This paper shows that SLQ can be used for discovering periodic gait patterns
(Contr. A7). Furthermore, it is the first time SLQ has been applied to locomotion
tasks on legged systems (Contr. A5) and thus, together with Paper I, we com-
plete the contribution of running the same algorithm on three different platforms
(Contr. A4). The demonstrated tasks are dynamic and include dynamic contact
changes (Contr. A6). Again, our custom C++ SLQ solver has been used in this
work (Contr. A8), leading to very short optimization times.

Context

In contrast to Paper I, the state and input dimensionality is significantly increased.
This allows for more complex motions to be generated. While this is a strength of
the approach, it also requires more cost function tuning. Furthermore, an explicit
contact model requires tuning as well. This has motivated us to look for an easy to
tune, numerically robust approach presented in Paper III. Also, due to the model
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complexity, we could only partially use analytical derivatives resulting in a significant
overhead in computation for linearization. This has led to the effort of obtaining
faster derivatives in Paper V. While not explicitly described in the paper, in demos
we are using our localization system presented in Paper VII to obtain a relative
pose estimate between the quadruped and the pallet for the push task presented
in the paper. Since HyQ is a powerful robot that could potentially break itself
during hardware experiments, we performed initial tests in our improved simulation
environment Paper VI to assess performance before hardware experiments.

Paper Il

Michael Neunert, Farbod Farshidian, Jonas Buchli, “Efficient Whole-Body Trajectory
Optimization Using Contact Constraint Relaxation”. In Proceedings of the IEEE-
RAS International Conference on Humanoid Robots (HUMANOIDS), 2016.

Summary

Most SLQ-type approaches model contacts by using an explicit contact model.
One reason for this is that algorithms of this class cannot handle state constraints
without sacrificing linear time complexity, the major advantage over NLP methods.
However, a contact model is difficult to tune and platform dependent. To overcome
this limitation, we investigate if we can treat contacts as constraints to our solver.
In order to handle constraints in our SLQ formulation, we add violation terms to
our cost function. We prevent our solver from violating this “soft constraint” by
increasing its weighting over the course of iterations. While we are not using a
log barrier, this method is inspired by interior point solvers which also convert
constraints to loss functions. We demonstrate that this approach is very effective
in reducing constraint violation to a negligible amount. Using a constraint-based
contact handling greatly reduces tuning efforts, which further contributes to our
vision of platform-independent, transferable Optimal Control.

Contribution

This publication presents how state and input constraints can be handled in an SLQ-
type algorithm without loosing linear time complexity (Contr. A1), overcoming
one of the major drawbacks of these methods. When dealing with contacts, a
constraint-based approach avoids the complex tuning process of a soft contact
model and does not require to make a trade-off between physicality and numerical
properties (Contr. A2).

Context

This work allows us to compare a constraint-based contact handling with an explicit
contact model shown in Paper II. In this approach, we rely on fixed contact
timings. While this prevents us from optimizing for contact timings, it has two
great advantages. First, tuning is greatly simplified. For all motions on the same
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platform, we can use a single cost function to generate all gait types and no tuning of
contact model parameters is required. Second, having control over the timings can
be beneficial if we want to optimize for a given gait pattern or adjust the stepping
frequency. E.g. in trotting, a higher stepping frequency does not yield lower costs
in our metric but can greatly improve robustness, which SLQ-type algorithms do
not account for. Since our constraints are added to the cost function, we need to
provide first and second order derivatives. Since the involve kinematics, we already
made us of our Rigid Body Dynamics Auto-Differentiation framework presented in
Paper V.

Paper IV

Michael Neunert, Markus Stauble, Markus Giftthaler, Camine D. Bellicoso, Jan
Carius, Christian Gehring, Marco Hutter, Jonas Buchli, “Whole-Body Nonlinear
Model Predictive Control Through Contacts for Quadrupeds”. In ArXiv preprint
arXiv:1712.02889 [cs.RO], 2017.

Summary

Previous work demonstrated both the potential of SLQ for whole-body control
through contacts as well as running SLQ in MPC fashion on robotic hardware.
Hence, this paper combines both approaches and evaluates them on two quadrupeds,
HyQ and ANYmal. In this work, we decide to use the explicit contact model in order
for the algorithm to be able to reason about contacts. Hence, without specifying
contact locations, timings or patterns explicitly, we demonstrate very dynamic tasks
such as squad jumps or trotting. Furthermore, by disturbing the robots during
execution, we can show how the MPC controller is able to adapt gait patterns
and contact timings. One key sucess factor is also the achieved speed up of the
algorithm in comparison to previous implementations, reaching MPC rates of up to
180 Hz for 500 ms time horizons.

Contribution

This paper is the first of its kind that shows Model Predictive Control through
contacts for locomotion and dynamic motions using a whole body model (Contr. A6)
being directly applied to robotic hardware (Contr. A5). By actively reasoning about
contacts, it is the first time that SLQ-MPC is shown to be able to adjust contact
sequences and timings on the fly, both for gaits and single motions Contr. A7.
The SLQ solver combined with Direct Multiple Shooting ideas, all open sourced
(Contr. A3) is able to run at unmatched rates of 180 Hz at a time horizon of 500
ms. By running hardware experiments on two very different quadrupeds, namely
hydraulically actuated, large scale HyQ and electrically actuated, medium scale
ANYmal, we underline the generality of our chosen approach (Contr. A4).

37



2 Contributions

Context

This publication being chronologically the newest, combines most of the work of
this thesis. Motivated by the results of applying MPC on other types of robots in
Paper I as well as the demonstrated potential of SLQ for legged robots in Paper
II, this paper is the natural combination of these two. The results in this paper
were further facilitated by the experience gained during hardware experiments of
SLQ on hardware presented in Paper III. The last missing piece is fast enough
runtime such that the whole-body MPC approach scales to complex quadruped
models. One key ingredient here is Auto-Differentiation presented in Paper V.

2.3 Publication Overview — Part B

Paper V

Markus Giftthalert, Michael Neunertt, Markus Stduble, Marco Frigerio, Claudio
Semini and Jonas Buchli (Tthese authors contributed equally to this work), “Automatic
Differentiation of Rigid Body Dynamics for Optimal Control and Estimation”. In
Advanced Robotics, 2017.

Summary

Obtaining efficient derivatives is a major challenge for gradient based approaches
which are frequently used in Optimal Control, estimation and optimization. This
is also the case for the Optimal Control approaches that heavily depend on linear
approximations of the system dynamics. Prior to this work, these derivatives had
to be either derived manually, computed with numerical differentiation or generated
with a symbolic toolbox. However, as the paper illustrates, these methods come
with major drawbacks either in efficiency or accuracy. This paper overcomes these
limitations and provides both fast and accurate derivatives in an automated fashion.

Contribution

While Auto-Differentiation is a common tool in Optimization, it has not yet been
studied for Rigid Body Dynamics. This work presents a rigorous evaluation as well
as application examples that underline the potential performance gain (Contr. B1).
Current C++ frameworks for Rigid Body Dynamics algorithms lack support for
Auto-Differentiation. Therefore, we add Auto-Differentiation compatibility to the
open-source Rigid Body Dynamics code generator “RobCoGen”, making it the
first Auto-Differentiation compatible Rigid Body Dynamics framework in C++
(Contr. B2).

Context

While this approach has only been developed after the work presented in Part
A, this paper replicates some of the examples presented in Paper II. It shows
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the speed-up that Auto-Differentiation can provide to Nonlinear Optimal Control
problems.

Paper VI

Michael Neunert, Thiago Boaventura, Jonas Buchli, “Why off-the-shelf physics
simulators fail in evaluating feedback controller performance - a case study for
quadrupedal robots”. In Advances in Cooperative Robotics: Proceedings of the 19th
International Conference on Climbing and Walking Robots and Support Technologies
for Mobile Machines (CLAWAR), World Scientific, 2016.

Summary

Most motion planning and control algorithms are often evaluated in simulation,
either as a verification step to reduce risks in hardware experiments or as a re-
placement for experiments themselves. Especially with planners that do not use
simplified models, the verification is often conducted with the same model as also
used for planning. This clearly limits the validity of simulation results but unfortu-
nately is still accepted practice. This issue is further aggravated by off-the-shelf
simulators not modelling sensor noise, actuator dynamics or signal delays. However,
these properties are well known to be important when accessing control stability.
Therefore, in this paper, we examine physics engines from a control perspective and
analyze how informative they are for assessing control stability. This will eventually
tell us how useful they are to validate our own approaches.

Contribution

Simulators are still considered acceptable means of assessing control performance.
In this work, we demonstrate that off-the-shelf simulators, in their current form, are
not suitable to assess control stability not even for very simple systems or controllers
(Contr. B8). Additionally, we show how physics engines can be easily improved to
account for these shortcomings.

Context

‘While all publications in this thesis that focus on Numerical Optimal Control
are validated with hardware experiments, this work on simulations helped to
assess the stability of the used controllers before executing them on the physical
hardware. This ultimately helped to speed up the development and prevent hardware
damages. Furthermore, it provides an insight which additional effects, such as
actuator dynamics, we should maybe included in the model used in the Trajectory
Optimization step. Most importantly however, this work shows that simulation
only results are not sufficient for accessing the stability and robustness of Numerical
Optimal Control approaches.
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Paper VII

Michael Neunert, Michael Bloesch, Jonas Buchli, “An Open Source, Fiducial Based,
Visual-Inertial Motion Capture System”. In Proceedings of the 19th International
Conference on Information Fusion (FUSION), 2016.

Summary

The Trajectory Optimization approaches optimize trajectories for all dimensions of
the state space. Therefore, we need to measure or estimate the entire state of our
robots. While most of our platforms and many other platforms provide a reasonable
state estimate, position estimates remain an issue. Usually, they are taken with
respect to an arbitrary initial frame and are often integrated odometry or kinematic
measurements. Therefore, they are prone to drift. Furthermore, they do not provide
a localization with respect to the robot’s environment or objects in it, which can be
a requirement of some tasks. In this work, we propose a visual-inertial estimation
approach that provides a relative localization of the robot with respect to artificial
landmarks that can be attached to “locations of interest” in the robot’s workspace.

Contribution

The proposed system relies on sensing that is already available on most robots and
thus is more cost efficient than motion capture systems (Contr. B4). Affordable
paper printed fiducials allow to mark points of interest in the robot’s workspace
and a general motion model allows for implementing the system on most mobile
robots (Contr. B4). In contrast to existing fiducial based localization systems, we
avoid solving the ill-posed problem of extracting the fiducial’s pose from a single
measurement of its corners but rather estimate its pose over multiple observations
while considering measurement uncertainty. This solves the ambiguity problem of
fiducial based systems (Contr. B5). Since our landmarks are characterized by a
pose rather than just positions, we propose an extension of the regular EKF-SLAM
approach to handle 6-DoF rather than 3-DoF landmarks (Contr. B6). Furthermore,
we include inertial measurements which provide accurate state estimates during
fiducial occlusions or fast motions that are subject to visual motion blur (Contr. B5).

Context

In principle the developed system could have been used in all experiments presented
in Part A. However, since this system has only been developed after some of these
publications have already been published, it could only be used in Paper II and
Paper III. During the hardware experiments in Paper III the system has been used
to localize the pallet for the push task. While not published, both systems have
been used jointly in many live demonstrations of HyQ throughout the course of the
doctoral studies.
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Paper I: “Fast Non-Linear Model Predictive Control for
Unified Trajectory Optimization and Tracking”

Authors

Michael Neunert, Cédric de Crousaz, Fadri Furrer, Mina Kamel, Farbod Farshidian,
Roland Siegwart, Jonas Buchli

Abstract

This paper presents a framework for real-time, full-state feedback, unconstrained,
nonlinear model predictive control that combines trajectory optimization and tracking
control in a single, unified approach. The proposed method uses an iterative optimal
control algorithm, namely Sequential Linear Quadratic control, in a Model Predictive
Control setting to solve the underlying nonlinear control problem and simultaneously
derive the optimal feedforward and feedback terms. Our customized solver can generate
trajectories of multiple seconds within only a few milliseconds. The performance of the
approach is validated on two different hardware platforms, an AscTec Firefly hexacopter
and the ball balancing robot Rezero. In contrast to similar approaches, we perform
experiments that require leveraging the full system dynamics.

Published in:
Proceedings of the IEEE International Conference on Robotics and Automation (ICRA), pp. 1398-1404,
2016

Award:
This paper has been the runner-up for the Best PhD Paper Award 2016 of the National Centre of
Competence in Research (NCCR) Robotics.
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1.1 Introduction

While recent developments in robotics progress with increasing speed, we still do
not see many real world applications. One major challenge for such applications
are dynamic environments. Unpredicted changes in its surroundings may require
the robot to react quickly and replan its motion within a short time. Despite
such sudden changes, the motions should be smooth and adjusted according to the
application or current task. Many motion control problems in mobile robotics are
solved by addressing trajectory planning and tracking separately. This classical
approach consists of a trajectory generation block that is responsible of generating a
feasible trajectory and a feedback controller policy that tries to track the generated
trajectory. Since the trajectory planner is required to solve a complex planning
problem, respecting the system dynamics and constraints, it cannot react very
dynamically to changes. The controller on the other hand is often tracking a
fixed trajectory with no authority to adjust it. Furthermore, the planner requires
knowledge about the controller to precisely predict the system’s behavior.

In this work, we are proposing to address this issue with an integrated approach
that solves the motion planning and tracking problem by generating optimal
feedforward and feedback control gains by solving a single optimal control problem.
The unconstrained optimal control problem is solved using a Sequential Linear
Quadratic (SLQ) solver [211], which is a very efficient iterative, nonlinear, and
locally optimal approach. This kind of approach can also be favorable if the state
estimation is likely to be discontinuous and thus requires fast replanning. Such
scenarios frequently occur during loop closures in Simultaneous Localization and
Mapping (SLAM) applications or after regaining measurements after sensor outages,
as it is often the case with Global Positioning System (GPS) measurements in urban
environments. Being able to rapidly generate new intermediate trajectories instead
of letting the controller act on large state deviations prevents aggressive maneuvers.
Therefore, we propose to use SLQ in a Model Predictive Control (MPC) setting by
repeatedly solving the optimal control problem at run time.

Related Work

Recently, MPC approaches have become more popular in robotics [5, 30, 89, 118,
137], thanks to increasing computation capabilities and novel efficient algorithms.
In [105, 194] a framework for fast Nonlinear Model Predictive Control (NMPC) is
presented and used in [115] for fast attitude control of a Unmanned Aerial Vehicle
(UAV), while in [229] a code generator for embedded implementation of a linear
MPC based on an interior-point solver is shown. Most of these methods are solving
a constrained MPC problem, which is computationally complex and thus require a
trade-off between time horizon and policy lag.

To overcome this problem, we are solving an unconstrained MPC problem
using SLQ. One well-known variant of SLQ called iterative Linear Quadratic
Gaussian (ILQG) is presented in [222]| and its capabilities are demonstrated in
various simulations. Following research [60, 217] has shown the feasibility of such
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Figure 3.1: Flight through a tilted window with an Asctec Firefly hexacopter,
with a simultaneously optimized trajectory and gains from the proposed SLQ-MPC.

approaches in simulation. In recent work by others [80], and the authors [69],
SLQ was successfully demonstrated on hardware. However, in these projects the
control is not recomputed during run time, which limits these approaches in terms
of disturbance rejection, reaction to unperceived situations and imperfect state
estimation. These limitations can be mitigated by resolving the optimal control
problem in an MPC manner. First implementations of such an approach were
demonstrated in [62, 123]. However, in this work time horizons are short and
additional tracking controllers are used instead of directly applying the feedforward
and feedback gains to the actuation system. We believe that by allowing SLQ-
MPC to directly act on the actuation system, performance can be significantly
improved. To the best of our knowledge, the presented work is the first application
of SLQ-based MPC applied to highly dynamic, nonlinear mobile robots, directly
controlling their actuation systems. In experiments, we demonstrate the capabilities
of the approach in tasks that leverage the full system dynamics. Thus, the resulting
behaviors cannot be easily reproduced by simple controller and planner schemes.

With our efficient implementation of the SLQ solver, we are able to solve the
MPC problem for time horizons of multiple seconds in only a few milliseconds.
This performance is unmatched by many other MPC algorithms. Yet, the pro-
posed framework does not only provide a feedforward trajectory but also computes
optimal feedback gains which can be used by a higher rate closed loop controller.
Therefore, the proposed approach can effectively substitute a tracking controller
while simultaneously providing the functionality as a local planner. By initializing
the optimal control solver with the infinite horizon Linear Quadratic Regulator
(LQR) solution, feedback gains converge to steady-state gains towards the end of
the trajectory, which can stabilize the system even if the solver fails to compute an
updated trajectory and updated gains in time.
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1.2 Finite Horizon Optimal Control Framework
Problem Statement

In this work, we are solving an unconstrained, nonlinear optimal control problem
in a nonlinear model predictive control manner. We assume a general nonlinear
system

@(t) = f(x(t), u(t)) (3.1)

where x(t) and u(t) denote the system’s state and control input, respectively.
f(x(t),u(t)) denotes the transition vector. f(z(t),u(t)) is assumed to be differen-
tiable with respect to the state z(t) and to the control input u(t). Furthermore,
we assume that all states are observable. Our goal is to find a linear, time-varying
feedback and feedforward controller of the form

u(x,t) = uypp(t) + K(t)a(t) (3.2)

with the control gain matrix /C(t) and feedforward control action wuss(t). The time-
varying controller is found by iteratively solving a finite-horizon optimal control
problem that minimizes a cost function

ty
J=h(z(ty)) +/ L(2(t), u(t)) dt (3.3)
t=0
where [(z,u) and h(z) are intermediate and terminal cost.

Overview of the Control Framework

Our control framework consists of two elements. The first element is the optimal
control solver that repeatedly solves the finite horizon control problem, designing a
feedforward trajectory and time-varying feedback gains. The second element is a
closed loop controller which applies these gains. This second, inner control loop can
run at a higher rate than the outer solver, which allows the solver to take slightly
more time in designing new control trajectories, while the inner loop ensures a
high control frequency. This hierarchical approach allows for rejecting disturbances
and for adjusting to changes in the environment according to their time scales.
Low amplitude, high frequency disturbances are handled by the feedback controller
while larger amplitude, lower frequency disturbances can be compensated for by
the optimal control loop. In contrast to cascaded control loops, we use a single
optimal control algorithm to design the feedforward trajectory and feedback gains.
Therefore, feedback gains are not fixed but tuned to match the trajectory.

Optimal Control Solver

To solve the unconstrained nonlinear optimal control problem as stated in eq. (3.1)
and eq. (3.3), we use a custom solver implementing SLQ control (see algorithm 1).
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Algorithm 1 SLQ Algorithm

Given

- System dynamics: ®(t + 1) = f (x(t), u(t))
te—1

- Cost function J = h (x(ty)) + Z U (x(t), u(t))

- Initial stable control law, u(x, t)

repeat
- t(0) simulate the system dynamics:
T :En(o), un(O), ‘En(l)a un(l)v ey mn(tf - 1)7 un(tf - 1)1 mn(tf)

- Linearize the system dynamics along the trajectory 7:
dx(t + 1) = A(t)dx(t) + B(t)du(t)

te—1
AW T, A®) = Llawyue

tp—1 5
{B)}y  B() = §Llat)ue
- Quadratize cost function along the trajectory 7:

J = p(t) + 62T (tr)p(ts) + 362" (tr)P(ty)om(ty)
t —1

+ Z a(t) + 82T q(t) + sulr(t)

+%6mTQ(t)6a: + 10uT R(t)du
- Backwards solve the Riccati-like difference equations:
P(t) = Q(t) + AT()P(t + 1) A(t)+
KTt)HK(t)+ KT (t)G + GT K (t)
p(t) =g+ AT (O)p(t +1) + KT () HL(t) + 17 (1)g + GTU(t)
H = R(t)+ BT (t)P(t +1)B(t)
G =BT )Pt +1)A(t)
g=7t)+BT(t)p(t+1)
K(t) = —H 'G % feedback update
I(t) = —H 'g % feedforward increment
Line search
- Initialize a = 1
repeat
- Update the control:
u(e,t) = upy(t) + al(t) + K(t) (x(t) — z,(t))
- Forward simulate the system dynamics:
T:2n(0),un(0),®n(1),...,@n(ty —1),un(ty —1),xn(ty)
- Compute new cost:
tp—1
T =h(@(ty) + 3, Lo L(w(t),u(t)) dt
- decrease o by a constant ag:
a=a/ag
until found lower cost or number of maximum line search steps reached
until maximum number of iterations or converged (I(t) < ;)
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SLQ optimizes a time-varying feedforward and feedback controller with respect to a
given cost function by iteratively linearizing the system around a reference trajectory
and computing a quadratic approximation of the cost function around the trajectory
and then backwards solving the resulting time-varying, linear quadratic optimal
control problem. SLQ needs to be provided with a model of the system dynamics as
shown in eq. (3.1). In case the system is not statically stable, a stabilizing controller
needs to be provided. The possibly nonlinear model and the stabilizing controller
are then used to generate a reference trajectory. For the following control update
step around the trajectory, SLQ requires a linearized model. Such a model can be
computed numerically or analytically. While numerical differentiation has been
shown to work [80], we are using analytically derived linearizations [65], as they
are more accurate and faster to compute.

Cost Function Structure In order to apply our optimal control solver, a cost
function in the form of eq. (3.3) needs to be provided. Since in SLQ a quadratic
approximation of the cost function is computed, convergence can be improved
by already choosing a quadratic cost function. Additionally, quadratic costs are
frequently used in control and thus researchers have developed an intuition in tuning
these. The cost functions used in this work are of the following form

ty
J=z(t))THZ(ty) + / ()T Qx(t) + a(t)T Ru(t)
t=0
+ W (z,t)dt (3.4)

where Z(¢)/u(t) represent deviations of state/input from a desired state/input. H,
@ and R are the final cost, intermediate cost and input cost weighting matrices
respectively. To be able to include multiple waypoints in our solver, we add an
intermediate waypoint cost W (x,t) defined as

N
Wat)=> i(t)TWpi(t)\/gexp (—%"(t - tp)2) (3.5)

n=0

where N is the number of waypoints, Z(t) is the deviation from current to waypoint
state, W), is the waypoint cost matrix, ¢, the time at which the desired waypoint
should be reached, and p, the temporal spread of the waypoint. W), and t, can
be chosen separately for each waypoint. Even though we include waypoints as
soft constraints, results show that our formulation of immediate waypoints is able
to enforce a certain state on a trajectory well (see fig. 3.6). At the same time,
such soft constraints allow the controller to slightly violate these constraint if not
dynamically feasible. This relaxes the requirements for a high-level planner to
generate perfectly feasible trajectories, which is a strict requirement when using
hard constraints. Including waypoints in the cost function has another advantage:
the waypoint weighting matrix W allows to configure the importance of individual
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states which makes tuning more intuitive. Since the weighting matrix W), does not
only influence the feedforward trajectory but the feedback gains as well, SLQ also
designs optimal feedback gains that match this importance weighting.

Extending SLQ to MPC

In this work, we are using SLQ in an MPC scheme. Algorithm 2 summarizes the
proposed approach. The main concept is to run SLQ in an infinite loop, continuously
recomputing the control trajectory while adjusting its parameters. The MPC loop
is triggered by a new state measurement and is run until convergence.

State Prediction We define policy lag as the time between the initial state for
which a control policy was designed and the time this policy gets executed. A
long policy lag can have severe consequences on the control performance, especially
for complex dynamic systems with a rapidly changing state. To compensate for a
potential policy lag, one can estimate or measure the lag and predict the first state
where the new policy will be executed. This state can then be used as the initial
condition for the policy design.

Initialization SLQ needs to be provided with an initial controller. The convergence
speed of SLQ depends on this initial guess. When running an MPC at a high rate,
subsequently designed control trajectories usually do not deviate significantly from
each other and thus provide a good initialization for the next design step. However,
it is not trivial to initialize SLQ with the previous controller if the time horizon
is changing, especially when the time horizon increases. As an alternative, SLQ
can be initialized with any stable controller. Since for the presented problems SLQ
converges in less than three iterations without warm starting, we initialize it with
an LQR controller stabilizing the system around its initial state.

Waypoints As shown in eq. (3.5), our waypoints are localized in time. To ensure
that a waypoint is reached at a specific time, we shift the waypoint time ¢, in
eq. (3.5) by the time elapsed since the start of the execution of the plan.

Final Cost Manually tuning the final cost H in eq. (3.4) is difficult. Thus, we
set H to the solution of the infinite horizon LQR Ricatti equation. The input
weighting R is chosen to be equal for both SLQ and LQR. Thus, the final gains of
each trajectory correspond to the LQR gains.

1.3 Test Platforms: Ballbot and Hexacopter

Two platforms were used to demonstrate the applicability of the presented framework.
The hardware as well as the dynamic models for both systems are described below.
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Algorithm 2 SLQ-MPC Algorithm

Given

- System dynamics: x(t + 1) = f (z(t), u(t))

- Input cost weights R for SLQ/LQR

- State cost weights Qg4 for SLQ
tp—1

J=a(t;) Ha(ty) + 3 2(1)7 QugZ(t) + a(t)” Ra(t) + W, t)
£=0

- State cost weights for LQR Qqr
repeat
Adjust Setup
- Acquire current state z(0)
- Optional: Predict state after policy lag by forward simulating dynamics with
previous controller
z(0) = Ttyog
- Optional: Update the time horizon
-ty = distance(x(0), z(tf))
Initialize SLQ with Controller
- Linearize the system dynamics around current state (0):
dx(t+ 1) = A(t)dx(t) + B(t)du(t)
A0) = 81,00y ,w00)
B(0) = 5% |2(0) u(0)
- Compute LQR at linearized state
K(0) = lgr(Quqr, R, A(0), B(0))
- Initialize SLQ with LQR around current state
slq.init(K(0), xo)
Optional: Update Cost Function
- Update desired and final state z4(t), z(tys)
- Update intermediate weights W (z, t)
- Linearize the system dynamics around final state x(ts):
dx(t+ 1) = A(t)dx(t) + B(t)du(t)
A(ty) = g%‘m(tf),u(tf)

B(ty) = %\zuf),u(tf)
- Solve LQR Ricatti equation at final state
P(t;) = ricatti(Quur, R, A(t), B(ty))
- Set final cost of SLQ cost function to Ricatti solution H = P(ts)
Solve using SLQ
- Run SLQ algorithm
- [ugpp(t), K(t), (t)] = slg.solve(f, Qsiq, R, H, W, ts)
- Send control to closed-loop controller
control.apply(uys(t), K(t))
- Optional: Record policy lag tiaq
until finished
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(b) Ascending Technologies Firefly

(a) Ballbot Rezero. Photo Rezero: Ger-
hard Born, Ringier AG

Figure 3.2: Visualization of both hardware platforms used during the experiments.
Both systems are highly dynamic, unstable systems and thus allow for evaluating
the performance of the presented approach.

Ballbot

System Description For our first hardware tests, we use the ball balancing robot
(“ballbot”) Rezero, shown in fig. 3.2. Rezero has very interesting dynamics that
render it a suitable platform for the validation of the framework. It is a statically
unstable, non-minimum phase system which does not allow for using simple motion
planning algorithms. Additionally, the robot is fully torque controlled, allowing for
directly optimizing control torques. The controller executing the trajectory runs
at 200 Hz on an ARM Cortex M4 while the MPC solver runs on an onboard Intel
Core i7 computer.

Model Description A full nonlinear 3D system model of Rezero has been derived
analytically [65]. This model describes the robot as two rigid bodies: the ball and
the upper body. Furthermore, it assumes that no slip and no rolling friction occurs.
Additionally, the actuation dynamics are neglected. The robot’s state is defined as

. . . . . T
e=1[0. 6. 0, 0, 0. 6. o2 @2 @y & (3.6)
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3 Part A: Efficient Numerical Optimal Control

containing the body angles with respect to gravity (6z, 0y, 0-) and its derivatives
(éz, éy, éz), which represent the angular velocities. Furthermore, the state includes
the rotational angles of the ball (¢z, ¢y) as well as their derivatives (¢z, ¢y)-
These states represent the ball’s position with respect to a reference position (e.g.
start position) and the ball’s velocity respectively. We denote the control output,
the three motor torques (71, 72, 73), by u. Through onboard sensors (an inertial
measurement unit and motor encoders), full-state feedback is provided. For the full
model description see [65].

Hexacopter

System Description The second platform is a Firefly hexacopter by Ascending
Technologies, as depicted in fig. 3.2. A Firefly has a Flight Control Unit (FCU)
based on an ARM Cortex-M4 micro controller. The optimal control algorithm is
computed on an onboard computer with an Intel Core i7 processor, sending velocity
commands to the FCU. The current pose estimate obtained from a Vicon tracking
system is sent to the computer via a wireless network.

Model Description We are using a widely used dynamic model for Micro Aerial
Vehicles (MAVs) as e.g. described in [28, 133, 142]. We assume that the axis of each
propeller is parallel to the z—axis of the body frame B as shown in fig. 3.2. Each
propeller i generates a thrust f; along its axis that is proportional to the square of
the propeller’s rotational speed n;. As the motor dynamics are considerably faster
compared to those of the vehicle body, they are neglected. The generated thrust
and moment from the i-th propeller is given by f; = knnf and M; = (=1)km, fi,
where k, and k,, are positive constants and M, is the generated moment. Note
that the sign of each moment M; depends on the rotation direction of the i-th
propeller.

Let p be the position and v the velocity of the center of mass expressed in the
inertial frame W, g the acceleration of gravity, 1" the total thrust generated by the
propellers, m the total mass, w the angular velocity of the vehicle expressed in the
body-frame and J the inertia matrix of the vehicle with respect to the body frame.
R is the rotation matrix from the body to the inertial frame. The system dynamics
can be described by the following equations [28, 133]:

pP=v, (3.7a)
v=R[0 0 T/m]"+[0 0 —¢]", (3.7b)
R=R|wx], (3.7¢)
Jo=wxJwt+A[ fi ... fo ], (3.7d)

where the operator | X | represents skew symmetric calculation, A is an appropriate
matrix that maps the propellers thrust into moments around each axis of the body
frame. For a hexacopter the definition of A can be found in [1].
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1.4 Evaluation and Experiments

In order to assess the performance of our algorithm, we performed different control
tasks on both hardware platforms. Furthermore, we studied the runtime of our
optimal control solver to quantify its performance.

MPC and Optimal Control Parameters

In our approach, we tried to keep the number of parameters low and made them
intuitively tunable. Yet, parameter tuning cannot be avoided, especially given
the generality of the approach. Therefore, we briefly describe how to set these
parameters and reason about our choices for them.

Cost Function Parameters The final cost matrix H in eq. (3.4) can be tuned to
influence the systems approach towards the goal point and the final gains of the
trajectory. In the ballbot examples hand-tuned values for H worked well. However,
in the hexacopter experiments we are setting H to approximate the infinite time
horizon optimal control problem, i.e. the LQR solution centered around the desired
goal position. In general, if only diagonal weightings are considered the cost
function has about 40 parameters to be tuned. However, considering a pre-tuned
LQR controller providing H and R, we only have 24 open parameters. Given the
symmetry in the system and not using unintuitive intermediate position gains in @,
we end up with less than 10 general parameters and less than 10 waypoint specific
weightings. While the latter are possibly task dependent, we keep these the same
throughout all experiments with the exception of an added roll term in section I1.4.
Since all parameters have an intuitive meaning and the solver is insensitive to them,
tuning the costs is simpler than expected.

Time Horizon Choosing the time horizon for the optimal control problem is a
common issue. Ideally, one would set the horizon based on the minimum time
required to reach the final state without exceeding given state and input constraints.
In practice however, many high level planners already present the controller with a
desired time horizon. In our experiments, we heuristically set the distance to the
p-norm between current and goal position which works well.

Solver Settings In most cases, our optimal control solver converges in one to three
iterations. To have some safety margin, we set the maximum number of iterations
to five. When updating the controller, the solver can apply a line search scheme.
However, the solver did not make use of it in any of the experiments.

Results of Ballbot Experiments

First, we run a set of experiments on the physical hardware of Rezero. Due to the
design of feedback controllers, SLQ is able to handle modelling errors on Rezero
quite well [69]. However, large disturbances still pose a problem when the control
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3 Part A: Efficient Numerical Optimal Control

gains (both feedforward and feedback) are not recomputed. To assess to what extend
MPC can improve the situation, we are performing tests with go-to tasks where the
robot is supposed to reach a desired state in a cost-efficient way. In a first test, the
goal state is kept constant, while in a second test it is varied through user inputs.
During both tests, the robot will be disturbed significantly by pushing/dragging it
far away from its desired state.

Fixed Go-To Task under Disturbance In the first experiment, Rezero is given the
task to stay at its initial state which is encoded in the final term of the cost function.
During the test we perturb the robot manually to various distances to the initial
state. These disturbances would eventually exceed the stability margin of most
static feedback controllers (see comparison with LQR. in the video! attachment),
unless they are low-gain and hence show bad tracking performance. In fig. 3.3 an

y Q)
T-» ] t,=0

Figure 3.3: Overhead plot of continuously recomputed, predicted MPC paths
(blue to red gradient) and the executed path (green) of a go-to task on Rezero. The
time horizon is adapted online based on the goal distance.

overhead position plot of one return to the initial position after a perturbation is
illustrated. The black circles indicate the starting point (after the perturbation has
finished) and the final position. The optimized, predicted trajectories are indicated
using a gradient that starts with blue (beginning of the trajectory) and ends in
red (end of trajectory). These trajectories are obtained by forward simulating a
noiseless model of the system dynamics. In green, the actually executed trajectory
is shown. As seen in the plot, the MPC controller gradually adjusts the plan to a
circular ”swing-in“ motion. This behavior seems to be favourable in terms of the
cost function as it allows a more graceful approach. Due to the limited time horizon,
the initial optimization does not converge to this solution and prefers a straight goal
approach, but ultimately, the controller converges to a circular balancing trajectory.
This trajectory can also be observed in tests with the LQR, which suggests that
this behavior emerges from the system dynamics.

Varying Go-To Task under Disturbance To show that our approach is also able to
handle faster varying changes of the goal state and therefore also the cost function,

Thttps://youtu.be/Y7- 1CBqs4x4
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Figure 3.4: Evolution of tilt angle and ball rotation angle feedback gains during a
go-to task. The slowly varying gains validate the smooth behavior that the MPC
structure generates.

we conduct a test where the goal state is set by an operator through a joystick. The
commands given consist of different variations of the goal point including ramp and
step inputs. The resulting behavior can best be observed in the video! attachment.
The robot is able to handle disturbances robustly even under dynamic changes of
the cost function. Since the ballbot is a service robot platform, the cost function
weights have been tuned for compliant, non-aggressive behavior.

Results of Hexacopter Experiments

Two Window Task On the hexacopter we evaluate the performance of our approach
with a dynamic re-planning task. In this task we emulate a wall which has two
windows. The left one is horizontal and has a size of 1.0 x 0.6 m, whereas the
hexacopter’s bounding box (with Vicon markers) is roughly 0.64 x 0.2m. The
window on the right is tilted by 30° on the wall plane. This window is smaller
and only spans 0.85 x 0.4 m which prohibits horizontal passes of the hexacopter.
‘We emulate a simple hexacopter level planner that sends two desired intermediate
waypoints around the window to be passed, one 0.15m before and one 0.15m
behind. This way, the controller is prevented from cutting corners. These waypoints
are 13 Degrees of Freedom (DoF) waypoints, i.e. amongst time and position,
they also include orientation as well as linear and angular velocities. In real
world applications, a MAV is subject to quick changes to the environment such
as suddenly appearing obstacles, requiring quick changes of plans. We simulate
such a scenario by switching between both window waypoint sets unpredictably.
Figure 3.5 shows how our control approach solves such task changing requests. The
hexacopter first plans a trajectory through the left window. After obtaining the
replanning request, the controller lays a trajectory starting at the current state
through the waypoints associated to the right, angled window. As benchmarks
presented in section 1.4 show, this replanning is completed in less than 25 ms, which
demonstrates the potential of the presented approach: The high-level planner is only
required to plan waypoints instead of a fully dynamically compliant trajectory. The
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3 Part A: Efficient Numerical Optimal Control

Figure 3.5: At the bottom right the hexacopter is shown in its initial state. First, it
plans a trajectory through a waypoint on the left, shown in green. During execution
(shortly after the second hexacopter on the green trajectory), the intermediate
waypoint is manually switched to the right, and a new trajectory in blue, is optimized
through this waypoint.

-15 -16 -17 -1.8 -19 -2 -21 -22 -23
y[m]

Figure 3.6: Five y- and z-positions of the Center of Gravity with its rolling angles
¢ of a hexacopter flying through a 30°—tilted window. The length of the five lines
shows the diameter of the hexacopter, which is 64 cm.
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controller itself is given the freedom to plan an optimal, model-based, dynamically
consistent trajectory. During flight the MPC controller is faced with different initial
conditions. Thus all trajectories have to be optimized online. Passing the window
precisely can be regarded as task critical. Therefore, we evaluate the precision of
the window passing both in terms of state and time. Figure 3.6 shows the position
and orientation of the hexacopter at the desired window waypoint time projected
onto the wall plane. We measured the following y and z positions and roll angles ¢:

Ypos = [—1.866, —1.903, —1.863, —1.848, —1.872] m
Zpos = [0.816,0.789,0.790, 0.809, 0.775] m
¢ = [—31.79, —30.40, —28.08, —32.23, —33.70]°

The center of the window is located at x = 0.0m y = —1.87m, and z = 0.83 m, with
a roll angle of —30°. During the five window passages we measured deviations of
the y-position of in the range of £3 cm, in the z-position we were slightly below the
waypoint but never more 6 cm, and the roll-angle ¢ differed less than 4+4° over the
five courses. The two intermediate waypoints were set to different y-values, namely
y = —2.13m as we encountered a static offset in preliminary test flights. The z and
¢ values were set to the measured values of the window’s elevation and tilting angle.
In our experiments we focused on precision, repeatability and consistency of the
trajectory execution, even under different initial conditions, and not on absolute
accuracy. Hence, we did not incorporate an integral part in the controller which
would eliminate the aforementioned offset in y-position.

Optimal Control Solver Benchmark

To verify the speed of the implementation, we conducted a runtime speed test. For
this test, we used the hexacopter, as the state and control space are larger than for
the ballbot model. The dynamics and derivatives, on the other hand, are slightly
more complex for the ballbot system model. Hence, we experienced comparable
timings on both systems.

During the window passing experiments, we recorded the times needed to solve
the MPC problem summarized in algorithm 2, including both LQR computations
for initialization. To reduce measurement noise, we grouped the timings over all
approximately 4000 planned trajectories by their time horizon, using bins of 200 ms
and plotted their average policy lag in fig. 3.7. Since the complexity of algorithm 1
and algorithm 2 scales linear with time, the policy lag also scales linearly. These
timings indicate that the policy lag for trajectories of up to 4s are generally below
25ms. The low policy lag demonstrates that state prediction and a better initial
guess is not necessary for the presented applications. However, quick tests have
shown that e.g. the SLQ frequency, integrator type, or number of iterations could
be reduced to further decrease the policy lag. Additionally, in the experiments and
benchmarks, we used our single core implementation of the algorithm. The multi
core version also available would further speed up the performance by an order of
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Figure 3.7: Policy lag of approximately 4000 optimized trajectories over time
horizons of up to 4s, during flight experiments with a hexacopter.

50-400 % depending on the CPU model. Thus we assume that SLQ-MPC is also
applicable to more complex systems.

4.3% Dfelrjivativgs
’ 14.6% of Dynamics

Forward

37.2% Simulation
Cost-to-go

17.1% Computation
Controller
Design
o - MPC
26.8% Overhead

Figure 3.8: Runtime fractions of the MPC framework. The largest fractions are
forward dynamics and derivatives (> 60 %) and the iLQG algorithm itself (~30 %)
while the overhead of MPC is low (~4%).

With the help of a profiler, we investigated how much time the implementation
requires for the individual steps. Our results, illustrated in fig. 3.8, show that most
time is spent for the calculation of the forward simulations and derivatives used
within the SLQ algorithm. The computation of the cost and the control design
update step, which are also part of the SLQ algorithm, account for about 30 % of
the runtime. The overhead of the MPC, the state prediction, and data handling
remains low with 4 %.
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1.5 Conclusion

In this paper we applied SLQ-MPC to solve a nonlinear optimal control problem in
a receding horizon fashion for simultaneous trajectory optimization and tracking
control. The approach is applied to two different systems, the ballbot Rezero and
an AscTec Firefly hexacopter. Hardware experiments demonstrate the capabilities
of the approach to plan dynamic trajectories and suited feedback gains for very
different tasks. On the ballbot, we are able to design a compliant behavior ideal for
crowded environments. On the hexacopter, we demonstrate agile flight maneuvers
with accurate tracking and high repeatability. These tasks underline the importance
of directly applying the optimized gains to the system and the neccessity for long
time horizons. The experiments also exhibit the dynamic replanning capabilities of
the approach and display how the algorithm could be combined with a high level
planner. Benchmark results show that the MPC problem can be solved in only few
milliseconds, even for time horizons of several seconds, indicating that the approach
can scale well to more complex systems. In the future we plan to integrate the
controller with a high level planner. Also, we will add integral action or model
parameter estimation to compensate for steady state errors.
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Paper II: “Trajectory Optimization Through Contacts and
Automatic Gait Discovery for Quadrupeds”

Authors
Michael Neunert, Farbod Farshidian, Alexander W. Winkler, Jonas Buchli

Abstract

In this work we present a Trajectory Optimization framework for whole-body motion
planning through contacts. We demonstrate how the proposed approach can be applied
to automatically discover different gaits and dynamic motions on a quadruped robot.
In contrast to most previous methods, we do not pre-specify contact-switches, -timings,
-points or gait patterns, but they are a direct outcome of the optimization. Furthermore,
we optimize over the entire dynamics of the robot, which enables the optimizer to fully
leverage the capabilities of the robot. To illustrate the spectrum of achievable motions,
we show eight different tasks, which would require very different control structures when
solved with state-of-the-art methods. Using our Trajectory Optimization approach, we
are solving each task with a simple, high level cost function and without any changes
in the control structure. Furthermore, we fully integrate our approach with the robot’s
control and estimation framework such that we are able to run the optimization online.
Through several hardware experiments we show that the optimized trajectories and
control inputs can be directly applied to physical systems.

Published in:
Robotics and Automation Letters (RA-L), pp. 1502-1509, 2017

Notes:
Presented at the IEEE International Conference on Robotics and Automation (ICRA)
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11.1 Introduction

In motion planning and control, one major challenge is to specify a high level
task for a robot without specifying how to solve this task. In legged locomotion
such tasks include reaching a goal position or manipulating an object without
specifying gaits, contacts, balancing or other behaviors. Trajectory Optimization
(TO) recently gained a lot of attention in robotics research since it promises to
tackle some of these problems. Ideally, it would solve complex motion planning
tasks for robots with many degrees of freedom, leveraging the full dynamics of
the system. However, there are two challenges of TO. Firstly, TO problems are
hard problems to solve, especially for robots with many degrees of freedom and for
robots that make or break contact. Therefore, many approaches add heuristics or
pre-specify contact points or sequences. However, this then defines again how the
robot is supposed to solve the task, affecting optimality and generality. Secondly,
TO cannot be blindly applied to hardware but requires an accurate model as well
as a good control and estimation framework. In this work, we are addressing both
issues. In our TO framework, we only specify high level tasks, allowing the solver
to find the optimal solution to the problem, optimizing over the entire dynamics
and automatically discovering the contact sequences and timings. Second, we also
demonstrate how such a dynamic task can be generated online. This work does not
present a general tracking controller suitable for all trajectories. However, we show
a successful integration of TO with our estimation and control framework, allowing
the execution of several tasks on hardware even under disturbances.

TO tries to solve a general, time-varying, non-linear optimal control problem.
There are various forms of defining and tackling such a control problem. An overview
can be found in [16]. With the increase of computational power, TO can be applied
to higher dimensional systems like legged robots. Thus, it gained a lot of attention
in recent years and impressive results were demonstrated [156, 188, 217]. Yet,
these approaches do not present hardware results and [156, 188] do not discuss how
to stabilize the trajectory. One of the conceptually closest related work is [218].
However, no gait discovery or very dynamic motions are shown and hardware results
are missing. Later work [123] includes hardware results but the planning horizon
is short, the motions are quasi-static and contact changes are slow. In [144] TO
through contacts is demonstrated on hardware. While the results are promising,
the approach is only tested on a single leg platform and for very simple tasks. In
general, work that demonstrates TO through contacts applied to physical, legged
systems is rare [157], especially on dynamic motions and torque controlled robots.
TO with dynamic motions demonstrated on quadruped hardware is presented in
[35]. The results of this work are convincing and the authors are also considering
actuator dynamics. However, their approach differs in key areas to the presented
work: Contact sequences are pre-specified and their approach optimizes over control
parameters for a fixed control structure, rather than whole body trajectories and
control inputs. Additionally, they are using black box optimization. TO is also
used for kinematic [48] or kinodynamic planning [238]. However, these approaches
fall short for evaluating stability or generating dynamic motions such as jumping.
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Figure 3.9: Sequence of images during execution of the rough manipulation task
in hardware. Time progresses line-wise from top left to bottom right.

Also, not all kinematic plans are dynamically feasible since they may exceed torque
limits or friction cones. Often motion planning through contacts is solved using a
hierarchy of optimization problems [39, 101, 144, 247|. The issue is that the lower
hierarchies need to respect the constraints of the higher hierarchies, often leading
to heuristics which impair the optimality of the overall solution.

Contributions

In this work, we apply TO in form of Sequential Linear-Quadratic (SLQ) control
[211] to the quadruped robot HyQ [205], both in simulation and on hardware.
Our work is one of very few examples, where TO is used to plan dynamic motions
through contact changes on a whole-body 3D model and where these trajectories are
shown to work on hardware. Compared to previous work on TO through contacts
[48, 156, 188, 217|, these hardware results help to understand the capabilities and
limitations of the approach on physical systems. Furthermore, this is possibly
the first time that a gait-free whole-body TO approach is shown on quadruped
hardware. In contrast to state-of-the-art approaches on quadrupeds [35], neither
contact switching times nor contact events nor contact points are defined a priory.
Instead they are a direct outcome of the optimization. This allows us to generate
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a diverse set of motions and gaits using a single approach. By using an efficient
formulation based on Differential Dynamic Programming and our high-performance
solver, optimization times for these tasks usually do not exceed a minute, even for
complex trajectories, outperforming state-of-the-art approaches [35, 188|. Thus,
the TO can be run online and adapt to the given situation. Hence, this work is
also one of the earliest examples of whole body TO run alongside a control and
estimation pipeline for a legged robotic system. Many TO approaches [48, 156, 188]
simply “play-back® trajectories for visualization rather than testing them in a control
framework. However, only by executing trajectories in the loop with estimators
and controllers, we can see physical defects, argue about stability and verify our
model assumptions.

11.2 Trajectory Optimization
Optimal Control Problem

In this work, we consider a general non-linear system

@(t) = f(x(t), u(t)) (38)

where «(t) and u(t) denote state and input trajectories respectively. Our TO
approach tries to find the optimal state and control trajectories by solving a finite-
horizon optimal control problem which minimizes a given cost function

T, w) = h (x(ty) + /:; L (2(t), () dt (3.9)

To solve this optimal control problem, we apply Sequential Linear Quadratic Control
[211], which optimizes a linear, time-varying feedback and feedforward controller of
the form wu(x,t) = wyy(t) + K(t)x(t) where KC(t) is the time-varying control gain
and uyss(t) the feedforward control action.

Sequential Linear Quadratic Control

Sequential Linear Quadratic Control is an iterative optimal-control algorithm. SLQ
first rolls out the system dynamics. Then, the non-linear system dynamics are
linearized around the trajectory and a quadratic approximation of the cost function
is computed. The resulting Linear-Quadratic Optimal Control problem is solved
backwards. Since the solution to the Linear-Quadratic Optimal Control problem
can be computed in closed form with Ricatti-like equations, SLQ is very efficient.
Algorithm 1 summarizes the algorithm. SLQ computes both, a feedforward control
action as well as a time-varying linear-quadratic feedback controller. Handling
input constraints in SLQ is possible and we do so by saturating the control input
[222]. So far SLQ type algorithms were known to be unable to handle state or state-
input constraints. However, recent research conducted after the herein presented
work, shows that SLQ is able to handle state and state-input constraints without
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breaking its linear time complexity by using soft-constraints [166] or by modifying
the algorithm [71]. While not yet used in this work, these approaches extend the
applicability of SLQ.

Cost Function

While SLQ can handle non-quadratic cost functions, pure quadratic cost functions
increase convergence and are often sufficient to describe complex tasks. Therefore,
we assume our cost function to be of quadratic form

tf
J=a(ty)THz(t5) + / zt)TQa(t) + a(t)T Ra(t) dt (3.10)
t=0

where Z(t) and @(t) represent deviations of state and input from a desired state and
desired input respectively. These references are fixed, time-invariant setpoints, i.e.
there are no state or input trajectories. H, Q and R are the weightings for final
and intermediate state as well as control input cost respectively. In some instances,
we add intermediate state waypoints to the cost function. These temporal costs are
weighted by the waypoint cost matrix W (z,t) and defined as

N
W(a,t) = 3 @n(t)" Wadn(t)y| 2 exp (—'i"(t - tn)Z) (3.11)
=0 2w 2

where p; defines the "temporal spread” of the cost and t, defines the time at which
the waypoint is active. The waypoint penalizes the deviation from a fixed, time-
invariant, desired state @,, ¢ via the difference & (t) = @(t) — @, 4. Wy defines the
weighting, which is a purely diagonal matrix. We limit the waypoint usage to two
explicit cases: Firstly, when a task cannot possibly be described by a pure quadratic
cost function and secondly to increase robustness during hardware experiments. All
quadruped gaits shown in Section I1.5 are discovered without the use of waypoints.

1.3 System Model and Robot Description

For the experiments in this paper, we use the hydraulically actuated, quadrupedal
robot HyQ [205]. Each of the four legs on HyQ has three degrees of freedom,
namely hip abduction/adduction (HAA), hip flexion/extension (HFE) and knee
flexion/extension (KFE). Each joint is driven by a hydraulic actuator. Joint torques
and positions are measured via load cells and encoders respectively. A hydraulic
force control loop is closed at joint level [21].

Rigid Body Dynamics

While it is a simplification, torque tracking performance on Hy(Q is sufficient for
modeling the robot as a perfectly torque controlled system. Thus, we assume HyQ
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Algorithm 1: SLQ Algorithm

Input: System dynamics: @(t) = f (x(t), u(t))
t

Input: Cost function: J = h (x(ts)) + jf I (z(t), u(t))
t=0

Input: Initial state and control law: m(a), u(x,t)
repeat
x(0...t;) « [,7 f(x(t), u(x,t)) // Rollout dynamics
uq(0...t5) < u(x(0...t),0...t) // Record controller
fort=0toty —1do
Linearize the system dynamics
A) = 3L la()um
B(t) « SLlac)u
Quadratize cost function
aJ a%2J
q(t) < J(@), q(t) < 3z e ,uw> QW) & G2 lew),um
2
P(t) < ghdalem,um
2
O 2| ) u(t), R(E) gT‘zi\mm,u(t)
fort =ty — 1 to 0 do
Solve the Riccati-like difference equations:
P(t) < Q(t) + AT(t)P(t + 1) A(t)+
KTt)HK(t) + KT ()G + GTK(t)
p(t) « a+ AT ()p(t+1) + KT ()HL() + KT (t)g + GTL(t)
H « R(t) + BT (t)P(t + 1)B(t)
G« BT(t)P(t+1)A(t)
g« () + BT ()p(t +1)
K(t) + —H 'G //feedback update
I(t) + —H'g //feedforward increment

a < 1 // Initialize line search
repeat
Line search
1. Update the control:

u(x,t) < uq(t) + al(t) + K(t)x(t)
2. Forward simulate the system dynamics:

t

w(0...t5) + fo! fla(t), u(z, 1))

3. Compute new cost:
t

J=h(@(ty)) + [ Lo L (@(t), u(t)) dt
4. decrease a by a constant ag:

a=alag
until found lower cost or number of mazimum line search steps reached
until mazimum number of iterations or converged (1(t) < l;)
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to behave like a rigid body system defined as
M(q)§+C(q,9) + G(q) = IS Ma,4) + STT (3.12)

where M denotes the inertia matrix, C the centripetal and Coriolis forces and G
gravity terms. q is the state vector containing the 6 DoF base state as well as joint
positions and velocities. External and contact forces A act on the system via the
contact Jacobian J.. Torques created by the actuation system 7 are mapped to the
actuated joints via the selection matrix S. To formulate our dynamics according to
Equation (3.8), we define our state as

z=[wq cd]” =[was wes qJ cwp c&p 45)7 (3.13)

where yyqp and yyxp define base orientation and position respectively, which are
expressed in a global inertial “world” frame W. The base orientation is expressed
in Euler angles (roll-pitch-yaw). Base angular and linear velocity are denoted as
wp and &g respectively and both quantities are expressed in a local body frame
L. Joint angles and velocities are expressed as q; and g respectively. Expressing
base pose and twist in different frames allows for more intuitive tuning of the
cost function weights. Using Equations (3.12) and (3.13) our system dynamics in
Equation (3.8) become

. wd
z(t) = {Ld] (3.14)
_ [ Rwer cq
M~ (q)(STT + JcA(g,4) — C(g,4) — G(a))

where Ryy defines the rotation between the local body frame £ and the inertial
“world” frame VWW. While dropped for readability, Ry, is a function of yyq which
needs to be considered during linearization. For SLQ we need to linearize the
system given in Equation (3.14). For the derivatives of the upper row with respect
to the state « as well as all derivatives with respect to 7 we compute analytical
derivatives. For the derivatives of the lower row in Equation (3.14) with respect to
the state @, we use numerical differentiation.

Contact Model

Choosing or designing an appropriate contact model is critical for the performance
of TO. For TO it is beneficial to use a smooth contact model which provides good
gradients of the dynamics. Yet, a soft model can lead to unphysical effects such
as ground penetration or sliding contacts. As a trade-off we are using a non-linear
spring-damper contact model extending the model proposed in [211]. We consider
two contact models: one collinear and one orthogonal to the surface normal. The
orthogonal contact model is defined as

0 pn <0
2
AN = q (kn + dnpn)%"cns 0 <pn <ac (3.15)
(kn + dnpn)(pn - %)ns Pn > Q¢
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Table 3.1: Typical Values for Contact Model Parameters
Qe kn dn kit dy
0.01 | 8000...90000 | 2000...50000 | 0...5000000 | 2000...5000

200
z
5 100
0
! 0.02
0.01 0 0.01 '
. . 1 0 001 0
Bn [m/s] pu [m] pa (]

Figure 3.10: Visualization of the contact model. The left plot shows the contact
force in surface normal direction as a function of penetration and its derivative.
The right plot shows the force in tangential direction as a function of penetration
and tangential displacement.

while the tangential model is defined as

0 pn <0
2
At = { (ktpema + depemns) 52 0< pn < ac (3.16)

(ktptmng + dnpnmey)(pn — %) Pn 2 Qc

Both models include proportional and derivative terms which can be interpreted as
springs with stiffnesses ky, k+ and dampers with damping ratios d,,, d: respectively.
The range of parameter values used for the contact model are given in Table 3.1. For
the normal direction the spring displacement p,, is defined as the ground penetration
along the surface normal ns. In tangential direction, the offset p; is computed
between the current contact location and the location where the contact has been
established. In case of the tangential model, the force vector A\¢ is composed of
the spring force in tangential displacement direction ng and a damping force in
displacement velocity direction m,. Both, the normal and tangential contact models
are visualized in Figure 3.10. To avoid discontinuities during contact changes, the
models are non-linear towards zero ground penetration, i.e. for p, < «, where a,
is a smoothing coefficient.

Friction and friction limits are considered by the contact model via friction cones.
Thus, they are not included as constraints but are a part of the dynamical system.
This allows the TO algorithm to reason about possible slippage and contact force
saturation. In this work, we assume that static and dynamic friction coefficients
are the same. Therefore, the friction cone can be expressed as a contact force
saturation Fy sqt = max (|| Ft||, uFn)n¢, where Fy and F), are contact forces parallel
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Figure 3.11: Overview of the control and estimation pipeline. Base, stance and
ground estimators provide information about the location and contact configuration
of the robot. Joint and base controllers stabilize the robot.
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and orthogonal to the surface. The normal vector n; defines the direction of the
(unsaturated) tangential contact force Fy. The friction coefficient is denoted by
. Saturating the contact forces results in discontinuities in the overall dynamics.
However, due to numerical differentiation, gradient information is recovered and line
search helps to mitigate the issue in practice. One could consider replacing the hard
limit by a (conservative) soft limit. While the presented contact model works well
for obtaining trajectories, there are limitations when it comes to the robustness of
the obtained trajectories. While the friction cone is considered, violations of it, i.e.
sliding contacts, are not penalized. However, such slippage can cause issues during
execution. Additionally, the previously mentioned trade-off between softness for
gradients and physical accuracy remains. These and other limitations are discussed
in Subsection II.6.

1.4 State Estimation and Tracking Control

Our TO is fully integrated into our estimation and control framework, shown in
Figure 3.11. This framework consists of base state and ground estimators, the SLQ
solver and tracking controllers. The base estimator and controller run at 250 Hz,
while the joint controller operates at 1 kHz.

State Estimation

SLQ assumes full state-feedback. We directly measure joint positions using encoders
and compute joint velocities using numerical differentiation. These measurements
are fused with IMU data to obtain a base state estimate [19]. While in the TO
problem, we assume a soft contact model, our base controller uses discrete contact
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state information. We obtain the contact state by estimating ground reaction
forces from joint torques and compare them to a fixed threshold. We then fit a
ground plane to the last contact points of all feet, which provides an estimate of
the elevation and contact surface normal. This plane is then also the reference for
the soft contact model in the TO. While this is a shortcut to ground estimation
or elevation mapping, the presented approach is not limited to co-planar contacts.
However, to maintain good gradient information the ground height and normal
should be continuous and differentiable.

Tracking Controller

SLQ does not only optimize feed-forward control action but also a feedback controller.
While we have successfully applied theses feedback gains to robotic hardware [165],
we are not using the optimized feedback gains in this work. The gains are computed
for a linearized model and thus significantly depend on the linearization point.
During execution, the robot’s state will deviate from this nominal point and can
thus lie outside of the region of attraction of the controller. Therefore, we use a
combination of a joint and base state controller instead. A base controller allows us
to directly track the base state and tune feedback gains on these states intuitively.
Yet, for swing legs, we still require a joint controller. Additionally, a joint controller
on stance legs increases robustness. Hence, we use PD controllers on both, the base
and all joint states. The base PD task space controller can be described as

Fcoy =P, (szase - L::Ebase) + Dz(ﬁd:ltase - L',d:base) (3-17)

which regulates errors between desired (sa},.., £®;,s.) and actual (zZpase,
L&pase) base state. The desired body wrench F.,q is applied to the robot by
converting it to forces at the feet A, and then mapping them to the joint torques
through 775 = JgAc. These torques are then added to the feedforward control action
obtained from SLQ. Since it is a model based approach. the SLQ control action
already includes torques that counteract gravity and thus, gravity compensation
does not need to be added in Equation (3.17).

1.5 Experiments

To validate the approach, we describe different choices of cost functions and show
the resulting gaits and motions. For all tasks executed on hardware we use hard
input constraints. Not all tasks are executable on hardware for which a thorough
discussion is provided in Subsection II.6.

For each task, the cost function is shown as a color code below the heading. The
colors indicate the individual, relative weightings of the diagonal entries of each
weighting matrix, ranging from lowest (green) to highest (red) on a logarithmic
scale. No color means that the respective value is zero and all off-diagonal elements
are zero as well. The input cost matrix R is set to identity in all experiments. All
tasks are initialized with a simple stance controller and no contact sequence or
timings are given. Snapshots of all tasks are shown in Figure 3.12. The optimized

72



V-

balance gallop squat

/4

A

humanoid manipulate

"

Figure 3.12: Time series of the optimized trajectories for each task. Poses are
shown as a color gradient over time ranging from red (initial pose) to green (final
pose). Intermediate poses are indicated in transparent white. All displayed motions
contain contact switches during dynamic maneuvers. These contact switches result
from optimization and are not pre-specified.

sidestep

trajectory and hardware experiments are shown in the video. All cost functions,
solver parameters and the robot model are provided as supplementary material?.

Galloping
Q EEEEEEEEEEEE
H HEEEEEEEEEEEEEE
positions velocities
rpy Xyz joint angles rot lin joint velocities

The first gait we demonstrate is galloping. The galloping gait is a direct outcome
of setting the final cost terms to penalize the deviation from a desired final pose
which is 2 m in front of the robot. Additionally, we add some regularization on
the base and leg motion to prevent excessive motions of the body or the limbs. As
the results in Figure 3.13 illustrates, we obtain a gallop motion with 9 steps which

2https ://bitbucket.org/neunertm/hyq_slq_config

73


https://bitbucket.org/neunertm/hyq_slq_config

3 Part A: Efficient Numerical Optimal Control

o1 base orientation ) base position
_ ' roll pitch yaw
g 005 —
g E 1
c 0 c E——
2 S
IS 0.05 G0 —
8 g I x y |
© .01 -1
0 1 2 3 0 1 2 3
t[s] t[s]
) base angular velocity J base linear velocity

w1

e}

g

—_ 0‘

2

é’ 1 |

(] " w, w,

> 2 Y

0 1 2 3

t[s] t[s]

Figure 3.13: Plots of base pose and base twist during galloping as optimized by
SLQ. The robot takes in total 9 galloping steps. The desired final position at
z = 2.0 m is reached with good accuracy.

includes acceleration and deceleration. Finally, the robot reaches a desired position
at x = 2.0 m. As expected, we see significant pitch motion of the upper body. From
Figure 3.14 we can tell that mostly the hind legs are used for acceleration.

Trotting

Q WEm = H B EIEEEEEEEEEEEE
H HHNEEENEEEEEEEEEER
positions velocities
=
rpy Xyz joint angles rot lin joint velocities

One hypothesis for the previous task resulting in a galloping behavior is the short
time horizon and no penalty on the orientation. If we increase the time horizon
to 8 s and penalize the base motion, i.e. we give HyQ more time and encourage
smoother base motions, we see that the optimization prefers trotting over galloping.
The trot consists of four steps per diagonal leg pair with almost constant stride
length. By setting the desired position to the side instead of to the front, the
resulting trajectory is a sidestepping motion. If only a desired yaw angle is set, the
robot turns on the spot. In all cases the diagonal leg pairs are moved together.
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Figure 3.14: Torque profiles of the different joints during a galloping motion. As
the lower plots show, the hind legs and especially the HFE joints, contribute greatly
to the acceleration. The front leg torques seem to contribute fairly evenly to the
galloping motion throughout the trajectory.

Squat Jump
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Next, we test if our TO approach can leverage and reason about the dynamics of
our system. We do so by adding an intermediate waypoint cost term for the base
pose at 0.2 m above the initial base height. Since reaching there by extending the
legs exceeds the kinematic limits of the robot, a jump is required. By adding a
penalty on the deviation from default joint positions to the waypoint, we encourage
a larger ground clearance at the apex. After running our optimization, we obtain a
near symmetric squat jump. The overall optimization spans the entire motion, e.g.
preparation for lift-off from default pose, the lift-off itself, going to default pose in
the air, landing and returning to the default pose. The apex waypoint is localized
in time but contact switches and timings are optimized. Figure 3.15 shows the
optimized and executed squat jump trajectory. Throughout the task, the base
stays level. The desired apex height of 0.2 m is reached with millimeter accuracy
(measured 0.192 m). Torques are shown in Figure 3.16 which also illustrate lift-off
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Figure 3.15: Plots of optimized (dashed) and executed (solid) base state during a
squat jump on hardware. The robot reaches the desired /planned apex height. Due
to insufficient damping, there is a small rebound motion after landing.
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Figure 3.16: Plots of the applied torques during a squat jump on hardware. There
are two distinct torque spikes produced during take-off and landing.
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and touch-down times. In the left image of Figure 3.17, we can further see that the
robot’s legs are in their default position in mid-air as specified in the cost function.

Rearing
Q ANEEEEEEEEEN
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| [T T
positions velocities
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py Xyz joint angles rot lin joint velocities

For the next task, we are using a similar cost function as for the squat jump.
Instead of penalizing the deviation from a neutral base pose, we penalize deviations
from a 30° pitched base orientation and we lower the desired apex height to 0.7 m.
The final trajectory is a rearing motion, where HyQ lifts off with the front legs,
reaches the apex position and finally returns to full contact as well as its default
pose.

Diagonal Balance

]
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-
py Xyz joint angles rot lin joint velocities

In order to demonstrate that SLQ can also find statically unstable trajectories,
we are demonstrating a diagonal balance task. Here, we use a waypoint term in
our cost function again. This term penalizes the orientation and height of the base.
Furthermore, it encourages the robot to pull up its legs by bending HFE and KFE of
the left front and right hind leg. The final trajectory shows the expected balancing
behavior. Again a screenshot at apex is shown in Figure 3.12 and the videoshows
the full motion. Interestingly, while we are using a single intermediate term with
a single time point and absolutely symmetric costs, the lift-off and touch-down of
the swing legs is not synchronous but the front left leg lifts-off later and touches
down earlier. This asymmetry most likely stems from the asymmetric location of
the Center of Gravity and asymmetric inertia of the robot’s main body.
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Figure 3.17: Hardware tests for the squat jump (left) and the manipulation under
disturbance (center and right). As the algorithm is run online, the motion is
optimized to the terrain, e.g. leading to different hind leg joint angles.

Manipulate
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rpy Xyz joint angles rot lin joint velocities

As a last task we test a “rough” manipulation motion where HyQ pushes over an
obstacle with its front left leg. This task involves submotions such as shifting the
robot’s CoG in the support polygon of the three stance legs, executing the push
motion and shifting the CoG back. While in classic approaches these motions would
possibly be all hand coded, they directly result from a single cost function in our TO
approach. While the resulting trajectory works perfectly fine in simulation, it lacks
robustness on hardware. Since our TO approach is deterministic and we penalize
control input, the algorithm tries to minimize the shift of the CoG, leading to a
risky trajectory. For visual purposes only, we add additional intermediate waypoints
for the front left leg. While we could easily add the pallet push contact to our
optimization, we leave it unmodelled on purpose such that it becomes a disturbance
to our controller verifying its robustness. Figure 3.12 shows a sequence of images of
the optimized motion while Figure 3.9 shows a sequence of images taken during
execution. One of the advantages of TO and running it online is its capabilities to
adjust to different initial conditions. We vary the initial conditions by placing HyQ’s
feet over a wooden platform in different configurations as shown in Figure 3.17.
All these tests are included in the video.In all motions, CoG shift and leg lift-off
overlap in time, i.e. the result is a fluid, dynamic motion. Independent of the initial
inclination, the robot levels its base pose during execution. Also, depending on the
initial configuration, lift-off timings of the front left leg vary significantly to obtain
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Figure 3.18: Base pose and twist trajectories (solid) and their respective references
(dashed) for the rough manipulating task on hardware. The plots show that the
planned and executed base trajectories only slightly deviate.

an optimal motion. This underlines the importance of automatically discovering
contact timings. For the experiment in Figure 3.9, the base pose/twist tracking is
shown in Figure 3.18.

Humanoid Walk

EEEEEEEEEEEE
positions velocities
=
rpy Xyz joint angles rot lin joint velocities

While exceeding the capabilities of our hardware, we evaluate a humanoid walking
task where HyQ gets up on its hind legs, moves to a target point in front and then
balances there. In contrast to a humanoid with ankles, HyQ only has point feet,
increasing under-actuation and the difficulty of the task. The first cost function
waypoint, widely spread in time, penalizes deviations in base orientation and height.
This ensures that HyQ stays upright during the entire task after getting up. The
stand up motion is encouraged by the second waypoint penalizing base orientation,
height and changes in forward position. We add a third waypoint one second before
the end of the time horizon, defining the target pose and orientation. While the
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Figure 3.19: Convergence rates for different tasks, which seem to be influenced
by the length and complexity of each task. The fastest convergence is observed in
the rearing task. Trotting converges the slowest.

last waypoint and the final cost specify the same base pose, we separate them in
time to demonstrate that HyQ can stay upright and stabilize in place for a short
time. Before getting up HyQ pulls its hind left leg in, moving the contact point
closer below the center of gravity. Also, it uses the front left leg (“left arm”) to get
up, resulting in a very natural, coordinated, asymmetric motion. After getting into
a two-leg standing phase, forward motion is initiated by a short symmetric hopping
but quickly changes to a walking pattern. Such non-trivial motions are hard to
obtain from fixed timing methods [166].

1.6 Discussion
Runtime and Convergence

When running TO online, runtime and convergence become a major concern since
these measures define how long the robot “thinks” before executing a task. Especially
in dynamic environments, we want to keep the optimization procedures short. In
this section, we will look at both the number of iterations for each task as well as
the runtime of each iteration. This gives us an indicator of the complexity of a task
and tells us how far we are from running our approach in Model Predictive Control
(MPC) fashion.

First, we measure convergence rates. To obtain comparable results, we initialize
all tasks with a stance controller and normalize the costs with the initial cost of
each task. The results are shown in Figure 3.19. The curves suggest that there is a
relation between the complexity of a task and its convergence rate. The trotting is a
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Figure 3.20: Runtime per iteration for different tasks. From a theoretical point
of view, the relation between number of time steps and the runtime per iteration
should be linear. This plot nicely supports this hypothesis.

complex behavior with a long time horizon which might explain slow convergence. In
contrast, the rearing task is relatively simple and converges quickly. When it comes
to runtime, SLQ has a major advantage over other TO approaches: The complexity
scales linearly with discretization steps and thus with time horizon. Figure 3.20
shows the runtime as a function of time steps, underlining this linear relation.
The timings are measured on a quadcore laptop computer and averaged over all
iterations for each task as indicated in Figure 3.19. To achieve these runtimes, we
use a custom multi-threaded solver and optimized code for the system dynamics
computation generated by RobCoGen [79]. Given the runtimes and the required
iterations, we achieve convergence times of less than a minute for most tasks.

Robustness and Model Accuracy

There are various reasons why some of the motions and especially the gaits cannot yet
be executed on hardware. First, some tasks, such as the humanoid walking, exceed
the physical limitations of the system. But since they illustrate the capabilities of
the approach we still include them. Second, our TO is a deterministic approach
without a notion of robustness. In some tasks robustness can be increased by cost
function tuning. However, it remains an issue for all deterministic TO approaches
since such methods cannot determine how sensitive a trajectory is to disturbance
or model errors. E.g. the found trotting behavior would be more robust with an
increased stepping frequency. Third, some tasks show slippage behavior leading
to risky behaviors, potentially resulting in accidents. This slippage can have two
sources: the friction cone and contact model softness. In the current form, there is
no penalty for exceeding the friction cone. Therefore, sliding is not penalized or
avoided, even when setting conservative limits. Additionally, the inherent trade-off
in the contact model parameters between good gradients and physicality remains.
Lastly, our control framework cannot modify step timings or locations to stabilize
gaits efficiently. While heuristics like capture points methods exists, we think that
running the approach in receding horizon fashion could address this issue in a more
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principled way.

11.7 Conclusion and Outlook

We have presented a fully dynamic, whole-body TO framework able to create
motions which involve multiple contact changes. The approach does not require any
priors or initial guesses on contact points, sequences or timings. We demonstrate
the capabilities on various tasks including squat jumps, rearing, balancing and
rough manipulation. Furthermore, our TO is able to discover gaits such as galloping,
trotting and two legged walking. Hardware results show that optimized trajectories
can be transferred to physical systems. Despite the versatility of our approach,
we obtain an optimized trajectory in less than one minute without warm starting.
However, there are also some shortcomings. The solution space is huge, i.e. we can
apply our TO to a broad variety of tasks. While this generality is a strength, it
also requires to “choose” a solution by modifying cost function weights or adding
additional terms. While this is a more or less intuitive approach, one would wish
to further reduce the number of open parameters. Another drawback is that we
can currently not transfer some motions onto hardware. We believe that running
the approach as a model predictive controller will mitigate some of these issues.
The presented timings suggest that - when warm starting and using shorter time
horizons - SLQ is fast enough to be run with a receding horizon, even for complex
systems such as HyQ. In previous work [165], we have already shown such an
approach for stabilization, rapid replanning and disturbance rejection.
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In this work we present a Trajectory Optimization framework for whole-body motion
planning for floating base robots. We demonstrate how the proposed approach can
optimize whole body trajectories for most common gaits found in bipeds and quadrupeds.
The underlying optimal control problem is solved efficiently using Sequential Linear
Quadratic control. In contrast to most previous methods, the proposed approach is
fast while still using a full dynamic model. Additionally, the approach is contact model
free. Instead contact forces are added to the Optimal Control formulation as additional
control inputs and contact constraints are handled using a relaxation approach. In our
experiments we demonstrate that, despite this relaxation, our solver resolves constraint
violations in only a few iterations. Hardware experiments underline the transferability
from simulation to hardware.
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111.1 Introduction

Trajectory Optimization (TO) is a highly popular approach for solving complex,
dynamic motion planning problems in robotics. It promises to replace manually de-
signed planning and control frameworks. In TO non-linear optimization or Optimal
Control are used to design a trajectory that minimizes a high level performance cri-
terion, e.g. a cost function. Also in legged robotics, TO is gaining a lot of attention.
However, due to the high number of degrees of freedom of modern legged robots
and their need for establishing and breaking contacts with the environment, these
problems become high-dimensional and non-convex. Thus, different approaches,
both for the formulation of the problem as well as for solving it, have been proposed.

Figure 3.21: Time series of the optimized trajectories for the humanoid gaits. The
picture series progresses from left to right and the robot is moving to the right.
From top to bottom the gaits are: walk, run and hop.

Related Work

Coros et al. [247] propose an optimization approach on a hierarchy of simplified
models, including an inverted pendulum model, to solve whole-body motion planning

84



tasks on a humanoid robot. Their approach shows impressive results and also
optimizes contact locations and timings. However, it also relies on heuristics
and optimality cannot be guaranteed. Another gait free approach that relies on
an inverted pendulum model is presented by Mordatch et al. [155]. A different
way of reducing the model complexity is using centroidal dynamics, e.g. as used
in [46] and [126], leading to great hardware results. Another approach using a
simplified model without pre-specifying contact sequences is proposed by Mordatch
et al. in [156]. However, the proposed method additionally relaxes the entire
optimization problem and only enforces dynamic and kinematic consistency as
soft constraints, leading to severe violations of these quantities. A whole-body
trajectory optimization approach is presented by Posa et al. [188]. In this work,
the authors apply direct transcription and the resulting non-linear programming
is solved using Sequential Quadratic Programming (SQP). While not assuming a
given contact sequence, the approach is only demonstrated on lower dimensional,
planar systems and might not scale to robots with many degrees of freedom. Other
direct transcription approaches using SQP are presented in [189] and [181]. Both
approaches follow the idea of projecting their decision variables to the tangent of
the constraint manifold. In both cases, results are presented for full models of
complex robots, i.e. a humanoid and a quadruped respectively. Therefore, solving
the resulting non-linear program is computationally very costly. The same drawback
also applies to the Multiple shooting approach in [122] applied to the humanoid
robot HRP-2. An even more complex robot model that includes actuator dynamics
is used by Gehring et al. [35]. Also here, the high model dimensionality leads
to long computation times. Recently, researchers have tried to tackle Trajectory
Optimization using Optimal Control algorithms. Popular for their efficiency are
Differential Dynamic Programming (DDP) [147] and closely related algorithms
such as iterative Linear Quadratic Gaussian (iLQG) [222] and Sequential Linear
Quadratic (SLQ) [211] control. Impressive results computed close to real-time have
been obtained from such solvers [217]. In recent work [168] we have demonstrated
that such an approach can also automatically discover gaits and the resulting
trajectories can be applied to hardware. However, in such methods there is a trade-
off to be made between using a physically accurate, stiff contact model or softening
it for better gradients and faster convergence. Additionally, these approaches
require very careful cost function engineering to obtain reasonable solutions. To
overcome the limitations of handling constraints in such methods, we have derived
a continuous—time SLQ variant which allows for including state—input constraints
as hard limits [71]. Furthermore, this work provides an algorithmic foundation for
gradually enforcing state constraints. While we have applied this approach to a
centroidal model of a quadruped in simulation, we have not yet tested it on a full
multi-rigid body model or on hardware.

Contribution

In this work, we propose how to efficiently solve a TO problem over contact switches
using SLQ. We present a contact constraint relaxation scheme by including contact
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forces as control input variables and gradually enforcing contact constraints via
the cost function. While such approaches are said to have poor numeric properties
and might lead to constraint violation, we demonstrate how our method reliably
optimizes constraint satisfactory trajectories. We illustrate this for common gait
types of bipeds and a quadrupeds. Due to the relaxation and an efficient Sequential
Linear Quadratic control solver, the non-linear TO problem is solved in a few seconds
for a full non-linear dynamic model. This outperforms many state-of-the-art TO
approaches. By using a single quadratic cost across different gaits, we show that
the proposed formulation does not require extensive tuning. While gait patterns
need to be pre-specified, we still optimize for contact locations without relying on
heuristics or model reductions. Lastly, this work is a rare example where optimized
gaits obtained from whole-body TO are directly applied to hardware.

I11.2 Trajectory Optimization
Optimal Control Problem

In our Trajectory Optimization problem, we assume general non-linear system
dynamics

a(t+1) = f@(t),ul®), @(0) == (3.18)

where z(t) and u(t) represent state and control input respectively. For this system,
we are trying to find a time-varying feedforward and feedback controller of the
following form

u(x,t) = uypp(t) + K(t)x (3.19)

where uy¢(t) denotes a time-varying feedforward action and K(t) a time-varying
feedback controller. Given the system dynamics, we obtain such a controller by
solving the finite time-horizon optimal control problem

T, w) = ® (2(tp) + > L (w(t), (b)) (3.20)

where ®(-) describes the final evaluated at the end of the time horizon t; and L(-)
describes the intermediate cost.

Sequential Linear Quadratic Control

In this work, we are solving the non-linear Optimal Control problem stated above
by applying Sequential Linear Quadratic (SLQ) control [211]. Given an initial
guess, SLQ forward simulates the non-linear system dynamics. Afterwards, a
linear approximation of the dynamics and a quadratic approximation of the cost
function is computed around the obtained trajectory. This results in a series of
Linear Quadratic control problems which are then solved with a backward sweep
using Ricatti-like equations. This backwards sweep results in a feedforward control
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Algorithm 3 SLQ Algorithm

Given
- System dynamics as in Eq. 3.18, Cost function as in Eq. 3.21
- Initial stable control law, u(z, t)
repeat
- Forward simulate the system dynamics
- Linearize the system dynamics along the trajectory:
dx(t + 1) = A(t)dx(t) + B(t)ou(t)
Quadratlze cost function alonthhe trajectory T
Japt) + oz (tp)p(ty) + (tr)P(ty)om(ty)
tp—1

+ X q(t) + oz qt) + suTr(t)
t=0
+362T Q(t)dx + LouT R(t)du

- Backwards solve the Riccati-like difference equations:

P(t) = Q(t) + AT ()P(t + 1) A(t)+
KT(t)HK(t)+ K ()G + G K(t)

p(t)=q+ AT (®)p(t+1)+ K (t)HI(t) + K (t)g+ G l(t)
H=R(t)+ B"(t)P(t+1)B(t)
G=BT()P(t+1)A(t), g= r(t) + BT (t)p(t+1)
K(t)=-H'G, I(t)y=—H'g

- Update the control:

(@, ) = un (t) + al(t) + K(t) (@(t) — @ (1))

- Line search over o

- Increase constraint penalty: v < ~vo v

until maximum number of iterations or converged (I(t) < lt)

update and a new feedback controller. Solving Ricatti-like equations makes SLQ
very efficient and results in linear complexity with respect to the time horizon. One
drawback of SLQ is that it cannot handle hard state constraints. However, using
a constraint relaxation described in Subsection III1.2 they can be included as soft
constraints in the cost function. Our soft-constrained SLQ version is summarized
in Algorithm 3. As we will show later, despite using such soft constraints, the
algorithm still finds constraint satisfactory trajectories. While handling hard input
constraints in SLQ-type algorithms is possible, as shown in [71] and [218], we apply
constraint relaxation on input constraints as well to promote convergence speed.

Cost Function and Constraint Relaxation

In this work, we assume a quadratic cost function with an added constraint violation
penalty

J =&(t5) ' Qs(ty) + Z )" Qa(t) +u(t) " Ru(t)

+70) tho Ce(z, u,t), (3.21)
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where &(ty) = xf(ty) — xs 4 is the state deviation from desired final state. Qy,
Q and R denote weighting matrices for final cost, intermediate cost and input
cost respectively. The quadratic elements of the cost function encode the task
of the robot and are able to regularize states if required. Additionally, we add a
constraint violation cost term C¢ (@, u,t) which allows for handling both state and
input constraints using relaxation. The constraints considered in this work and
the resulting soft constraint function are described in Subsection III.3. In early
iterations of the algorithm, constraints are relaxed to allow the solver to find a good
initial guess that fulfills the task but may violate constraints. Over the course of the
iterations, the constraints are then enforced by increasing the constraint violation
cost gain v(;) after each iteration. We increase the gain exponentially: v(;) = 'yé,
where ¢ denotes the iteration number and g a user defined value. In our examples,
we choose 79 = 3 as an initial gain.

I11.3 System Model and Contact Constraints

To verify our approach, we use our hydraulically actuated, quadrupedal robot
HyQ [205], modelled using rigid body dynamics. This four legged robot has three
actuated joints per leg which are all torque controlled.

Rigid Body Dynamics

Due to a high performance onboard joint torque controller, we assume HyQ to be a
rigid body system with perfect torque inputs, described as

qt+1) =M1 (Jj,\ +8Tr— h) At (3.22)

where M is the joint space inertia matrix, h are the Coriolis, centrifugal and
gravity terms and g is the state vector containing base and joint state. Contact
forces A act on the system via the Jacobian J., whereas actuator forces 7 get
mapped to the system by the input selection matrix S.

In order to satisfy our formulation of a non-linear system in Equation 3.18, we
define our state in the optimization as
}T

*=[wq cq] =[was WTs qs cwB c®B 4] (3.23)

where yywgp and yyxp represent the pose of the trunk expressed in a global inertial
“world” frame WW. We use Euler angles (roll-pitch-yaw) to represent the base orien-
tation. wp and x'p jointly represent the base twist, i.e. angular and linear velocity,
expressed in a local body frame L. g and qs denote joint angles and velocities
respectively. Combining Equations 3.18, 3.22 and 3.23 our system dynamics can be
expressed as

x(t+1) = z(t) + M*l(I;TWTLf%)A | At (3.24)

where Ryy, rotates a vector expressed in the local body frame £ to the inertial
“world” frame W.
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Implicit Contact Model

If we were to use an explicit contact model, the contact force vector A in Equations
3.22 and 3.24 would become a function of the rigid body position g and velocity
q vectors. The issue with such a contact model is that it needs to be stiff to
reflect reality but still sufficiently soft to help convergence of any optimal control or
optimization problem. In order to avoid this conflict, we do not define an explicit
contact model. Instead, we add the contact force vector A to our control input
vector u(t) = [T A]T. Furthermore, the contact constraints (see Subsection III.3)
are added to the problem to ensure physicality.

Using this implicit contact model has both benefits and drawbacks. One major
benefit is that it allows the Optimal Control solver to directly influence the contact
forces which relaxes the otherwise very stiff problem. This allows for longer integra-
tion steps and faster convergence rates. However, it also makes the Optimal Control
problem higher dimensional. This issue is partially mitigated since we do not
require to compute a contact model. State-of-the-art simulators often solve Linear
Complementary Problems (LCP) in their contact models which require iterative
solvers. Here, we combine the contact model solving and trajectory optimization in
a single Optimal Control problem.

One might be inclined to use an explicit contact model and increase its stiffness
over the course of iterations in order to get the best of both worlds. However, such
an approach is difficult to apply to an SLQ-type approach. In each iteration, SLQ
relies on a rollout of the dynamics given a controller obtained in the last iteration.
If we increase the contact model stiffness between iterations, the rollout in the
following iteration might be unstable and will not provide good linearization points
for the control update.

Contact Constraints

We assume a rigid body system is in contact with its environment if the distance
between the system and the environment is zero, i.e. there is no gap between both
but also penetration is inadmissible. Only when in contact, external forces can act
between the system and the environment. These two requirements describe a rigid
contact model which can be expressed by a single complementary constraint

dee(q))\ee =0 (325)

where Ace is the contact force acting at a specific end-effector and dec(q) is the
distance of the end-effector to the environment as a function of the rigid body state
vector q introduced in Equation 3.22. While this is a very general formulation, it
can make the TO problem highly non-convex. To mitigate this issue, we assume a
given contact sequence, i.e. a binary contact state cee(t) for each end-effector. This
contact state function evaluates to 1 if an end-effector is in contact and O if it is
not in contact. This allows us to split the complementary constraint into its two
original parts, a distance constraint and a force constraint

cee()dec(q) =0, (1= cee(t))Aee = 0. (3.26)
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Furthermore, under the assumption that no slippage occurs, the point pee(gq, g) on
a rigid body system which is in contact with the environment is constrained to have
zero velocity

Cee(t)pee(q, Q) =0. (3'27)

This constraint separation converts the state-input complementary constraint (Eq.
3.25) into pure state and input constraints (Eq 3.26). Given our constraint relaxation
formulation introduced in Subsection II1.2, we define the constraint violation term
of our cost function (Eq. 3.21) as the sum of squared violations over all end-effectors

Colw,ut) = 370 (1= cee () (BsMIAee + Bad? (1))

+ Cee(t)(B1PlePee + Bads,) (3.28)

0

where Nee is the number of end-effectors and 1., 4 are constant weighting factors.
Additionally to the constraint, we add a desired swing leg height ds ee to the cost
function.

111.4 Experiments

To evaluate the proposed approach, we optimize trajectories for the common
dynamic gait patterns found in bipedal and quadrupedal locomotion. In both cases,
we use the model of our robot HyQ described in Section III.3. While by design,
HyQ is a quadruped, we use the same model for optimizing humanoid gaits. While
in reality, the robot is not strong enough for bipedal locomotion, it allows us to
compare bipedal and quadrupedal locomotion. For each of the two systems, we
only use one single cost function with fixed, purely diagonal weighting matrices to
optimize all gaits. Furthermore, we demonstrate the transferability of the optimized
motion on several trotting tasks executed on hardware. The cost function weights
used for hardware experiments are the same as in simulation. To set the goal for
the robot to reach, we specify the desired final body pose in the cost. We cold
start all tasks with zero control input resulting in a vertical fall. The SLQ and
integration step size is et to At = 2ms. The obtained results are summarized below
and shown in the video attachment.

Humanoid

First, we demonstrate humanoid gaits in simulation. We rely on the three most
common gaits also found in humans, namely walking, running and hopping. Picture
series of all three optimized gaits are shown in Figure 3.21.

Walk First we show a humanoid walking gait with 50% contact duty cycle and
without flight or double support phase. While the contact sequence is pre-specified,
the contact locations are not. This allows the optimizer to find a trajectory where
the robot first steps back with its left leg in order to create forward thrust during
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Figure 3.22: Time series of the optimized trajectories for the quadruped gaits.
The picture series progresses from left to right and the robot moves to the right in
the image plane. From top to bottom the gaits are: trot (hardware), flying trot
(simulation), hop, bound, rotary gallop and transverse gallop.

the stance phase. The subsequent footstep locations are fairly equidistant until
the robot returns to its initial configuration at the end of the trajectory. Since our
humanoid model does not have ankles to produce torques, we can observe rhythmic,
lateral tilting of the base. Since HyQ’s “arms” (front legs) are lightweight and we
penalize motions of the corresponding joints, the optimization keeps them close to
their initial configuration during the motion. If more arm motion is desired, the
cost function weights can be adjusted accordingly.

Run For the humanoid running gait, we reduce the contact duty cycle of the walk
to 40%, leading to two flight phases of 10%, resulting in a total flight time of 20%
of the cycle. As a result, the gait is more dynamic and the robot shows a small
jumping motion between support phases. We still observe the left leg stepping back
to initialize the gait.

Hop The last gait sequence we demonstrate on a humanoid is a symmetric hopping
gait. Here, the contact duty cyle is set to 50% for both legs. In the optimized
trajectory, the robot first hops back again to generate forward thrust. Afterwards,
it executes two longer hops and then a shorter one to return to its resting posture
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at the goal position.

Quadruped

For the quadruped case, we demonstrate variations of four basic gait pattern types,
resulting in six examples in simulation in total. Figure 3.22 shows a picture series
for five gaits: trot, hop, bound, rotary gallop and transverse gallop. While the
galloping gait exceeds the hardware limitations, we perform several hardware tests
of the trotting gait.

Trot and Running Trot As a first example on the quadruped, we show a trot
where diagonal legs are moved simultaneously. As with the humanoid walk we
first demonstrate a gait pattern with no overlap, i.e. without flight phases or full
support phases. The resulting trajectory is a trot that starts and ends in a four leg
stance. From Figure 3.23 we can see that control effort is mainly required during
the stance phase. The strongest torques can be seen in the Knee Flexion-Extension
joint. Figure 3.25 shows the optimized contact forces. The largest contact forces
occur during touchdown and just before lift-off. This is directly correlated with
the joint torques in Figure 3.23. As expected, the contact forces in z-direction
dominate, which corresponds to the vertical axis in world coordinates. However,
most importantly, the contact force plots clearly demonstrate that forces are only
applied during contact phases. This underlines that the contact relaxation method
is successful in avoiding contact constraint violations. We also demonstrate a trot in
simulation where we set the goal position to the front-left of the initial position and
set the desired final yaw angle to 90 degrees. However, the cost function weights
remains the same. As a result, HyQ trots in a curved motion. By reducing the
contact duty cycle of the trot to 35%, we can also obtain a running trot with two
flight phases.

To show that the optimized trajectories are physical and are directly applicable
to the robot, we perform trotting tests on hardware. We test two variations of the
trot: One with 50% duty cycle, i.e. no overlap of stance or flight phases and one
with 60% duty cycle, i.e. a very brief four leg support phase. In both cases, we
directly apply the optimized input trajectory as a feedforward torque command
to the actuator. Additionally, we add a joint space PD controller to track joint
positions. For reasons discussed in [168], we are not using the feedback control gains
provided by SLQ. Figure 3.24 compares planned and measured base trajectories.
While a base controller could enhance performance, our full model based approach
allows us for successfully executing the trajectories for several seconds without base
feedback.

Hop As a next task, we demonstrate symmetric hopping where the contact se-
quence is the same for all four legs. The resulting trajectory shows an almost
constant forward velocity. This greatly reduces the involved control effort. If we
decrease control effort weightings, we observe that the base almost comes to a
complete stop during stance phases.
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Figure 3.23: Feedforward joint torques Hip-Abduction-Adduction (HAA), Hip-
Flexion-Extension (HFE) and Knee-Flexion-Extension (KFE) for all four legs of a
quadruped during a trot. During the trot, the highest joint torques can be observed
in the KFE joint.

Bound Another quadruped gait is bounding. Here the legs move in pairs, grouped
in front and hind legs. Between two subsequent stance phases, there is a short
flight phase. We observe a rhythmic pitching motion in the base. Interestingly,
the optimized trajectory shows almost equidistant jumps except for the last jump,
which is executed in place at the goal position. A possible reason could be that it
is favorable to move with higher forward velocity given the dynamics and our cost
function weightings. Reducing the time horizon by one gait cycle could potentially
get rid of the final extra jump.

Rotary and Transverse Gallop As a final test, we demonstrate rotary and transverse
galloping. Both tasks differ only in the gait pattern of the left front leg. These gaits
allow the robot to travel a large distance using long stride lengths. When compared
to a trot, these long stride lengths result in relatively slow joint velocities given the
speed of the base. Comparing the results with galloping animals, we see significant
similarities. One similarity is that the base is pitched downwards around the time
both front legs are in stance and pitched upwards when the hind legs are in stance.
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Figure 3.24: Comparison between planned (dashed) and measured (solid) base
state trajectories for a trot executed on hardware. Using the full body model for
optimizing the trajectories allows for executing them without base state feedback
for several seconds.

Constraint Satisfaction

Since we are using soft constraints, we have to ensure that the obtained motions
do not violate these constraints and result in unphysical trajectories. In the first
iteration, we do not enable our soft constraints but allow the algorithm to find
a good initial guess. Hence, after the first iteration the robot to “flies” to the
goal position. For the second iteration we then enable the soft constraints. In
the subsequent iterations, the total costs of the found solution stay flat or slightly
increase since the algorithm is primarily trying to fix the constraint violation. So
instead of looking at the cost function decay, we analyze the constraint violation
cost. We focus on the quadruped results, since they involves more constraints to
be satisfied. The results for the humanoid model are comparable. Figure 3.26
illustrate the constraint violations in input and end-effector position/velocity for
all quadruped tasks as the Mean Squared Error (MSE). For the kinematic error,
this is the sum of both the distance and velocity violation accumulated over all four
legs. Similarly, the contact force constraint violation is also summed up over all
four legs. As shown in the graphs, the algorithm finds solutions with constraint
violations below levels of 1072 in less than 18 iterations. To put these numbers in
perspective, an unmodelled trunk weight of 0.01 kg would create an MSE in contact
forces of 0.01. Kinematic violations are below the system’s control accuracy. Also
hardware tests show that constraint violations are negligible.

94



LF contact forces RF contact forces

2000 2000
| A A A | | A A A
X y z X y Z
= 1000 = 1000
5 0 5 0 .
S N S ch N ol I LOU S o
-1000 -1000
0 1 2 3 0 1 2 3
t[s] t[s]
2000 LH contact forces 2000 RH contact forces
I A Iy | I A Iy
x y z x y z
__ 2000 __ 2000
Z <
o 1000 © 1000
< 1<)
S 0 = 0
-1000 -1000
0 0 1 2 3

t[s] t[s]

Figure 3.25: Contact forces during a trot of a quadrupedal robot. Corresponding
to Figure 3.23 contact forces are high when joint torques are high. The z-direction
corresponding to the vertical axis in world coordinates, is dominating. No contact
forces are exerted on legs in swing phase.
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Figure 3.26: MSE of the constraint violation for the quadruped gaits. The left plot
shows the sum of contact force constraint violations. The right plot shows the sum
of the end-effector constraint violations. In both cases the violation monotonically
decreases to usually below levels of 1073.
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Runtime

Theory suggests that the runtime of SLQ scales linear with the time horizon. In
previous work [168] we have demonstrated that this also holds true for our SLQ
implementation. However, the runtime-per-iteration differs. On one hand, our
control input dimensionality is increased compared to the previous approach and our
cost function is more complex. On the other hand, we can take larger integration
steps and we do not need to compute a contact model. In order to check whether the
approach is fast enough to do online planning or even re-optimizing the trajectory
during execution in Model Predictive Control (MPC) fashion, we measure the
runtime of each iteration. The profiling of the algorithm is done for the quadruped
case since it is the higher dimensional model. Given a time horizon of 3 seconds
and a sampling frequency of 500 Hz, our solver requires around 800 ms per iteration
on an Intel Core i7-4810MQ processor. As expected, this is slightly worse than
the runtime presented in our previous work. However, given that we can take
larger integration steps, the presented approach outperforms our previous one in
runtime-per-iteration given the same time horizon.

As shown in the previous subsection, the presented examples converge to negligible
constraint violation in 10 to 18 iterations from cold start. Thus, the overall
computation time until convergence usually lies in the range of 8 to 15 seconds
for trajectories of 3 seconds. In our examples, we cold start, use small integration
steps and long time horizons. Considering that in an MPC approach we would use
shorter time horizons and a very good initial guess is available from the previous
iteration, we could possibly run the approach in MPC fashion with the current
implementation. Additionally, part of the system dynamics linearization is using
numerical differentiation which could be replaced by analytical derivatives. Also,
hardware results show that the trajectories are robust, permitting low MPC update
rates.

111.5 Discussion, Conclusion and Outlook

In this work, we have presented how an efficient Trajectory Optimization algorithm
can be combined with constraint relaxation to solve complex motion planning tasks
under switching contacts in a few seconds. Despite this relaxation, constraint
violations are robustly reduced to a negligible amount. Since we are not using an
explicit contact model, the problem appears to be more convex resulting in fast
convergence. Compared to our previous work [168], the problem is also less sensitive
to cost function parameters. However, this comes at the expense of having to
pre-specify the contact sequence which can be both an advantage or a disadvantage.
Hardware results demonstrate that the trajectories can be directly applied to the
physical system. So far we are not considering contact friction, joint torque or
kinematic limits. These could also be included as relaxed constraints or as shown
in [71]. By including pre-specified contact locations as constraints, we are planning
to apply this approach to rough terrain locomotion, possibly even in MPC fashion.
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IV.1 Introduction

In this paper, we present a whole-body Nonlinear Model Predictive Control (NMPC)
approach for Rigid Body Dynamics (RBD) systems subject to contacts. By using
an explicit, Auto-Differentiable contact model as part of the dynamic system, the
approach is able to reason about contacts and optimize through them efficiently.
Contact timings, sequences or locations are not pre-specified, but an outcome of the
optimization. Thanks to a highly-efficient, unconstrained nonlinear optimal control
solver, we are able to successfully apply the method to two different quadruped
platforms. We verify the performance and versatility of our approach by testing
a multitude of tasks including periodic gait patterns as well as highly dynamic
motions, such as squat jumps.

Related Work

Motion planning and control for legged, and especially quadruped locomotion is
often tackled with multi-stage planning and control frameworks [35, 113, 143, 236].
Such frameworks often consist of one or multiple planner stages that use a simplified
model and a reactive tracking controller. This results in the dilemma that the
planner does not always produce feasible, i.e. dynamically consistent, plans or
needs to plan conservatively. The tracking controller on the other hand does not
have enough control authority to e.g. modify foothold positions or contact timings,
but blindly tries to track the planners reference. In this field, centroidal dynamics
approaches [46, 71, 102, 127, 128| become increasingly popular as they capture the
core dynamics of the problem. However, many of these approaches plan or optimize
contact forces that are not guaranteed to be realizable.

In recent years, there has been an increasing number of whole-body optimization
and optimal control based approaches [143, 154, 181, 188, 217]. While these ap-
proaches are very complete, their runtimes are still a few orders of magnitudes away
from running in receding horizon or MPC fashion. There are also some whole-body
NMPC approaches verified in simulation [61]. However, without hardware valida-
tion, it remains an open question if and how well these approaches can be applied to
real robots. While whole-body, contact invariant NMPC has been demonstrated on
hardware before [123], the presented motions were rather slow or even quasi static,
underlined by the fact that the authors do not apply the torque output to the robot
but instead only use the position and velocity trajectories as references for the
joint controllers. Additionally, contact switching was not dynamic and artificially
enforced. Also stability during execution was explicitly encoded in the task.

Contributions

In this work, we demonstrate whole-body, contact invariant nonlinear MPC for
highly dynamic motions that require explicit reasoning about the full dynamics
of the system and the contacts. Furthermore, to the best of our knowledge, we
demonstrate that such a framework can be applied to both single motions as well as
periodic gaits on hardware for the first time. We show that the approach transfers
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Figure 3.27: The quadrupeds HyQ-blue (left front) and ANYmal (right), which
served as test platforms for our MPC experiments.

between platforms, and apply the same framework to the two quadrupeds HyQ
and ANYmal (Figure 3.27). We also demonstrate the robustness and replanning
capabilities of the approach by adding significant disturbances during execution.
We summarize our solver framework, which uses Auto-Differentiation and code
generation to achieve high computational performance exceeding the current state
of the art in robotics NMPC applications by at least one order of magnitude. In
contrast to many previous approaches, our solver is also available as open-source
software [87]. Furthermore, we also publish the cost function weights used during
experiments to ensure reproducibility.

In previous work [168], we demonstrated the versatility of optimizing whole-body
motions through contacts. However, trajectories were only optimized once before
execution. Also, especially interesting tasks such as periodic gaits could not be
transferred to hardware due to model mismatches and lack of robustness of the
plans. In this work, we demonstrate that an NMPC approach which continuously
re-optimizes the state and control trajectories at high frequency, results in robust
performance and copes with model mismatches. Running NMPC on real hardware
poses severe restrictions in terms of computation time and software integration.
In this work, we describe how we overcome these issues and improve our solver to
achieve a speedup of several orders of magnitude.

Structure of this paper

We organize the paper as follows. In Section IV.2, we define how we formulate the
NMPC problem for Rigid Body Dynamics Systems. In Section IV.3 we describe
our approach of solving the problem. Afterwards, in Sections IV.4 and IV.5, we
describe the implementation from a software point of view as well as the integration
on hardware. In Section IV.6, we then present our experiments and discuss the
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results and findings. Finally, in Section IV.7 we summarize the paper and provide
an outlook to future work.

IV.2 NMPC for Rigid Body Systems

The NMPC approach used in this work recurrently solves finite-horizon Optimal
Control Problems with cost functions of the form
ty
J(@(t), u(t)) = h (x(t;) + [ L(a(),u(t),t)dt (3.29)
t=0

and nonlinear system dynamics
z(t) = f(x(t),u(t),t), x(0)=xo (3.30)

with state and control trajectories x(t) and w(t).

System Modelling
Analogously to [168], we consider general Rigid Body Dynamics of the form

M(q)j+C(q,4) + G(q) = I X(q,4) + ST T (3.31)

where Mg« 1g is the inertia matrix, Ci1gx1 captures Coriolis and centripetal forces
and G'1gx1 represents the gravity terms. We further assume the system is actuated
via joint forces/torques T12x1 where the selection matrix S1gx12 maps these forces
to the actuated degrees of freedom. Additionally, external forces Aj2x1 act on the
system via the contact Jacobian (J¢)18x12. The joint positions/angles and their
velocities are denoted by g and ¢ respectively. In the case of a floating base robot,
these quantities also contain the base pose (i.e. its orientation and position) as well
as the base twist (i.e. its linear and angular velocity). These quantities can also be
thought of as an unactuated 6 DoF joint between an inertial and the base frame.
We use an Euler-Angle parametrization of the 3D orientation.
We define the state of our system as follows
T]T T

z=[wa' £q']" =[waps weh a) cwh cofd]’ (3.32)

where the pose is expressed in an inertial “world” frame W and the twist is expressed
in a local body frame B. Due to the different reference frames, the twist is not a
pure time derivative of the pose, but requires an additional coordinate transform
Ty which is composed of a pure rotation matrix for linear velocities as well as
a slightly more complex mapping matrix for angular velocities. This leads to the
overall system dynamics

(1)

[qu u’iT]T (3.33)

_ [ Twe cd
Mﬁl(Q)(ST‘r + Jc>\(q7 q) - C(q7 q) - G(q))
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Contact Model

In order to avoid pre-specifying contact sequences, locations or timings, we need
to enable the NMPC solver to reason about contacts. Some approaches resort
to adding complementarity constraints to enforce contacts (e.g. [188]). However,
these constraints do not satisfy the Linear Independence Constraint Qualification
(LICQ) [196]. Almost all off-the-shelf Nonlinear Optimal Control or Nonlinear
Programming solvers assume LICQ and, therefore, cannot handle these problems [31].
In contrast, we add the contact physics to our dynamic model using an explicit
contact model. As a result, the contact forces become an explicit function of the
robot’s state: A(q,q) = g(z(t)).

Our contact model consists of a combination of linear springs and dampers
perpendicular and parallel to the contact surface. For each end-effector we compute
the contact model in the specialized contact frame C' as follows:

cA(q,9) = — kexp(ay cp=(q))
—d sig(aq cp=(q)) cp(q,q) (3.34)

with d and k being damper and spring parameters. In order to achieve smooth
derivatives, we multiply the damper-term with a sigmoid function of the normal
component p;(q) of the contact surface penetration p(q). Both the exponential and
the sigmoid function serve as smoothing elements. Their ‘sharpness’ is controlled by
ay and ag. Finally, the contact forces are transformed into the robot body frame
by

BA(q,4) = Rwr(a)cA(g, q) (3.35)

and subsequently passed to the forward dynamics where they act on the corre-
sponding link. Our particular choice of the contact model smoothing supports
the gradient-based solver by ensuring that contact forces never completely vanish.
Therefore, the solver can reason about contacts even before they are established.
‘While this is slightly nonphysical, we will later see that this does not hinder good
performance on hardware. We emphasize that there exists physically more accurate
explicit contact models [9] and implicit contact models as popular in physics engines.
The latter however rely on optimization based solvers which cannot be differentiated
well. In contrast, our simplified model captures the governing effects accurately
enough and allows for computing derivatives efficiently by using Auto-Diff which is
key to solving the NMPC problem fast enough [85].

IV.3 NMPC Approach

Informally speaking, NMPC is achieved through solving the Nonlinear Optimal
Control (NLOC) problem at sufficiently high rates. Popular approaches to nonlinear
optimal control are Single Shooting, Multiple Shooting or Direct Collocation [53],
which discretize the continuous time optimal control problem and transcribe it into
a Nonlinear Program (NLP). These NLPs are often solved using general off-the-shelf
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NLP solvers as presented in [181, 189]. However, such an approach does not fully
exploit the sparsity structure inherent to optimal control problems and often results
in poor algorithm runtimes, which are not fast enough for MPC applications.

To overcome this issue, we formulate our problem as an unconstrained optimal
control problem, and resort to an optimized, custom solver, that implements a
family of iterative Gauss-Newton NLOC algorithms [84]. The solver employs a first-
order method that locally approximates the NLOC problem as a Linear Quadratic
Optimal Control (LQOC) problem using a Gauss-Newton Hessian approximation.
The LQOC is solved by a Riccati-based solver which has linear complexity in the
time horizon. This makes the approach efficient for larger time horizons. Our solver
can be considered a generalization of the well-known iLQR [222] and SLQ [211]
algorithms and covers both Single and Multiple Shooting. It designs time-varying
state-feedback controllers of the form

un (@) = ul! + Ky (2, — 25) (3.36)

where u{if is the feedforward control action and K,, a linear feedback controller

regulating deviations of the state @, from the reference trajectory a:iff. For most
experiments in this paper, we use the iLQR algorithm. We furthermore compare it
to the more efficient Gauss-Newton Multiple Shooting (GNMS) approach which can
act as a direct replacement. Both algorithms use the same approach of formulating
and solving a local LQOC problem, however their MPC formulations varies.

A summary of the iLQR-NMPC algorithm, is given in Algorithm 4. It shows two
forward integration steps during the algorithm. One directly after retrieving the
state measurement to get the nominal trajectory, and a second one during the line
search after updating the controller. For our application, the latter is important to
obtain a new reference trajectory for the feedback controller to track. In contrast,
the GNMS-NMPC algorithm, which is summarized in Algorithm 5, designs a state
reference trajectory simultaneously with the new control policy. Furthermore, it
allows to separate the algorithm into a feedback and a preparation phase [52], which
helps to minimize the latency between state-measurement and control policy update.
For a detailed overview about the GNMS algorithm, the reader is referred to [84].
An open-source reference implementation is available in [87].

IV.4 Software Implementation

Running NMPC for a high dimensional system in real-time remains a challenge
despite the powerful consumer PCs available today. While the development of
processors with faster clock speed has stalled in recent years, processing power
instead foremost grows due to higher computation core counts as well as vector-
ization. However, both parallel execution and vectorization cannot be leveraged
automatically by standard compilers. Also, many computational routines such as
integrating a differential equation over time, are naturally sequential operations that
cannot be parallelized easily. In this subsection we describe how we optimize the
NMPC solver from a numerical point of view and leverage the processor architecture
to reduce the computational burden.
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Algorithm 4 Discrete-time iLQR-MPC Algorithm

Given

- cost function (3.29) and system dynamics (3.30).

- receding MPC time horizon N.

- stable initial control policy up (@) of form (3.36)

Repeat Online:

- get state measurement ®meas-

- forward integrate system dynamics (3.30) with @y = ®meas to obtain
state trajectories X = {@g,®1,...,x }, control trajectories
U = {ug,ui,...,un_1} and corresponding sensitivities Ayn, Br.

- quadratize cost function (3.29) around X and U
- solve LQOC problem using a Riccati backward sweep

- retrieve control policy ui () of form (3.36)
- line search over the control increment (wun (z)T — wp ()
and update X T by means of a forward simulation of the nonlinear
dynamics (3.30) with @) = @meas
- send policy uj{(m) and X1 to the robot tracking controller
update un () + ul (@)

Algorithm 5 Discrete-time GNMS-NMPC Algorithm

Given

- cost function (3.29) and system dynamics (3.30).

- receding MPC time horizon N.

- initial state and control trajectories X = {®g,®1,..., &N},
U ={ug,u1,...,un_1}

Repeat Online:

Feedback phase

- get state measurement Tmeas-

- forward integrate system dynamics (3.30) with @) = ®meas on the first
multiple-shooting interval, obtain sensitivities Ag, By

- quadratize cost function (3.29) around X and U for first control stage

- solve LQOC problem using a Riccati backward sweep

- retrieve updated control policy u}l (#) and updated trajectories UT, XT.

- send policy ujb’(m) and X T to the robot tracking controller

Preparation phase

- update: up (2) + uf(z), X « XT, U + Ut

- forward integrate system dynamics (3.30) for the multiple-shooting
intervals 1 to N, obtain sensitivities Ay, ... Ax_q, B1,...,Bx_1.-

- quadratize cost function (3.29) around X, U for multiple-shooting intervals 1 to N.
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Modelling Framework

Our NMPC controller relies heavily on evaluating Rigid Body Dynamics and Kine-
matics. Therefore, we use RobCoGen [79], an efficient code generation framework
for modelling Rigid Body Dynamics. In [85] we augmented RobCoGen to be com-
patible with Auto-Differentiation as implemented in our Control Toolbox (CT) [87].
Furthermore, we use CT’s contact model and kinematics that wrap around RobCo-
Gen to provide contact force mappings. The resulting framework is lean compared
to sophisticated physics engines and produces fast to evaluate, hard realtime capable
code.

Integration and Sensitivity Computation

Our system dynamics include a contact model that needs to be chosen stiff enough
to approximate the real physics of contact well. Naturally, this leads to a numerical
stiffness which requires us to take small integration time-steps. Therefore, instead
of using standard explicit integrators such as Euler or Runge-Kutta schemes, we
use symplectic (or semi-implicit) integrators, which are also popular in physics
engines [40]. A symplectic integrator alternates between integrating positions and
velocities, i.e. the updated positions are used to compute the velocity update
and vice versa. Therefore, the computational complexity is similar to an explicit
scheme, but the numerical stability is increased. In contrast to implicit integrators,
we do not have to compute Jacobians explicitly and do not have to solve an
internal optimization problem. The symplectic integrator allows us to increase the
integration step size by a factor of four compared to explicit schemes [168].

Our LQOC solver requires us to compute sensitivities along the trajectory, i.e.
partial derivatives of the integrated state with respect to the start state and control
action of the step. These sensitivities can be understood as matrices A, and B,
in a local linear approximation of the form 41 = Ap®n + Brun + ¢n. While
many existing approaches compute the sensitivities numerically [123], it is slow
and can lead to severe numerical problems hindering convergence [50]. Therefore,
we compute them exactly by integrating a corresponding sensitivity ODE. A
description of the integration scheme for sensitivities of symplectic integrators can
be found in [190]. The linearization of our dynamic system is performed with
Auto-Diff and code-generation described in detail in [85], which provides the same
accuracy as analytic derivatives but outperforms them in terms of computational
speed.

Multithreading and Vectorization

Another important factor for obtaining best performance is multi-threading. Some
parts of our algorithm are inherently sequential, for example solving the LQOC
problem backwards in time, or the forward simulation of the system when employing
iLQR. However, using a multiple-shooting approach allows us to parallelize the
forward simulation over the individual multiple-shooting intervals. In this case,
computation time decreases linearly with the number of cores. In contrast, iLQR
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requires to compute a single, continuous forward simulation and thus does not benefit
from a multi-core processor in this step. The cost and sensitivity computation,
which can be distributed among all available cores, is parallelizable for all our
algorithm variants.

Another optimization possibility is to use the processor’s vectorization capabili-
ties, which are Single Instruction Multiple Data (SIMD) implementations, especially
useful for mathematical operations on vectors and matrices. In a previous imple-
mentation [168|, we had already used SSE [75] instructions. In this implementation,
we switched to AVX [75] instructions. Since our code mostly consists of matrix and
vector manipulations and register sizes of AVX are doubled over SSE, we obtained
an additional speedup of almost a factor of two. This number is also supported
by the release notes of the Eigen library [93] used for all computations. With the
release of AVX512 doubling register sizes yet again, we expect another speedup of
about factor of two.

IV.5 Hardware Integration
Platform Descriptions

For hardware experiments we use two different quadruped robots, that strongly
vary in size, weight and actuation principles. Therefore, the experiments underline
the generality of the approach and show that no platform specific modifications
are required. HyQ is an 80 kg, hydraulically actuated quadruped, while ANYmal
weighs around 34 kg and uses electric, series-elastic actuators. Both robots are
briefly described in the following.

HyQ HyQ [205] is a fully torque controlled, hydraulic quadruped built by the
Ttalian Institute of Technology. It features three joints per leg, namely Hip Abduction
Adduction (HAA), Hip Flexion Extension (HFE) and Knee Flexion Extension (KFE).
All joints are equipped with absolute and relative encoders, the joint torques are
measured by load cells.

ANYmal While being more compact, ANYmal [107] features the same joint
configuration as HyQ. Furthermore, it is fully torque controlled via series-elastic
actuators. Joint encoders before and after the elastic element measure its deflection
which is used to compute the internal joint torque.

Tracking Controller

The control and tracking framework mostly corresponds to the one shown in
Figure 3.28 also used in [168]. When running our NMPC framework, we directly
apply the optimized torques as feedforward signal to the actuators. However,
in our framework, there is an average delay of about 10-15 ms between state
measurement and execution of the corresponding, optimized policy on the robot.
This delay prevents from robustly controlling positions and velocities of the swing
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Figure 3.28: Structure of the estimation and control approach for hardware
execution of the NMPC controller. Estimators estimate ground height and base
state information. The optimized control input obtained from the NMPC solver is
then augmented with the output of two tracking controllers.
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legs. Therefore, we add a PD control loop around the optimized joint trajectories
that improves position and velocity tracking. Lastly, we also add a virtual model
controller [191] using inverse dynamics (without gravity compensation) which only
contributes a few percent of the overall control signal. Therefore, the presented
tasks also work without the base controller but show slightly improved performance
with the controller enabled.

State Estimation

Both quadrupeds run a state estimator that fuses measurements from an Inertial
Measurement Unit (IMU) and the leg encoders to estimate the base pose and twist
of the robot. The state estimator is described in [19]. Joint position measurements
are directly obtained from both robots and are then numerically differentiated to
obtain joint velocities. Since we use an explicit contact model, an estimation of the
ground is required. Here we check the stance of each foot and fit a plane through
all stance legs. This ground estimator could possibly be replaced in the future by a
mapping approach that delivers differentiable height information.

Computing Setup

In our setup, we use a dedicated computer that runs the NMPC control loop. The
NMPC-node receives the current state of the robot via the Robot Operating System
(ROS) from the midlevel control computer that executes the tracking controller
described in subsection IV.5. Due to different software and hardware architectures,
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this tracking controller runs at 250 Hz on HyQ and at 400 Hz on ANYmal. The
midlevel controller then sends desired torque, position and velocity setpoints to a
lowlevel torque controller. In return, it receives current state measurements and
computes the base and ground state estimate. The lowlevel controller runs a torque
tracking and a position PD controller at 1 kHz on HyQ and 2.5 kHz on ANYmal.
This controller is implemented on embedded hard real-time systems on both robots.

IV.6 Results

The performance of our algorithms is assessed on both quadrupeds. We test a
periodic trotting gait on both robots and disturb them during the tests. Furthermore,
we execute additional dynamic motions on ANYmal. For all experiments, the cost
functions weights are visualized in figure 3.29 and provided as supplementary
material.

In all experiments, we employ a time horizon of 500 ms, a control discretization
of 4 ms and an integration rate of 1 ms for the aforementioned symplectic Euler
scheme. In this work we employ the iLQR and GNMS solvers from [84], and use
the solution from the previous MPC iteration as a warm start. We run a so called
“real-time iteration scheme” [53], where we apply the optimized trajectory after a
single iteration. Note that running only a single solver iteration before updating
the state measurement results in better overall performance than running multiple
iterations and letting the solver converge. All results are obtained with the same
settings, solver and model. The different behaviors are thus simply a result of the
choice of cost function and weights, offering a great versatility.

Hardware Experiments HyQ

Trotting As a first test, we investigate a periodic gait pattern, encouraged over
periodically activated costs penalizing joint angle deviations from a desired swing
leg apex configuration. In previous work [168], we have demonstrated that our
approach can also discover a trotting gait without swing leg costs. However, by
adding such costs, we can influence the gait frequency and encourage trotting while
staying in place. Since we only penalize the apex height of the swing leg, exact
contact timings are not specified but can be adjusted by the algorithm. Additionally,
since the swing phase is not a constraint, it can be violated by the algorithm if
helpful for the overall performance. This can be observed during execution. If
the robot base is strongly pushed to one side, the feet on that side are not lifted
but remain on the ground to first stabilize the base. This means the algorithm
naturally modifies the gait pattern and contact timings to optimize performance.
Another observation is that, due to a feedforward dominant controller that plans
ahead of time instead of simply reacting aggressively to disturbances, we obtain
a compliant controller. HyQ can be perturbed significantly both on the base and
the legs without reacting stiffly. Even placing planks under single feet does not
deteriorate performance. Figure 3.30 shows the results of a trotting experiment on
HyQ. The plot shows that the base orientation and position deviations from the
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Figure 3.29: Cost function weights for the different hardware experiments plotted
on a logarithmic scale. All weighting matrices are diagonal and thus the weights
illustrated correspond to the diagonal entries. Weights on joint positions gy and
velocities ¢ are the same for all legs. The temporal costs in the trotting experiment
affect swing leg pairs and are activated periodically. For the squat and forward
jump temporal costs affect all legs equally and are activated once per jump.
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Figure 3.30: Plots of the deviation of the orientation and position offset during
trotting experiments on HyQ. In the cost function, we penalize orientation stronger
than position which shows in the plots. Compared to ANYmal the magnitude of
the deviations is slightly larger. However, this is in part also due to the different
sizes of both robots.

set point are regulated and remain small. Also, we add a strong cost penalty on
the base orientation to improve stability. The resulting overall controller is stable
and can robustly handle aforementioned disturbances.

Hardware Experiments ANYmal

Trotting We repeat the same trotting experiments with adjusted weights (due to
different mass/inertias) on ANYmal. Also here we observe that the controller is
robust to disturbances. By adjusting the desired position and orientation of the
base with a joystick, we navigate the robot around. Figure 3.31 show measurements
of the robot base during the trotting experiment. These plots illustrate how the
MPC controller deals with disturbances. The robot is executing a periodic trot
motion in place. At t = 2.8s we placed a wooden plank below one of ANYmal’s
feet. For the duration of the disturbance the MPC controller escapes the periodic
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Figure 3.31: Base orientation (top) and position (bottom) of ANYmal during a
trot. At t = 2.8s we placed a wooden stick below one foot which acted as heavy
disturbance on the system. The controller is able to return to a periodic motion
after the disturbance is removed.

trot and finds different solutions. To mitigate the disturbance the controller shifts
and rotates the base and when the disturbance is gone it returns to the periodic
trot. Compared to HyQ the deviations of the base orientation and position are
much smaller. One of the reasons for this is certainly the size and weight differences
between these two robots.

Squat Jumps To underline that the approach can leverage the full system dynamics,
we also perform a squat jump. Here, amongst the usual running and final cost, a
temporal cost encourages an upward base velocity at a certain time point. However,
the lift-off time and especially the landing time are not pre-specified. Also, while it
is not surprising that all legs lift-off at the same time, we do not explicitly enforce it.
To test repeated jumps, we activate the vertical velocity costs periodically. While
the robot does not always land perfectly, the MPC controller optimizes a trajectory
from the current state and tries to get back as close as possible to the nominal
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Figure 3.32: Joint torques of ANYmal during a repeated squat jump. The torques
stay well below the physical torque limit of 40 Nm. Furthermore, the torques drop
quite abruptly after take off and then peak during the landing phase.

state. This experiment underlines the robustness of the approach, as several squat
jumps can be executed without resetting the robot to the nominal configuration.
Figures 3.33 and 3.32 show the measurements of ANYmal during the squat jump
experiments. We enforce jumps every 2 seconds, starting at ¢ = 1s. The desired
take off velocity was 1.0 m/s in vertical direction (z axis) leading to an apex height
of 3 cm. The measurements show that the robot slightly overshoots the velocity
setpoint by 0.1 m/s during execution. On the torque level the robot stayed well
below the admissible torque level of ANYmal (40 Nm) without imposing additional
constraints. The robot drifts in x and y direction between consecutive squat jumps.
The reason for this is that we do not impose large cost penalties in x and y positions
for stability reasons. One interesting observation is that the base height is lowered
and the knees are bent before jumping off to accumulate kinetic energy, which
reduces the maximum torque used for a given height.

Forward Jump If we add a forward velocity component to the squat jump, we
obtain a forward jump behavior. Again, lift-off time and landing time are not
pre-specifed. Results of the forward jump can be found in the submitted video.

Timings
In this section, we present timings for different solver setups. For all timings and
experiments, the NMPC solver is run on an Intel Core i7 4790 quadcore PC with
3.6 GHz.

Figure 3.34 shows the timings obtained from the trotting experiments on ANYmal.
We measured the rate of incoming trajectories that the tracking controller received.
It can be seen that our solver runs at around 80 Hz for when using the iLQR-
algorithm and at 175 Hz when using Gauss-Newton Multiple-Shooting. The higher

111



3 Part A: Efficient Numerical Optimal Control

T T T T T
o1f ]
XB
y
— 0.05 | B -
E s
c
2 0
)
o
o
-0.05 | i
1 1 1 1 1

velocity [m/s]

t[s]

Figure 3.33: Base position and linear velocity of ANYmal during a repeated squat
jump. We mostly penalize base orientation and linear velocities to obtain straight
jump motions. As a result, the controller achieves a constant apex height but drifts
slightly in x and y directions. We observe that ANYmal first slightly bents its
knees and lowers the base before jumping off to accumulate energy, a behaviour
that would not result from a pure feedback controller.
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Figure 3.34: MPC update rate as recorded during two trotting experiments on
ANYmal. While iLQR achieves update rates of around 80 Hz, GNMS reaches
almost 190 Hz. While the higher update rate does not lead to significantly better
performance, it leaves more headroom for extending the time horizon.

frequency of GNMS-MPC results from three main factors: first, the parallel forward
simulation, second, in contrast to iLQR, GNMS does not require a line-search for
this particular problem, and third, the GNMS algorithm allows for using a higher
control discretization (6 ms). While GNMS offers a higher update rate, it is not
very noticeable in performance such that iLQR performs similarly well. This is
illustrated in Figure 3.35 which compares the costs of the trajectories obtained
from both algorithms during a trot task. However, we notice that below 30 Hz
update rate, the performance on hardware starts to degrade significantly. Therefore,
GNMS leaves more headroom for more complex systems or longer time horizons.

At 80 Hz, a single computation takes less than 12 ms. Compared to [123], which
is using the same algorithm but requires around 50 ms per iteration, our solver
is about 300% faster for the same time horizon and similar number of degrees of
freedom while having a much finer control discretization (4 ms instead of 20 ms)
and only using a third of the CPU cores. Assuming the same number of cores and
the same discretization, our solver would run about 10-15 times faster than the
one presented in [123]. This results from a more efficient solver implementation,
optimized vectorization, faster computation of the dynamics due to a simpler contact
model as well as using Auto-Diff code-generation. As a result, delays are significantly
reduced, which is crucial for robustness.

IV.7 Summary and Outlook

The presented work shows the first application of whole-body NMPC through
contacts for dynamic motions. Furthermore, this is the first time that such an
approach is applied to hardware for periodic gait patterns and tasks with dynamic
contact switches. We demonstrate that NMPC can be run at rates that exceed
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Figure 3.35: Total cost of the iLQR and GNMS algorithms during the trot
experiment. Both algorithms result in a similar cost after optimization.

the state of the art by an order of magnitude by using an efficient implementation
combined with state-of-the-art software engineering techniques such as Auto-Diff,
symplectic integration as well as vectorization. By applying our method to two
different robots, we show that our integration with state estimation and controllers
allows us to deploy the approach to different robots with different actuation principles
without major adjustments. The tasks themselves underline the benefits of running
an NMPC controller that can reason about contacts. When looking e.g. at the
trotting task, we see disturbance-dependent gait pattern changes, base stabilization
and small reactive side stepping. If implemented with a classical approach the
resulting planning and control pipeline would possible consist of several modules
and layers. Using NMPC they emerge naturally from a single algorithm. While
cost function tuning remains a manual task to achieve optimal performance, new
tasks can be simply tuned in a few minutes. This way, we avoid designing a control
and planning framework from scratch when the task at hand changes, which is still
often the case in robotics.

While these first results look promising, there is still a significant amount of future
work to be considered, both from an algorithmic as well as from an implementation
point of view. On the algorithmic side, we plan to leverage the speed advantage
and better warm starting capabilities of GNMS to extend the time horizon of the
NMPC controller. As part of this work, it would be worthwhile to see how a larger
time horizon influences performance and robustness. We expect that a longer time
horizon could show more elaborate disturbance rejection and recovery behavior
since it offers more flexibility and predictive capabilities to the solver. Furthermore,
while most tasks by design stayed within the physical limitations of the platforms,
GNMS would allow us to handle constraints such as torque limitations explicitly as
as inequality constraints. Given that the higher update rate of GNMS-MPC did
not lead to an increase in performance, we believe that our method can cope with
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the extra computational complexity when dealing with constraints, especially since
the algorithm’s complexity remains linear in time. Also, we could resort to soft-
constraints rather than hard constraints [166]. From a practical perspective, we wish
to include some model adaptation or disturbance estimation to our implementation
that robustifies our approach even further. Additionally, this could help to bring
new motions to hardware. Finally, the NMPC controller could also be used to track
and stabilize motions generated from a high level foothold and motion planner to
handle non-convex terrains.
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V.1 Introduction

Most robotic systems consist of multiple rigid links connected via joints. This
includes entire systems such as robotic arms, legged robots or exoskeletons, but
also components like robotic hands or integrated actuators. We can mathematically
model these systems using Rigid Body Dynamics (RBD). The latter results in
non-linear differential equations for which computing a closed-form solution is
intractable. Therefore, many state-of-the-art approaches in control, estimation,
optimization and planning rely on iterative, gradient-based algorithms which employ
linear approximations of the given system equations. These algorithms include
optimal controllers such as Linear Quadratic Regulators (LQR), optimal estimation
approaches such as Kalman Filters and Batch Estimation, as well as parametric
design optimization and Trajectory Optimization (TO), e.g. Direct Transcription,
Direct Multiple Shooting and Differential Dynamic Programming.

To obtain the required derivatives for these algorithms, there are several options.
Often, analytic expressions ‘manually-derived on paper’ are considered the ideal
solution since they are accurate and fast to compute. However, as shown later, the
expressions obtained from deriving RBD derivatives manually are fairly complex
and difficult to optimize. Therefore, they often lead to poor runtimes. Additionally,
the manual process is error prone. To avoid this step, symbolic toolboxes such as
Matlab [145], Mathematica [240] or Maxima [146] can be employed. These tools
apply known calculus rules in order to symbolically determine the derivatives. While
this approach is viable in theory, in practice the derivative expressions easily get
too large to be suitable for a computationally efficient implementation.

As a shortcut to the previously mentioned approaches, Numeric Differentiation
(Num-Diff) is frequently used. In this method, the input to the function to be
differentiated is perturbed in each input dimension to obtain an approximation of
the derivative using finite differences. However, these methods are prone to numeric
errors and they are computationally costly when the input dimension is high.

As another option, Automatic Differentiation can be used. Automatic Differenti-
ation (Auto-Diff) is a programming approach for obtaining the derivatives from
source code instructions. Auto-Diff builds an expression graph of the original func-
tion which is later differentiated using the chain rule and known ‘atomic’ derivatives.
Since Auto-Diff operates on expressions rather than numerical values, it provides the
same accuracy as analytical derivatives. Yet, it still offers the comfort of obtaining
the derivatives in an automated fashion. Additionally, Auto-Diff derivatives usually
have lower complexity than unoptimized analytical derivatives.

Automatic Differentiation Tools

Over the years, several Automatic Differentiation tools have been developed. One
implementation approach is Source Code Transform, i.e. parsing the (uncompiled)
source code to build the expression graph and subsequently generating code for
its derivatives. However, for advanced programming languages such as C++,
this is challenging to implement. Hence, where supported by the programming
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language, Auto-Diff tools often rely on operator overloading. In this technique, the
function to be differentiated is called with a special Auto-Diff scalar type instead of
standard numeric types. This scalar type has overloaded operators that ‘record’ the
operations performed on it. The Auto-Diff tool then builds the expression graph
from the recordings. Popular libraries in C++ that employ operator overloading
are e.g. Adept [103], Adol-C [231], CppAD [12] and FADBAD++ [14]. While all
these tools are based on the same approach, there are significant differences both
in performance as well as in functionality [38, 103]. The performance difference
usually stems from the implementation of the expression graph, i.e. how fast it can
be differentiated and evaluated. In terms of functionality, especially higher order
derivatives make a key difference. They are difficult to implement and thus not
supported by many tools.

In this work, we are not proposing a new Auto-Diff tool but rather discuss how
the existing tools can be leveraged when working with Rigid Body Dynamics and
underline their benefits for efficient robotics control and optimization.

Contributions

Auto-Diff is already widely used in the mathematical optimization community -
but it is only slowly gaining popularity in the robotics community. In this work,
we illustrate the potential of using Auto-Diff for robotics. We demonstrate that
it outperforms analytical derivatives in terms of computational complexity while
preventing significant overhead in obtaining them. To employ Auto-Diff on Rigid
Body Dynamics, we extend our open source modelling tool ‘RobCoGen’ [79] to
be Auto-Diff compatible. The resulting framework allows for obtaining optimized
derivatives of well-known RBD quantities and algorithms as used by most optimiza-
tion, estimation and optimal control based algorithms.

Furthermore, rather than directly applying Auto-Diff at runtime, we perform
an Auto-Diff code-generation step for the derivatives. In this step, the dynamic
expression graph is converted to pure C code. This eliminates the overhead of the
expression graph, which we demonstrate is crucial for good performance. Further-
more, the resulting C code is real-time capable and can be run on micro-controllers,
in multi-threaded applications or even on GPUs. This allows for directly using it in
hard real-time control loops and embedded platforms but also for massive sampling
in data driven methods. Since RobCoGen is an open source library, we provide the
community with a tested, efficient and easy to use tool for modelling, analyzing
and controlling Rigid Body Systems.

This paper is an extended version of [167]. In this work, we provide additional
timings and technical details on the implementation. Furthermore, we showcase
two practical examples how our approach can lead to a performance leap in robotic
control problems.

First, we demonstrate how Auto-Diff can be used when modelling a Rigid Body
System subject to contacts. We show that Auto-Diff can produce efficient derivatives
of the system dynamics of a legged robot including a contact model. We demonstrate
that this leads to a significant speed-up in optimal control applications.
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Our second example extends our previous example [167] on Auto-Diff for TO
using Direct Multiple Shooting (DMS). While the original example showed a
planning approach for collision-free trajectories for a robotic arm, we extend it
to continuous online replanning. Robots often operate in uncertain, dynamically
changing environments or in the presence of disturbances, requiring updates of the
optimal control policy at runtime. We present a hardware experiment with a 6 DoF
robot arm avoiding an unpredictably moving obstacle during a positioning task.
Thanks to the low algorithm run-times achieved through the Auto-Diff generated
derivative code, the re-planning can be run in closed-loop with a robotic vision
system.

Related Work

Existing libraries that implement auto differentiable Rigid Body Dynamics are rare.
Drake [219] supports Auto-Diff for gradient computations of dynamics. However, it
relies on Eigen’s [58] Auto-Diff module which cannot provide higher order derivatives
and does not support code-generation for derivatives. Also, the code is not optimized
for speed. Instead, it relies on dynamic data structures, which introduces significant
overhead and limits the usability of the library for hard real-time, multi-threaded
and embedded applications. MBSlib [239] also provides Auto-Diff support and does
so in a more rigorous manner. Yet, it also relies on dynamic data structures, limiting
efficiency and potential embedded and control applications. It is unclear whether
MBSIib is compatible with any existing Auto-Diff code-generation framework.

There are also efforts of deriving simplified analytic derivatives of RBD [81].
However, the resulting expressions have to be implemented manually and do not
necessarily fully exploit efficient RBD algorithms, leading to more complex expres-
sions with runtime overhead. A thorough discussion on this issue is presented in
Section V.2. A comparison between Symbolic and Automatic Differentiation for
Rigid Body Kinematics is conducted in [56]. However, the authors do not perform a
code-generation step for Auto-Diff which, as we will see later, significantly improves
performance.

There is considerable research on how to use Auto-Diff to model and simulate
Rigid Body systems, e.g. [57], [92], [36]. However, this work is focused on solving
the RBD differential equations in order to obtain equations of motions rather than
explicitly computing their derivatives. Similar approaches are also used to perform
a sensitivity analysis or parametric design optimizations, as e.g. in [17]. However,
this research field is only partially concerned with explicit derivatives of kinematics
and dynamics algorithms. Additionally, metrics such as complexity and runtime,
which are crucial for online control and estimation, are not the primary focus of
this community.

In the context of our application examples, the optimal control toolkits ‘ACADO’
[105] and ‘CasADi’ [6] deserve special mentioning. The former allows users to
specify optimal control problems with a symbolic syntax and solves them. The
latter is a symbolic framework for automatic differentiation, which also supports
code generation. Both toolkits are targeted at real-time algorithms for optimization
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based control and optimization. However, these tools are general purpose tools that
require modelling dynamical systems using specialized syntax. Thus, they lack the
infrastructure to efficiently model Rigid Body systems and automatically compute
relevant RBD quantities such as contact Jacobians, joint space inertia matrices,
transforms or forward / inverse dynamics and kinematics. Instead of adding such
an infrastructure to a general purpose tool, we decided to augment ‘RobCoGen’, a
proven tool for modelling RBD with Auto-Diff support. We then complement it
with our own optimal control problem solver suite.

V.2 Rigid Body Dynamics and Kinematics

When dealing with Rigid Body Systems, we are usually interested in one or
multiple of the following quantities (or elements of those): forward/inverse dy-
namics, forward/inverse kinematics, the transforms between joints/links and end-
effector/contact Jacobians. In robotics, Rigid Body Dynamics are often expressed
as

M(q)j+C(q.9) +G(q) = JX (@ + ST~ (4.1)

where q represents the rigid body state in generalized coordinates, M is the Joint
Space Inertia Matrix, C are the Coriolis and centripetal terms, G is the gravity
term, J. is the contact Jacobian, A are external forces/torques, S is the selection
matrix and 7 represents the joint forces/torques. S maps input forces/torques to
joints and is used to model underactuated systems. In case of a fully actuated
system with directly driven joints, S is identity. For readability, we drop the
dependency of these quantities on q and q in the following.

Forward Dynamics and its Derivatives

If we want to know how a system reacts to given joint torques and external forces,
we can compute the forward dynamics expressed as

fd(g,q,7)=G=M"1JIIN+STr—-C-@G). (4.2)

Featherstone [72] shows that computing M (without inverting it) already has a
worst-case complexity O(n3) where n is the number of rigid bodies, which makes
naively evaluating Equation (4.2) very expensive. Therefore, he proposes several
algorithms for factorizing M and its inversion. Additionally, he also propses the
Articulated Rigid Body Algorithm, which computes the entire forward dynamics,
Equation (4.2), and only has complexity O(n).

To get the derivatives of (4.2), we can naively apply the chain rule:

123



4 Part B: Applying Numerical Optimal Control to Mobile Robots
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If we were to further simplify the expression we could use the following identities

daM—1 M-1dM

M1 (4.6)
dq dq
N T T
dM
= =% OJn Ondn + L0, 0T (4.7)
dqg = Oq oq

where n is the index of a rigid body, 60, is its fixed inertia matrix and J, is
its state-dependent Jacobian. The identity in Equation (4.7) has been derived
in [81] and similar identities are presented for %, % and %. But even without
looking at these additional identities, two issues with analytical derivatives become
prominent: First, the expressions are fairly large and error prone to implement.
Second, there is significant amount of intermediate calculations in the forward
dynamics that must be handled carefully to avoid re-computation. Thus, there
are three tedious, manual steps involved in implementing analytical derivatives:
(i) Careful derivation of the formulas, (ii) their correct implementation and (iii)
intelligent caching of intermediate results. As we show in the experiments, Auto-Diff
takes care of all three steps, alleviating the user from all manual work while still

providing an equally fast or even faster implementation.

Inverse Dynamics and its Derivatives

If we want to know what joint torques are required to achieve a certain acceleration
at a certain state, we can compute the inverse dynamics by solving Equation (4.1)
for 7. In case we actuate all joints directly, S is an identity matrix and we get

id(q,4,4) =7=M{G+C+G—J\. (4.8)

For the inverse dynamics computation, Featherstone presents an efficient algo-
rithm, the Recursive Newton-Euler Algorithm [72], which again has complexity
O(n) and avoids computing M and other elements explicitly.

For the fully actuated case, the inverse dynamics derivatives are defined as
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If we were to analytically simplify these equations further, we could again use
the identity in Equation (4.7) and other identities presented in [81].

In case of an under-actuated robot, such as floating base robots, we can obtain
the inverse dynamics by using an (inertia-weighted) pseudo-inverse of S to solve
Equation (4.1) for T as described in [172]. This is only one possible choice for
computing floating base inverse dynamics [200]. However, it will serve as an
example and the following discussion extends to the other choices as well. The
inertia-weighted pseudo-inverse is defined as § = M~1ST(SM~1ST)~! and leads
to the inverse dynamics expression

id(q,q,4) =7=(SM'ST)" 1§+ ST (C+G—-JTIN . (4.12)

The derivatives of the inverse dynamics then become

. —1qT\—1 ST
Otd) _ ASMTIST)! . 45T o gry

dq dq dq

_r (dC dG dJT

ST = _ < 4.13

* (dq * dq dq ) (4.13)

old) _ grdC (4.14)
dq dq '
M =(SM~1sT)~1 | (4.15)
ol

Similar to the forward dynamics case, we see that the derivative expressions
become large, and their implementation is similarly error prone. Additionally,
without careful optimization, we might accidentally introduce significant overhead
in the computation, e.g. by not caching intermediate results.

Higher-Order Derivatives

In Subsections V.2 and V.2 we presented the first-order derivatives of the forward
and inverse dynamics. However, for some optimal control algorithms such as
Differential Dynamic Programming (DDP), we might need second order derivatives
of the dynamics in case we want to include them in the system dynamics and/or the
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cost functions. If we want to further analytically differentiate the derivatives, we
have to apply the chain rule to them, resulting in even larger expressions. At this
point it becomes highly questionable if analytic derivatives should be implemented
manually. Since symbolic computation engines also apply the chain rule and only
have limited simplification capabilities, these approaches will face the same issues
for second order derivatives. This might also be part of the reason why second
order optimal control algorithms, such as DDP, are only rarely applied to more
complex robotic systems. Instead, algorithms that approximate the second order
derivatives are usually preferred [211]. When using Auto-Diff, we can easily obtain
second order derivatives and hence do not face this limitation.

V.3 Automatic Differentiation with RobCoGen
The Robotics Code Generator

The Robotics Code Generator (RobCoGen) is a computer program that, given the
description of an articulated robot, generates optimized code for its kinematics
and dynamics [79]. A simple file format is available to provide the description
(model) of the robot. Currently, RobCoGen generates both C+-+ and Matlab
code, implements coordinate transforms, geometric Jacobians and state-of-the-art
algorithms for forward and inverse dynamics, as described in [72].

Derivatives for RobCoGen

RobCoGen does not natively support any code generation for derivatives of rigid
body kinematics or dynamics. However, it can be easily extended to generate
C++ code suitable for Automatic Differentiation in order to leverage other tools
specifically designed for that purpose, such as CppAD. The changes required to
support Auto-Diff essentially reduce to generating code templated on the scalar
type (rather than using standard float or double). This simple change enables
the use of a variety of Auto-Diff tools based on operator overloading, yet does not
prevent the regular usage of the generated code.

It is important to note that RobCoGen uses code-generation to create robot
specific RBD code. This is not to be confused with Auto-Diff codegen, which uses
RBD code to compute a derivative function, which is then translated into source
code. In this work, we apply Auto-Diff codegen to the output of RobCoGen. Thus,
there are two sequential, entirely unrelated code-generation steps involved in this
work. First, RobCoGen generates the dynamics and kinematics functions. Then
Auto-Diff codegen uses those to create the derivative source code. We will always
indicate which type of generated code we are referring to, i.e. whether we refer to
the dynamics/kinematics generated by RobCoGen or to the derivatives generated
using Auto-Diff codegen?.

IWhile the implementation of both code generation steps differs significantly, the goal is the
same. In both cases, specialized code is generated instead of using general dynamic data
structures. This eliminates the overhead of transversing such data structures, checking for
dimensions, sizes and branches. Furthermore, static data structures are easier to implement
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Since RobCoGen implements the most efficient algorithms for dynamics (e.g.
the Articulated Rigid Body algorithm for forward dynamics), and since the lowest
achievable complexity of Auto-Diff derivatives is proportional to the complexity of
the original function [91], it follows that, at least theoretically, we can obtain the
most efficient derivatives from RobCoGen as well.

Implementation in RobCoGen

Since the interoperability with Auto-Diff tools is ongoing development within the
RobCoGen project, we implemented a proof of concept of the approach by modifying
existing RobCoGen generated code for the quadruped robot HyQ [205] and a 6 DoF
robotic arm.

Our goal is to make the entire RobCoGen generated code auto-differentiable.
Thus, we add a scalar template to all algorithms which compute one of the following
quantities:

e Forward dynamics: Articulated Rigid Body Algorithm
e Inverse dynamics: Recursive Newton-Euler Algorithm
e Homogeneous-coordinate transforms

e Coordinate transform for spatial vectors

e Jacobians

e Rigid Body quantities such as M, C and G

We further template all input and parameter types, including state, joint torques,
external forces, all inertia parameters etc. Therefore, also uncommon derivatives,
e.g. derivatives of inverse dynamics with respect to inertia parameters, can be
obtained. This feature can be useful for design optimization or parameter estimation
applications. Also, Auto-Diff derivatives of essential Rigid Body quantities such as
the Joint Space Inertia Matrix M can be computed. This allows to use Auto-Diff to
generate custom derivatives for special applications, e.g. when using Pseudo-Inverse
based inverse dynamics as shown in Subsection V.2. In such a case, the derivatives
in Equations (4.13) - (4.15), can still be obtained from Equation (4.12) using Auto-
Diff. The user only has to ensure that the computation of the Pseudo-Inverse is
auto-differentiable as well. Furthermore, the user can also generate derivatives of
transforms and Jacobians, e.g. for task space control or kinematic planning.

By templating the entire library, the user can specify which methods or quantities
to differentiate. Therefore, the differentiation can be tailored to a specific use
case, e.g. by computing only required parts of a Jacobian or applying the ‘Cheap
Gradient Principle’ [91]. Another benefit is that not all derivatives are generated
but only the ones required. To demonstrate how to select and generate derivatives,
we provide the reference implementation described below.

on embedded systems and to use in hard real-time applications.
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Reference Implementation of Automatic Differentiation

In order to validate the performance and accuracy of the Auto-Diff compatible ver-
sion of RobCoGen, we provide a reference implementation. For this implementation,
we use CppAD as our Auto-Diff tool. CppAD is very mature, well documented, sup-
ports higher derivatives and provides an efficient implementation. Still, evaluating
the expression graph for computing derivatives comes at an overhead. Therefore, we
also employ CppADCodeGen [132], which can generate bare C code for derivatives
using CppAD.

Since CppAD operates on scalars rather than full matrices, the generated deriva-
tive code is only using scalar expressions and cannot leverage advanced compiler
optimizations such as vectorization. While this leads to a slight decrease in perfor-
mance, the generated code is dependency-free and can easily be run on embedded
systems or GPUs. Additionally, memory for intermediate results of the derivative
computation can be allocated statically. Thus, the generated code can be run in
hard real-time control loops. Despite the fact that the generated code is static, it
can be parametrized. Therefore, RBD parameters such as mass, Inertia or Center of
Mass can be changed at runtime if required. Thus, the generated code is specialized
to a certain morphology rather than a specific robot or a set of dynamic properties.

V.4 Results

To evaluate the performance of our Auto-Diff approach, we first run standalone
synthetic tests on the derivatives in terms of complexity and accuracy. These tests
are performed on a model of the underactuated quadruped HyQ [205], which has a
floating base and three joints per leg. We then present two application examples.
The first example demonstrates Auto-Diff for motion planning on HyQ. The second
one demonstrates online TO applied to a 6 degree of freedom arm and includes
hardware experiments.

Accuracy, Number of Instructions and Timings

In order to compare the different derivative methods, we look at the derivative
of the forward dynamics with respect to the joint forces/torques as shown in
Equation (4.5). To ensure that we are computing a dense derivative, we ignore
the floating base part of the equation but focus on the bottom right corner of
the expression. For the comparison, the derivatives are obtained from different
implementations: Single-sided numerical derivatives, Auto-Diff at runtime, Auto-
Diff codegen and analytical derivatives. For the analytical derivatives we have two
implementations. One computes M using Featherstone’s Composite Rigid Body
algorithm and later naively inverts it by using Eigen’s general LL” solver. The
second analytical implementation uses the RBD-specific LT L factorization of M1,
which exploits sparsity. Such a factorization is described in [72] and implemented
by RobCoGen.

We first verify the accuracy by measuring the norm of the difference between
the derivative matrices. As expected, the analytical methods and Auto-Diff agree
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Figure 4.1: Comparison between different approaches to compute the forward
dynamics derivative with respect to joint torques 7. We measure absolute com-
putation time as well as the number of atomic instructions of the compiled code.
Clearly, Num-Diff performs worst. Auto-Diff at runtime performs slightly better.
However, Auto-Diff codegen and the analytic factorization perform best. The naive
analytic inverse performs significantly worse than both. This underlines that naively
implemented analytical derivatives can be significantly inferior to Auto-Diff.

up to machine precision (< 10712). Numerical differentiation however deviates by
around < 109 from all other implementations.

Additionally, we compare the runtime as well as the number of atomic instructions
of all derivative methods. In this test, we average over 10,000 computations and
enable the highest optimization level of our compiler. The results of this test are
shown in Figure 4.1. This test shows two interesting findings: Firstly, there is a
very significant difference between the Auto-Diff generated derivative code and the
Auto-Diff computation at runtime. The generated code is much faster, which is
possibly a result of removing the overhead of travelling through the expression graph
and enabling the compiler to optimize the code. Secondly, we see that — despite the
fact that the RobCoGen’s factorization of M —1 exploits the sparsity and structure
of the problem — it is not able to outperform the Auto-Diff generated derivative
in terms of instructions and runtime. The factorization is still about 10% slower
than Auto-Diff codegen. This strongly underlines the hypothesis that even carefully
implemented analytical derivatives are usually equally or more expensive than those
generated by Auto-Diff. On the other hand, naively implemented derivatives, even
though analytic, can lead to significant overhead. This overhead, as present in the
analytical inversion, is over 600% in the test above.

Finally, we test more complex expressions. We compare the derivatives of the
forward dynamics as well as of the fully-actuated inverse dynamics both taken w.r.t.
the state, as shown in Equations (4.3)-(4.5) and Equations (4.9)-(4.11) respectively.
Also here, we are not using the naive implementations but efficient Featherstone
algorithms for all derivative approaches. Additionally, we time the computation
of the end-effector position p and velocity p differentiated with respect to the full
state, ¢ and ¢. Here, p and p are expressed in a fixed inertial frame (‘world’ frame).
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Figure 4.2: Comparison between Numeric Differentiation ("Num-Diff’) and Auto-
matic Differentiation codegen (’Auto-Diff’) using reverse ('rev’) and forward (’fwd’)
mode for the computation of three types of derivatives on HyQ. For the forward dy-
namics derivatives we implement Equations (4.3)-(4.5) while in the inverse dynamics
derivatives we use Equations (4.9) -(4.11). Additionally, end-effector position and
velocity given in Equation (4.16) differentiated with respect to the rigid body state
q and q are timed. We can see that Auto-Diff codegen outperforms Num-Diff by a
factor of about 10-40x.

The forward kinematics to be differentiated are given by

P(q) = Tee(@)a, D(q,49) = Jee(q,4)q (4.16)

where Te. and Je. are end-effector transform and Jacobian respectively. We
compute the forward kinematics derivatives for all four feet of the quadruped. Since
we do not have optimized analytical derivatives available for this test, we compare the
performance of Num-Diff to the one of Auto-Diff codegen. In Auto-Differentiation,
there are two internal modes of building the expression graph: Forward and reverse.
While both lead to the same derivatives with the same accuracy, the graph structure
might be simpler in one than in the other. Therefore, we include timings for both
modes.

Results of this test are shown in Figure 4.2 which plots the average of 10,000
executions of each approach. There are several interesting observations to be made.
First, Auto-Diff codegen is about 10-40x faster than Num-Diff. Secondly, Num-Diff
timings for forward dynamics and inverse dynamics are of similar magnitude due to
the fact that the derivatives are of similar dimensionality and similarly complex to
compute. However, Auto-Diff can generate a simpler structure for inverse dynamics
than for forward dynamics, resulting in significantly shorter timings. Lastly, reverse
mode is supposed to be faster than forward mode for functions with (significantly)
more input (‘independent’) than output (‘dependent’) variables. The ratios between
input and output dimension on HyQ are 48:18 for the forward dynamics, 54:18 for
the inverse dynamics and 36:24 for the forward kinematics of all legs. Despite the
input dimension being larger than the output dimension for all three derivatives,
we only see a slight benefit for the reverse mode in the inverse dynamics where the
ratio is the largest.
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Trajectory Optimization for a Quadrupedal Robot using Sequential Linear
Quadratic Optimal Control

To verify that the previously shown results make a difference in pratical application,
we are first looking at a TO problem for the quadrupedal robot HyQ. HyQ is a 18-
DoF floating-base, underactuated robot, required to make and break contacts with
the environment. Hence, planning motions for such a system is a high-dimensional
problem. Such problems are often tackled using TO. Amongst others, TO problems
can be transformed into Nonlinear Programs (NLPs), e.g. as shown in Subsection
V.4, or formulated as Differential Dynamic Programming (DDP) problems. In this
example, we show how Auto-Diff codegen can improve performance of such a DDP
approach, namely Sequential Linear Quadratic (SLQ) optimal control.

Sequential Linear Quadratic Optimal Control

SLQ is an iterative optimal control algorithm which consists of three main steps.
First, the system dynamics are forward integrated using the updated controller
from a previous iteration or, at the first iteration, using a stable initial controller.
The non-linear optimal control problem is then approximated by a linear quadratic
optimal control problem by linearizing the system dynamics and quadratically
approximating the cost around the forward simulated trajectory. Finally, the linear
quadratic problem is solved in a backward pass using a Riccati approach. For a full
description of the algorithm, we refer to [211].

SLQ Formulation for Legged Systems

In our SLQ problem, we include the entire state of the robot
x=|wq pd)" = wQs wep 0 pwp pvs 0] (4.17)

where ogp and ywaxp define base orientation and position expressed in the inertial
(‘world’) frame. pwp and pvp represent local angular velocity and linear accelera-
tion expressed in a body fixed frame. Joint angles and velocities are represented by
6 and 6, respectively.

The system dynamics are then defined as

& =[wq 54" = f(x,u) = [Hwp(zq) fdq, 4 u)" (4.18)

where we set the control input equal to the joint torques w = 7. Hyy g transforms
velocities expressed in the body frame to the inertial frame. fd(-) represents the
forward dynamics as shown in Equation (4.2).

As mentioned before, HyQ is subject to contacts with the environment creating
contact constraints and forces. Contacts can be included in SLQ either as constraints
[166] or using an explicit contact model [168]. Here, we choose the latter approach.
Assuming a static environment, the contact forces become a function of the current
state of the robot, thus A = A(g, ). In this example, we employ a ‘soft’ contact
model consisting of a non-linear spring in surface-normal direction and a non-linear
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4 Part B: Applying Numerical Optimal Control to Mobile Robots

damper for velocities. For each end-effector we compute the contact model in the
contact frame C' as follows:

cA(g,q) = —kexp(ay cp-(q)) — d sig(aq cp=(q)) cP(q,q) (4.19)

where k and d define spring and damper constants. Since SLQ requires smooth
derivatives [166, 168], we multiply the damper with the sigmoid of the normal com-
ponent p.(q) of the contact surface penetration p(q) as defined in Equation (4.16).
While both the exponential and the sigmoid serve as smoothing functions, their
‘sharpness’ is controlled with aj and ag4. Finally, the contact force is rotated into
the body frame

BAq,9) = Rwp(q)cA(q,q) (4.20)

before it is passed to the forward dynamics. When plugging Equations (4.19)+(4.20)
into the forward dynamics in Equation (4.2), we can see that its derivatives in
Equation (4.3) become even more complex. Motivated by this, we apply Auto-Diff
when linearizing the overall system dynamics in Equation (4.18) within SLQ.

SLQ examples

To test the performance influence of Auto-Diff codegen on SLQ, we define two test
tasks. In each of the tasks, we provide a cost function to SLQ that penalizes the
deviation from a desired final state and regularizes deviations from a nominal state.
By varying the cost function parameters, we ask for forward motions of different
length. In the first example, we request a forward motion of 1.5 m while in the
second example we ask for 2 m. Since the time horizon is kept constant, task 1
leads to a trotting gait while task 2 leads to a galloping gait. These gaits are
automatically discovered as described in [168]|. Both resulting motions are shown
in the video attachment. All source code as well as the model, solver settings and
cost function weights are available within our open source ‘Robotics and Optimal
Control Toolbox’ [173].

For both tasks we compare SLQ with Auto-Diff codegen and with Num-Diff for
the computation of the linear system approximation. Figure 4.3(a) shows that in
both tasks Auto-Diff codegen and Num-Diff converge equally fast. While Num-Diff
lacks precision, it does not impair convergence performance. However, when looking
at the runtimes in Figure 4.3(b), the advantage of Auto-Diff codegen becomes
obvious. Auto-Diff codegen allows for a speedup of up to 500% of the overall
runtime. Note that system linearization is only one part of the SLQ algorithm.
And while we do not achieve an overall speedup of around 10-40x as in the timing
examples in Subsection V.4, the runtime reduction is still significant. Given the
fact that SLQ requires around 15 to 50 iterations until convergence for the given
tasks, this results in an absolute runtime speedup of over a minute.
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(b) Runtime for SLQ iterations for different tasks and derivative types. Even
though the linearization is only one part of the entire SLQ algorithm, using
Auto-Diff codegen speeds up the overall algorithm by up to 500%.

Figure 4.3: Speed and convergence tests for SLQ on two tasks for the quadrupedal

robot HyQ. All timings were measured on an Intel Core i7 (2.8 GHz) laptop
computer.
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Trajectory Optimization and fast trajectory re-planning for a 6-DoF robot arm
using Direct Multiple Shooting

In [167], we presented a TO example with a fixed-base robot arm avoiding a static,
spherical obstacle in a positioning task. Here, we extend this example as follows:
we assume that the obstacle can move in an unpredictable way — to compensate for
this, we perform dynamic trajectory re-planning. Thanks to the fast, generated
derivative code, we achieve re-planning frequencies that are high enough to be run in
closed-loop with a visual obstacle state estimator. We show hardware experiments
on an industrial robot arm and demonstrate dynamic obstacle avoidance in a go-to
task.

Direct Multiple Shooting

The Direct Multiple Shooting method [23] is a widely-spread approach for numeri-
cally solving optimal control problems. An originally infinite-dimensional optimal
control problem is transformed into an NLP by discretizing it into a finite set of
state and control decision variables. Those are used for forward integrating the
so-called ‘shots’, which are matched at the nodes using continuity constraints. DMS
can handle inequality path constraints, e.g. task space obstacles, or control input
constraints. A detailed description of the method is beyond the scope of this paper
and we refer the interested reader to [53] for an overview.

‘We have implemented a custom DMS problem generator which hands over the
resulting Nonlinear Program to off-the-shelf NLP solvers such as IPOPT [230] and
SNOPT [88]. Amongst others, it achieves efficiency through exploiting the inherent
block-sparse structure of the DMS constraint Jacobian. We are using a standard
fourth order Runge-Kutta (RK4) integration scheme for propagating the shots, and
its analytic derivative for calculating the trajectory sensitivities w.r.t. neighbouring
decision variables on the fly. The sensitivities are functions of the system dynamics
derivatives w.r.t. state and control at every integration sub-step in time, which can
be evaluated efficiently using the Auto-Diff generated derivatives.

Robot go-to task with a randomly moving obstacle

Figure 4.4 shows a sketch of the problem setup. A fixed-base robot arm has to
reach a desired joint configuration within a given time horizon T' while avoiding
a randomly moving spherical task space obstacle. In this experiment, we employ
an ABB IRB4600 industrial robot arm with 2.55 m reach. The arm provides high-
accuracy joint encoder readings (6, ), which allow to get reasonable joint velocity
estimates (9m) by finite-differences. The arm is controlled through an interface
which allows to set joint reference positions (6,.5) and velocities (6,¢5) at 250 Hz
rate. Despite being bound to a kinematic controller, planning dynamically optimal
trajectories is still an advantage in terms of energy efficiency [179] and providing
smooth, feasible references.

The moving obstacle in the robot’s workspace is realized using a fiducial marker
on a stick which is guided by a human. The obstacle is defined as a sphere with
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Figure 4.4: The experimental setup: a fixed-base robot arm has to reach a desired
joint configuration within a given time horizon 7" while avoiding a randomly moving
obstacle.

0.5 m diameter around the marker’s center. The marker is tracked by a camera
system and an off-the-shelf visual state estimator provides position and -velocity
estimates for the obstacle at 20 Hz rate. The trajectory of the obstacle is predicted
through forward integration of its current velocity estimate. For obstacle collision
avoidance, we define a grid of collision points distributed equally-spaced on the
robot links. For each of those collision points, an inequality path constraint results
at every node of the DMS problem. The DMS planner accesses the latest robot- and
obstacle state estimates, and forwards its current optimal plan to a reference tracker
which sets the joint state reference for the robot arm’s internal joint controllers.
In order to deal with the changing obstacle, the planner needs to continuously
re-compute optimal trajectories which drive the robot to the desired goal. In the
literature, methods exist for nonlinear model predictive control or fast re-planning
using DMS, for example the approach presented in [52], which updates the applied
control input at every major SQP-iteration. In this work, by contrast, we run the
NLP solver until a sufficient degree of convergence is met to update the whole
trajectory at once. Re-planning starts immediately after the initial problem is
solved. In order to ensure a smooth trajectory, the initial state for re-planning is
interpolated from the last reference trajectory using the estimated re-planning time.
The convergence of the NLP solver is sped up by initializing it with the previous
optimal state- and input trajectories. The previous solution gets interpolated such
that the nodes are again equally distributed over the remaining time horizon. The
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4 Part B: Applying Numerical Optimal Control to Mobile Robots

optimizer keeps re-planning as long as a feasible solution can be found and the robot
arm is a minimum distance away from the target, which avoids over-parametrization
towards the trajectory end.

As initial time horizon, we select T' = 5.0 s and discretize it into 20 equally
spaced shots. We choose zero-order hold interpolation of the control inputs between
the nodes and propagate the system state with a constant RK4 step-size of 50 ms.
The initial guess for the state decision variables consists of zero joint velocities
and equidistantly spaced joint positions that are obtained by direct interpolation
between the initial and terminal joint configuration. The initial guess for the control
input decision variables are the steady-state joint torques computed by the Recursive
Newton Euler inverse dynamics evaluated at the corresponding states.

Results

In [167], we found that IPOPT significantly outperformed SNOPT in all our simu-
lation experiments (similar results were obtained in [182]). We shall anticipate that
we found the same to hold for the re-planning case. Furthermore, we noticed that
SNOPT runtimes varied significantly with the initial- and desired arm configuration
and the obstacle state while the majority of all recorded IPOPT runtimes lay in a
relatively narrow band. As a consequence, and for reasons of limited space, we only
focus on IPOPT in the remainder of this paper.

In the following, we highlight the performance gain for DMS with re-planning
when using Auto-Diff generated derivatives of Rigid Body Dynamics instead of
numerical derivatives. To assess the performance, we look at the runtime and the
number of iterations that IPOPT requires for different scenarios. We investigated
20 planning and re-planning scenarios with moderately varied joint positions and
different obstacle movements. For showing the influence of the collision constraints
on the runtime, we repeated all experiments without obstacle and provide the
recorded timings as reference.

Figure 4.5 summarizes the results, where the planner was run on an Intel Xeon
E5 processor. It is evident that independent of the scenario or planning stage,
Auto-Diff codegen outperforms Num-Diff in runtime by a factor of usually 100% or
more. During re-planning, we reach an average of 13-15 IPOPT iterations. In the
multi-threaded setup with Auto-Diff codegen derivatives, this leads to re-planning
times reliably lower than the update rate of the vision system (50 ms). This allows
us to optimally exploit the obstacle estimator information by running the re-planner
synchronously with the vision system and thus obtain optimal reactiveness and
re-planning performance.

Figure 4.6 shows an image sequence from one of the hardware experiments. It
gives an example of how the optimal trajectory gets updated as the obstacle is
moved in the robot’s workspace. A video of an example maneuver, in which the
robot cycles between two joint configurations and reacts to the obstacle, is provided
as video attachment.
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Figure 4.5: Comparison between Num-Diff (‘ND’, blue) and Auto-Diff codegen
(‘AD’, yellow) in re-planning experiments. We show timings for the initial planning
step ('I-P1’) and the re-planning ('Re-P1’), for cases with obstacle ("wo’) and without
('no’). These timings were recorded for different numbers of parallel threads (1/8).
The plot shows average data and standard deviations from 20 experiments. The
dotted, horizontal lines in the two top diagrams indicate the update time of the
obstacle state estimator (50 ms). Results show that Auto-Diff codegen leads to
significantly improved runtime. The relative difference is remarkable in the single-
core case. Thanks to Auto-Diff codegen, it is possible to achieve re-planning times
that are consistently lower than the obstacle estimator’s update rate.
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(a) The arm avoids a moving obstacle during a go-to task. The obstacle is defined by
the fiducial marker mounted on a stick guided by a human.

(b) Visualizations of the arm, the obstacle (orange sphere) and the end-effector trajecto-
ries. The latter illustrate how the optimal plan changes over the re-planning cycles.

Figure 4.6: An image sequence of re-planning experiments on the ABB IRB4600
arm (a) and corresponding visualizations of the obstacle and the trajectories (b).
All images taken equidistant in time with At =1 s.

V.5 Discussion and Outlook

In this work, we propose how Auto-Diff can be efficiently applied to RBD algo-
rithms. Based on this study we extended our open source Robotics Code Generator,
enabling full Automatic Differentiation compatibility. This allows us to under-
line the importance of generating source code for the derivatives obtained from
Auto-Diff, avoiding the usual overhead during evaluation. The resulting derivative
code outperforms even carefully hand-designed and optimized analytical derivative
implementations. Besides basic timings of forward and inverse dynamics derivatives,
we show that Auto-Diff with generated code can significantly improve performance
in control and optimization applications.

In the motion planning examples for the legged robot HyQ, Auto-Diff codegen
allowed us to lower the runtime of our TO from minutes to seconds, achieving an
overall speedup of 500%. By auto-differentiating the entire dynamics including the
contact model, we are able to achieve fast but also accurate derivatives without
manually deriving them. We believe that Auto-Diff will play an important role in
running such approaches online as Model Predictive Controllers.

In our hardware experiments on a 6 DoF robot arm, Auto-Diff codegen allowed
us to achieve re-planning rates fast enough to be synchronized with a typical robotic
vision system. In this example, Auto-Diff provided the critical speedup to convert
our optimization based motion planner to an online continuous replanning approach.

While the examples in this paper are still partially academic, they underline
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the potential of Auto-Diff when dealing with RBD. This motivates us to include
Auto-Diff codegen in our more advanced controllers and estimators. In this work, we
have already seen a significant gain from generating first order derivatives. However,
our toolchain would allow us to generate second order derivatives as well. This
could further speed up our control approaches which currently only approximate
second order derivatives.

V.6 Source Code and Examples

The latest version of RobCoGen is available at https://bitbucket.org/mfrigeriol7/
roboticscodegenerator, where we will also release the Auto-Diff compatible ver-
sion. As an example, the Auto-Diff compatible RobCoGen output for the quadruped
HyQ as well as all derivative timing and accuracy tests are available at [173] and
https://bitbucket.org/adrlab/hyq_gen_ad.
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4 Part B: Applying Numerical Optimal Control to Mobile Robots

V1.1 Introduction

Due to the complexity of modern robots, physics simulations have become an
essential tool for robotics researchers. When looking at recent advances in simulators,
great care is taken to accurately model the underlying physical behavior of rigid
body dynamics [184]. Thus many simulators, both open source [124] and commercial
[151, 202] rely on mature, accurate physics engines such as ODE [212] or Bullet [44].
Yet, we often experience that controllers are often not directly transferable from
simulation to hardware. One reason is that robots are not pure, ideal multi-body
systems. Instead their behavior is affected by actuator dynamics, sensor and system
noise, delays, disturbances and other effects. While we increasingly see sensor noise
models in robotics simulators and/or many provide an API/plugin architecture to
include such models, actuator dynamics and delays are rarely included by default
and thus often remain unmodeled. As the following study shows, these effects
play an important role when assessing the performance, stability, and robustness
of a closed-loop control system. While motion planning and trajectory execution
usually translates well from simulation to hardware, feedback controllers and their
gains usually require separate tuning on hardware. In order to understand this
phenomena, we analyze the influence of actuator dynamics, noise and delays with
regards to well established control theory performance and stability measures. The
analysis is carried out for a conceptual one degree of freedom actuator attached to a
single body, where the model parameters are inspired by actuators of state-of-the-art
quadrupedal robots.

V1.2 Model Description

In order to make a transparent analysis, we study the properties of a single degree of
freedom articulated rigid body model, attached to a linear or cylindrical joint. This
single DoF system is assumed to be driven by a force/torque-controlled actuator,
which has its own open and closed loop dynamics, and tries to track a desired
force/torque, usually generated by an outer control loop. As in many state of the art
systems, we use a position controller as an outer control loop. While investigating
a single DoF rigid body system seems like a strong simplification, such a model is
still able to capture the essential dynamics and stability limitations we consider
in this paper. In addition, many state-of-the-art robots rely on low-level single
input single output (SISO) joint controllers, which are usually designed for their
respective single DoF. In these cases, the coupling with the overall multi-body
system is usually seen and treated as a disturbance to the SISO system, and as
such its influence on the closed-loop performance and stability can also be analyzed
using the tools and methods presented here.

Actuator Model

In this work we consider the actuator model, depicted by a dashed box in Figure
4.7, as the closed-loop transfer function between the desired and the actual actuator
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Figure 4.7: Model of a typical cascaded control structure of a single articulated
rigid body. The actuator itself is driven by an inner force controller which is usually
complemented by an outer position or impedance controller.

force command. In the case of an electric actuator, the model would include the
controller of the motor electronics as well as the dynamics of the rotor and the
gearbox. For a hydraulic actuator this would include, besides the force controller,
the valve and cylinder dynamics. While not considered here, friction and other
non-linear effects could be included in this model as well. For our examples, we study
the behavior of actuators as found in the state-of-the-art quadrupeds HyQ [205] as
well as StarlETH [106]. Based on the data presented by the respective developers,
we can see that both clsed-loop dynamics can be coarsely approximated by a second

order system with delay defined as P(s) = e~td More precisely,

w

based on Figures 6.11 and 7.3 in [21] as well as Figure 4.3 in [106|, we approximate
the parameters of the second order system for intermediate performance points as
wn, = 800, ¢ = 0.45 for HyQ and w, = 110,¢ = 0.9 for StarlETH. Figure 4.3 in [106]
shows a worst case delay of 5 ms. We decided to consider a more ideal time delay
of 1 ms. Naturally, our fitted models are oversimplified and will not capture all
the effects of the closed-loop force controlled system. Especially, it does not model
potential internal instabilities of the force controller. However, this simple model
is sufficient to identify important dynamical effects concerning control stability.
In general, it is application-dependent how detailed the chosen models should be.
Thus, we consider this discussion beyond the scope of this paper. The actuator
model output directly acts on the rigid body dynamics. Here, we model a single
DoF body with mass m = 0.7 kg. Based on its properties it can be imagined being
a typical endeffector of a quadruped or humanoid robot. While we assume a linear
joint, the findings below also qualitatively translate to rotary joints. We further
assume that a position controller closes the loop around the actuator model and
rigid body dynamics. It is represented as a Proportional-Derivative (PD) controller
with fixed gains at kp, = 400 and k4 = 20 respectively.

Noise, Delays and other Effects

Sensor models that partially include noise, biases and delays can help to evaluate
state estimation approaches. However, from a control perspective, noise can impair
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4 Part B: Applying Numerical Optimal Control to Mobile Robots

the control performance and depending on the sensitivity of the system it can be even
amplified. Another important influence on control stability of robotic systems are
delays. These delays occur due to communication between components, sampling
times, computational time required by algorithms, asynchronous computation of
discrete controllers or internal delays of components. In this work we assume all
occurring delays are pure time delays and can be attributed to the actuator model.
Based on Figure 4.3 in [106] we assume that the worst-case total internal delay
accumulates to 5 ms. Apart from delay and noise, there are additional effects that
can affect control stability and performance, which we intentionally neglect in this
study. Amongst others, these are internal (non-linear) effects of the actuation model
such as saturation, measurement quantization, discretization and sampling, aliasing,
static friction, gear backlash, etc.

V1.3 Sensor-actuator effects on a robotic joint controller

Position Step Response Force Step Response
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Figure 4.8: Step responses of the position control loop and the actuator dynamics
for different resonance frequencies wy, of the actuator model. Unless very slow
actuator dynamics are considered, the difference in position step responses are very
small, suggesting that for evaluating kinematic plans, actuator dynamics do not
play a significant role.

In the following analysis we compare neglecting actuator dynamics and approxi-
mating them with a simple linear second order model as described above. To get a
first impression on how actuator dynamics influence the accuracy of a simulator,
we look at step responses both of our second-order actuator model with delay as
well as the closed-loop position controlled system. During this analysis we vary
the resonance frequency wy, of the second-order actuator model. When looking at
these step responses in Figure 4.8, we can observe that the force response signif-
icantly varies in terms of rise times for different resonance frequencies wy,. Yet,
these differences appear on a relatively small time scale. When looking at the
step response of our position controller, we see that for time scales comparable to
the dynamics of the rigid body system, the differences between various actuator
dynamics become small unless they are very slow. So if we are only interested in
obtaining a good approximation of the rigid body motion as e.g. in evaluating
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kinematic plans, neglecting the actuator dynamics seems acceptable. Although
the position step response is not deeply affected by the low-level actuation system
dynamics, the stability and robustness of the closed-loop position controlled system
may be significantly affected. Therefore, we will investigate how controller stability
metrics are affected by the actuation dynamics. We focus on three well established
control performance criteria: Gain margin, phase (delay) margin, and sensitivity.

Influence of actuator dynamics on the gain margin

The gain margin GM gives us a measure of how much we can increase our feedback
gains before the system becomes unstable. It is defined as the offset of the open
loop magnitude to 0 at the frequency wpc where the open loop phase crosses -180°:
GM = 1/|G(jwpc)|- We compute the gain margin for both the closed loop system
with and without actuator dynamics. The results are shown in Figure 4.9. The
system without actuator dynamics is not plotted since it has infinite gain margin.
This means, we could potentially have infinitely high gains without the controller
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Figure 4.9: Gain and delay margin (blue) for the position loop gain for different
resonance frequencies wy, of the actuator dynamics. The reference system without
actuator dynamics (red) has infinite gain margin.

becoming unstable. Of course, this fact does not hold in simulation since we observe
instabilities with finite gains. This results from the discrete implementation of our
controllers and system dynamics. However, this also means that we can mitigate this
limitation by increasing our sampling/integration rates [216] to prevent instability
of the controller. Although we can also increase sampling on real hardware or
simulate the system with actuator dynamics, this will not help indefinitely in the
latter cases. For instance, Figure 4.9 shows that our gain margin monotonically
decreases with the dynamics of our actuator model. While the absolute numbers
might not be representative, it is important to know that gain margin can drop by
a factor of 3 to 5 for the chosen range. Additionally, as the right graph in Figure
4.9 shows, the gain margin is heavily influenced by delays of the actuator dynamics.
Even delays in the millisecond range influence the gain margin significantly.
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Influence of actuator dynamics on the delay margin

The phase margin is a measure of how much extra phase (or pure time delay) our
controller can cope with. It corresponds to the loop gain phase at the frequency
that the magnitude crosses 0 db. While there might be more than one such crossing,
the delay margin represents the phase margin that is closest to instability when
adding delay. The delay margin is thus defined as DM = min(180° 4+ LG (jwgc)). In
Figure 4.9 we plot the delay margin for different values of our second order actuator
model resonance frequency. We can observe that the delay margin asymptotically
approaches the one of the model without actuator dynamics. For dynamics below
200 rad/s which we e.g. see in StarlETH, the gain margin drops significantly.
Any additional delay in the system will shift the delay margin further down. This
analysis reveals two interesting aspects. First, if for a given system the delay
margin is already small, it is important to model delays to make sure that delays
in an outer control loop (here the position controller) do not make the system
unstable. Furthermore, the results also suggest that for systems with parameters
in comparable range to the example, small delays in the millisecond range might
lead to an unstable system. Considering that common position control loop rates
often lie between 100 to 1000 Hz and occasionally run asynchronous with sensing,
we can expect delays of up to 5 ms [106] and above, which can become critical for
actuators with slow dynamics (w, < 200rad/s). Delays can become even worse
when controllers are not closed on joint-level but on a whole-body-level, where
complex state estimators can introduce extra delays.

Influence of actuator dynamics on the sensitivity

The sensitivity analysis tells us how variations in the process influence the behavior
of the system. Using the standard definition of the sensitivity function, we can
compute its peak, the nominal sensitivity peak as

1
Ms = mazr |S(w)| = mer |——————|.
0<w<oo 0<w<oo| 1+ G(jw)C(jw)

(4.21)
Since the sensitivity describes how measurement output influences the systems
feedback behavior, it also tells us the influence of noise and disturbances on our
system. A sensitivity greater than 1 tells us that disturbances or noise at the
corresponding frequency get amplified by the system. Therefore, we focus on two
aspects in the sensitivity analysis: what the nominal sensitivity peak is and at what
frequency it occurs. By looking at the bode plot of the sensitivity function in Figure
4.10, we can see that the system nicely attenuates disturbances and noise in the
lower extreme of the frequency spectrum. This attenuation results from the outer
control loop and is not influenced by the actuator model. At the higher extreme,
any disturbance is passed through by the feedback, also with no dependency on the
model. Since we expect sensor noise at higher frequencies, we assume that noise
rejection behaves similar with or without an actuator model. Depending on the
rigid body mass and the position control parameters, the frequency at which we
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Figure 4.10: The left plot shows the sensitivity between output and feedback
of the closed loop system for different values of the actuator dynamics resonance
frequency wy, as well as the actuator dynamics free simulation. The right plot
shows the nominal sensitivity peak as a function of the actuator dynamics resonance
frequency wa,.

observe the sensitivity peak varies between around 1 to 100 rad/s. For the given
parameters we find a sensitivity peak at a frequency around 40 rad/s. As Figure
4.10 shows, the magnitude of the peak changes with different actuation models.
Slower actuator dynamics lead to a higher peak sensitivity, making the system more
vulnerable to disturbances with corresponding frequency. The sensitivity analysis
tells us that actuator models are less relevant to noise rejection characteristics than
to disturbances. Thus, modeling actuator dynamics becomes important where we
expect significant disturbances and want to verify control stability under these
conditions.

Summary of effects on the control stability

We have seen that actuator dynamics and delays have a significant influence on
control loop stability and sensitivity. Without modeling actuator dynamics, gain
margin is infinite and thus, we might unintentionally overtune our controllers in
simulation. Also, if delays are unmodeled we might oversee a lack in phase margin
also rendering the controller unstable on the real hardware. While we have analyzed
the influence of parameters independently, there is cross coupling between the
resulting effects.
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V1.4 Simulating a low-level actuation system

As the analysis above shows, we should include a model of our actuators in our
simulator for control performance and robustness analysis. Hence, we implement
a Gazebo plugin that simulates second-order actuator dynamics. Furthermore,
we add setpoint, measurement, and output delays. Last but not least we model
A/D and encoder quantization as well as sensor noise and biases. Our model of
the low-level input-output and control system is evaluated at the same frequency
as on hardware, ensuring consistent sampling time. Due to the simplicity of the
actuator model, the simulator can still run in real-time, despite integrating 18
actuator systems at kilohertz rates. To test the improved simulator, we increase
our hardware tuned, stable PD gains by a factor of 3. We then run our simulation
with delays and the actuator model and once without. As shown in the video
(https://youtu.be/GNCFuhsuTkE)), the bare simulation suggests that these gains
are stable. Enabling the low-level actuation model, reveals the instability due to
the over-tuning. The unaltered hardware tuned gains are stable both in the bare
and in the improved simulator.

V1.5 Conclusion and Outlook

In this work, we have analyzed the importance of modeling the low-level actuation
system of a robot to be able to better evaluate control performance and stability in
simulation. An actuator dynamic free, noise-free simulation does not reveal gain
margins, encouraging over-tuning of feedback gains. Also an actuator model can
help to understand how noise and disturbances get rejected by the system. While we
performed a first analysis of our improved simulator with added actuator dynamics,
noise and delays, we will perform an in-depth comparison to the real system and
also study the trade-off between actuator model simplicity and accuracy.
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Abstract

Many robotic tasks rely on the accurate localization of moving objects within a given
workspace. This information about the objects’ poses and velocities are used for control,
motion planning, navigation, interaction with the environment or verification. Often
motion capture systems are used to obtain such a state estimate. However, these systems
are often costly, limited in workspace size and not suitable for outdoor usage. Therefore,
we propose a lightweight and easy to use, visual-inertial Simultaneous Localization and
Mapping approach that leverages cost-efficient, paper printable artificial landmarks, so
called fiducials. Results show that by fusing visual and inertial data, the system provides
accurate estimates and is robust against fast motions and changing lighting conditions.
Tight integration of the estimation of sensor and fiducial pose as well as extrinsics
ensures accuracy, map consistency and avoids the requirement for precalibration. By
providing an open source implementation and various datasets, partially with ground
truth information, we enable community members to run, test, modify and extend the
system either using these datasets or directly running the system on their own robotic
setups.

Published in:
Proceedings of the 19th International Conference on Information Fusion (FUSION), pp. 1523-1530, 2016
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VII.1 Introduction
Motivation

For many tasks in mobile robotics, it is important to estimate a robot’s state
with respect to its workspace, i.e. its pose and velocities expressed in an inertial
coordinate system aligned to the robot’s workspace. Such tasks include navigation,
motion planning or manipulation. One way to measure the position and orientation
of a robot is to use a motion capture system (such as e.g. Vicon [227], Optitrack
[177] or PTI Visualeyez [192]). These systems are usually highly accurate and
provide pose estimates w.r.t. to a calibrated reference system. However, these
systems can be very costly and the user might be limited to a certain workspace
size. Furthermore, many common systems such as Vicon and Optitrack use passive
markers that reflect infrared light which limits their usage to indoor setups. Also,
most systems require a tedious calibration procedure that needs to be repeated
frequently to maintain accuracy. Since these systems do not have access to inertial
data, they have to rely on finite differences of position measurements to estimate
velocity information, which usually leads to highly quantized (compare Figure 4.19)
or delayed data.

Another approach to state estimation is Visual Odometry (VO), which is some-
times also fused with inertial data. VO can provide very accurate local estimates
of the robot motion. However, usually only a finite number of previous observa-
tions (frames) are included during the pose estimation step and no loop closure is
performed. Thus, VO is prone to drift over time and does not provide a globally
consistent path. Additionally, VO only provides a pose estimate to the initial
pose and not to the workspace. Compared to VO, Simultaneous Localization
and Mapping (SLAM) introduces the notion of a global map and therefore can
ensure consistency by performing loop closure. However, map building, storing and
loop-closure detection can be computationally and memory demanding.

In this work, we propose a lightweight, cost effective motion capture system based
on a monocular, visual-inertial SLAM system that tightly fuses inertial measure-
ments and observations of artificial visual landmarks, also known as “fiducials® which
constitute the map. By using artificial landmarks that provide rich information, the
estimation, mapping and loop closure effort is minimized. In this implementation,
we use AprilTags [176] as our fiducials. Since these tags also provide a unique
identification number, they can be robustly tracked and estimated in the applied
Extended Kalman Filter (EKF). Additionally, loop closure is handled implicitly
and no additional loop closure detection step is required. A single observation of a
tag is sufficient to estimate the relative transformation between tag and robot.

Most tag based localization systems use the relative pose estimates from the
tag observations. In this work, we chose a tightly coupled approach where the
corner detections are used as observations, forming a holistic sensor fusion algo-
rithm. Hence, the system can work with very few tags and observations while
still remaining accurate. This reduces the map size of the estimation problem and
lowers computational demands. Therefore, the complexity of the proposed system is
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much lower than common SLAM approaches while still providing accurate, globally
consistent estimates. By also including inertial measurements, robust performance
during fiducial occlusion, motion blur from fast motions and changing lighting
conditions is ensured. The approach requires to artificially prepare the workspace
but also provides relative pose information within the workspace. Hence, instead of
an alternative for SLAM solutions, we see the developed system as a lightweight
tool that can be used as an inexpensive outdoor-capable motion capture system,
for verification of other state estimation systems or for absolute localization in a
given workspace.

Related Work

Many existing fiducial-based localization systems are targeted at augmented reality
or were designed to be used with cameras only. Hence, many systems use vision data
only (e.g. [32, 63, 74, 176, 246|). These systems have two major drawbacks over
the presented system. Firstly, they fail to provide any estimate during occlusion or
motion blur. Secondly, linear velocities and body rates can only be computed based
on the position and orientation estimates and are thus highly quantized. While this
might be negligible for virtual reality applications, it can cause issues when closing
a control loop over these estimates. To mitigate these issues, a motion model can
be assumed [135]. However, this makes the approach specific to the implemented
motion model.

The motion estimation and map building elements of the presented approach
are closely related to monocular, visual-inertial SLAM, which has proven to be
very effective [111, 119, 134, 159, 175]. The difference between our approach and
fiducial-free visual-inertial SLAM solutions is that we tightly integrate artificial
landmarks that result in highly robust and unique features in image space. As a
result, our landmarks can be robustly redetected and their detections are almost
outlier free which increases the robustness of the approach. Additionally, each
landmark has a 6-DoF pose (position and orientation) rather than only 3-DoF as in
commonly used point landmarks. Furthermore, since a single measurements fully
constrains the 6-DoF relative pose, a single landmark is sufficient for estimating the
pose. This also allows for a simple yet accurate landmark initialization which usually
is a problem in monocular SLAM approaches [213]. Furthermore, pose landmarks
allow for aligning the map and the estimates to a given frame in the workspace and
thus, the system can provide an absolute localization in the workspace which can
be crucial for tasks that assume a prepared environment.

While both, fiducial-based localization and SLAM are well studied problems,
not many approaches exist that combine both. One approach where fiducials are
combined with SLAM is presented in [140]. However, the inertial measurements
are not used to estimate velocities but only used for a fall-back pose estimation
if all fiducials are occluded. Another similar system as the one presented in this
work has been described in [78]|. Since this work is part of the development of
a commercial product (InterSense IS-1200) the authors remain relatively vague
about their sensor fusion algorithm as well as the achievable performance of their
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system. Furthermore, dedicated hardware is required which poses additional costs
for the user and contradicts the goals of this project to provide a cost-efficient,
open source framework. A third visual-inertial, fiducial based localization system is
presented in [243]. While also here inertial measurements and visual data are fused
in an EKF, the approach does not include measurements from an accelerometer
which can be helpful during fast linear motions and can provide a notion of gravity.
Additionally, it is assumed that the poses of the tags are perfectly known in a
workspace frame. Therefore, one can only place the tags in known configuration
and imperfect calibration will lead to an inconsistent map. In [34] a fiducial-based
SLAM approach is presented. However, here the fiducials are only represented as
point features and thus only the 3D positions of the fiducials are estimated.

Contributions

We present a lightweight motion estimation system based on monocular visual-
inertial EKF-SLAM using artificial landmarks. This work tightly couples two proven
concepts, SLAM and fiducial-based localization, by using corner observations of
6 DoF landmarks and adapting the corresponding Kalman filter innovation term.
This allows for smaller map sizes and leaner estimation. In contrast to existing
approaches relying on 6 DoF fiducials, the presented framework processes visual
measurements and inertial data in a single estimator which results in consistent data
and avoids precalibration and recalibration. We have developed this tool out of a
need for an open source, lightweight, accurate visual-inertial motion capture system.
We provide the system as free to use open source software. Since it only relies on
standard hardware (an IMU and a camera) and a Robot Operating System (ROS)
software interface, both often available on robotic platforms, it can be deployed
easily. The source code, the datasets as well as a more detailed technical manual
can be found at https://bitbucket.org/adrlab/rcars, allowing easy integration
and full reproducibility of the presented results.

Notation and Conventions

In the following sections, scalars are indicated with small letters (e.g. fz). Vectors
are indicated with small, bold letters (e.g. r). Matrices are indicated by non-bold
capital letters (e.g. K). A capital subscript leading a variable name describes the
coordinate frame that the quantity is expressed in. Position vectors are denoted by
7. The trailing subscript describes the direction of the vector from its origin to its
goal position (read from left to right), e.g. aTqp is a position vector expressed in
frame A that points from point @ to point P. Quaternions are denoted by g. The
trailing subscript denotes the coordinate systems involved in the passive rotation,
e.g. gap represents the passive rotation from the coordinate system B to the
coordinate system A. Hence, to rotate a position vector expressed in B to A, we
would compute orQp = qap(BTQP)-
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VIL.2 System Description

The present localization system consists of two main components, a detector for the
fiducials and an EKF for sensor fusion. In a first step, the image acquired by the
camera is undistorted. Afterwards, the detector is run on the image which outputs
the corner coordinates as well as a unique identifier number (id) associated with
each detected tag. Furthermore, it estimates the relative transformation between
each tag and the camera. This estimation is based on an iterative optimization
minimizing the reprojection errors between the projected 3D corner points and
their detections in image space. In a second step, the EKF uses the information
from re-detected tag corners to estimate the robot’s state, including pose, linear
velocity and body rates. Additionally, the filter continuously estimates the position
and orientation of the tags with respect to the camera coordinate frame. When a
tag is seen for the first time, its pose is initialized using the relative transformation
between the camera and the tag as provided by the detector. After this initialization,
the tag pose will be refined within the EKF by using the reprojection errors of
its corners in each subsequent re-observation. To ensure consistency, the extrinsic
calibration between camera and IMU as well as the additive IMU biases are also
included in the filter state.

Fiducials

Over the past years, a large variety of fiducial systems have been developed. Very
popular implementations include ARToolKit [117], ARTag [74], CyberCode [198]
and multiring color fiducials [41]. In our implementation, we use AprilTags [176]
which are 2-dimensional, printable bar codes. The reason for this choice was the
achievable high accuracy [176] and the numerous available detector implementations
in C/C++. In our system, we use the detector implemented in cv2cg?. In our
evaluations, this implementation has proven to be fast and providing accurate and
robust tag detections.

Hardware

The proposed system requires a camera and an IMU. While the transformation
between IMU and camera can be estimated online, the camera intrinsics have to be
given a-priori. In our setup, we are using a Skybotix VI-Sensor [174]. This sensor
consists of two cameras in a stereo configuration and an IMU. While the sensor is
a stereo camera we are only relying on the left camera in this work. The sensor is
set up to output images at 20 Hz and IMU data at 200 Hz.

Camera Model

In this project, we assume a pinhole camera model which is applicable to most
cameras with common field-of-views. The expected input for the detector and filter

2 http://code.google.com/p/cv2cg/
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is an undistorted image. Therefore, the user is free to choose a distortion model
as long as an undistorted image is provided. In the case of the VI-Sensor we are
using a radial tangential distortion model. The pinhole camera model is represented
by the overall projection m which depends on the camera intrinsics, i.e., the focal
lengths, f, and fy, and the camera’s principle point ¢ = (cz,cy). It maps a 3D
point P expressed in the camera coordinate frame, yry p, to its corresponding
pixel coordinates p = w(yryp).

Filter

In order to fuse the information gained from the observed tags together with the
on-board inertial measurement we implement an extended Kalman filter. Relying
on appropriate sensor models, this filter uses the inertial measurements in order to
propagate the robot’s state and performs an update step based on the available
tag corner measurements. In the following paragraphs we will explain the sensor
models used and derive the required filter equations. For readability, this derivation
is carried out for the case of a single tag, but is directly applicable to the case of
multiple tags.

Coordinate Systems In our filter setup we assume different coordinate frames.
First, we assume an inertial workspace coordinate system W. We assume that
gravity points in negative z-direction in this frame. Furthermore, we define the
IMU coordinate system B and the camera frame V. Finally, we define a coordinate
system T for each tag which coincides with the geometrical center of the tag and
where z is perpendicular to the tag plane.

Sensor Models First, we introduce the sensor model used for the IMU. It assumes
Gaussian noise as well as additive bias terms for accelerometer and gyroscope
measurements. This can be formulated as follows:

f=Ff+bs+wy, (4.22)
by = wyy, (4.23)
W =w+ by, +wy, (4.24)
b = Wy, (4.25)

where f and @ are the actual measurements of the proper acceleration and rotational
rates, by and b, are the additive bias terms, and all terms of the form w. represent
continuous white Gaussian noise processes.

In addition to the IMU data, we will also include measurements related to the
observed tags. For this measurements we propose a tight coupling by using a corner
reprojection based visual model. Given the relative position and attitude of a
specific tag with respect to the camera frame, yry 1 and qry, we can compute
the position of the i*® tag corner Trrc; (fixed to the tag coordinate frame T') as
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viewed from the camera:

vrve; =v rvT + dpy (TTTe;)- (4.26)

By using the camera projection map 7, we can project the above quantity onto the
image plane and derive the corresponding pixel coordinate measurement p;, where
we assume an additive Gaussian noise model (ny, ; ~ N(0, Rp)):

ﬁl‘ = W(VTVCI-) + Np i (4.27)

The advantage of the selected visual measurement model is that the noise is
modelled directly on the pixel location of the detected corners. While the detector
provides an estimation of the tag pose relative to the current camera frame and
this could be directly used within the filter, fitting an accurate noise model to this
relative pose would have been difficult since the magnitude of the noise strongly
depends on the current location and orientation of the tag in the camera frame. In
contrast, the noise on the reprojected tag corners is, to a large extent, indifferent
with respect to the camera pose and can thus be assumed to be constant and
identical for all tags and measurements.

Filter States and Prediction Model The above visual sensor model assumes the
knowledge of the tag pose. Instead of using fixed values, which could quickly lead
to inconsistencies, we propose to include the pose of the tag into the filter state.
Therefore, the filter will be able to refine the tag pose and ensure map consistency.
Employing a robocentric representation of the sensor state and the tag pose, we get
the following filter state:

x = (r,v,q,bs, by, 1,97, 7V, qV) (4.28)
:=(BTwB, BYB, qw B, Bby, Bbu,
VTVT,4TV, BTBV,4qVB) - (4.29)

In the above state, r, v, and q are the robocentric position, velocity, and attitude
of the sensor. Furthermore, »7 and g are used for parametrizing the pose of the
tag, while ry and gy represent the extrinsic calibration between IMU and camera.
Computing the total derivatives of the selected state and inserting the IMU model
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(4.22)-(4.25) yields:

P =—(@— by —wu)*r + v+ wp, (4.30)
V=— (& — by —wy,) v

+F—br —wr+q7}(g), (4.31)
G=—q(®— b, —wy), (4.32)
by = wyy, by = why, (4.33)

Fr=—qy <(‘7’ —bw —ww)(aqy (rr) +7v) + ”)

+ wet, (434)
gr =— (qr ® qv)(®@ — b — wu + wat), (4.35)
Ty = Wry, gV = Wqu- (4.36)

We include additional continuous white Gaussian noise processes wy-, Wr¢, Wqt, Wrv,
and wg, in order to excite the full filter state and for modeling errors caused by the
subsequent discretization of the states. For all white Gaussian noise processes w,
the corresponding covariance parameters R, describe the magnitude of the noise.
While most covariance parameters can be chosen by considering the corresponding
sensor specifications, some remain as tuning parameters. Using a simple Euler
forward integration scheme a set of discrete time prediction equations can be derived.
In order to achieve a minimal and consistent parametrization, the derivatives of the
quaternions are expressed in a 3D local angular velocity. This has to be considered
during the discretization and when implementing the filter. Also note that, during
the prediction, the IMU-related states (v, b.,) are coupled to the estimated tag pose
(7T, gr) based on the IMU-camera extrinsics estimates (ry, qy ).

Update Model The update step is performed by directly employing the reprojec-
tion error as the Kalman filter innovation term. For each tag corner ¢ and based on
equation (4.27) we can define an innovation term y;:

yi = pi —m(vrve;) (4.37)

This results in a 8D innovation term for every tag detected in the current camera
frame (2D per tag corner). For each newly observed tag the state is augmented
by an additional tag pose, i.e. position and attitude. The augmentation uses the
estimated relative pose from the tag tracker in order to initialize the state with
a good linearization point. The corresponding covariance matrices are initialized
to large values and typically converge very quickly. Optionally, tags with known
absolute location can also be fed to the filter. Especially for datasets with a large
number of tags this comes in handy since the EKF does not scale well with increasing
state dimension. Above around 20 tag poses in the filter state the prediction step
becomes very costly for a single core implementation.
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Figure 4.11: Images extracted from datasets "table” (left) and "dataset 1“ (right).

VIL.3 Results

In order to assess the performance of the proposed approach, we define different test
procedures. In a first test, we verify the accuracy of the fiducial pose estimation.
In a second test, we then evaluate the accuracy of the motion estimation computed
by our EKF. Both tests are verified with ground truth data obtained from a high
class external motion capture system. Additionally, two large scale datasets are
processed for verifying the accuracy when closing larger loops. A third test evaluates
the estimation of the extrinsic calibration. Lastly, we test the applicability of the
presented motion estimation within an online closed loop control on a quadruped
robot.

Datasets

In total, we are using five datasets which are all available for download with the
source code. The first dataset "table consists of three tags that are placed flat on
a table at the same orientation as shown in Figure 4.11. The distances between
the tags are chosen to be of similar magnitude. The second dataset "dataset 1“
also contains three tags. This time, we tried to create a challenging dataset,
where the tags are sparsely distributed around a larger workspace of about 4x4x4m.
Furthermore, the tags are intentionally oriented and located in such a way that the
viewing angle for the camera is not ideal and that only a minimal amount of frames
contain two neighboring tags at the same time. Additionally, the sensor is moved
fast, such that motion blur occurs occasionally. Overall, this increases the level of
difficulty in estimating the tags’ locations. An on-board image taken by the camera,
showing the challenging setup as well as the motion blur is shown in Figure 4.11.
For evaluating the extrinsic calibration estimation, we are using a set of datasets
all taken within the same workspace to ensure a consistent setup. In these datasets,
the sensor is subject to extensive motion in order to properly excite the full filter
state and thereby promote the convergence of the estimated extrinsic calibration.
The last two dataset “cube and ”pavillon“ contain round trips on our campus. Both
datasets include around 35 tags and span areas of approximately 25x25x6 m. By
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Figure 4.12: Displacement error between estimated tag positions and reference
from manual measurements as well as external motion capture. As can be seen,
the error decreases over time, since the tags’ positions are iteratively refined by the
EKF. Finally, submillimeter accuracy is achieved. The larger offset on the right
plot most likely results from inaccurate marker and coordinate system placement
in the external motion capture system.

moving from basement to ground level or from indoors to outdoors, these datasets
are subject to changing lighting conditions. To provide comparable results, no test
specific parameter tuning has been performed, i.e. the same parameters are used
throughout all tests.

Fiducial Estimation Test

For the verification of the continuous fiducial estimation procedure, we use the
7table” dataset. In this dataset, manually measuring the offset between the tags
is simple. Thus, we can use these measurements as ground truth information and
compare it to the estimates of the external motion capture system. This allows
us also to evaluate the accuracy of the marker and coordinate system placement
during the set up of the external motion capture system. To isolate the fiducial
estimation for testing, we are disabling the extrinsic calibration in this test and use
the sensor’s factory calibration.

We compare the norm of the relative translation, i.e. the distance between
tag 0 and tag 1 as well as between tag 0 and tag 2 with the manual distance
measurements. This error plots are shown in Figure 4.12. The plots shows two
interesting aspects. The errors in the beginning of the sequence is quite small. This
indicates that the initial guess obtained from the reprojection error optimization
on the first frame is fairly accurate. Over time, our EKF then further refines the
poses, reaching approximately millimeter accuracy which is of equal magnitude as
manual measuring errors.

The figures also shows the error with respect to the external motion capture
measurement. Here, the error is shifted by about lcm for the translation between
tag 0 and tag 2. Since a zero mean error curve would be expected, this constant
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Figure 4.13: Rotation error between estimated tag positions and zero rotation.
The error is obtained by converting the relative rotation to angle-axis representation
of which the angle is plotted. As can be seen, the error decreases over time, since
the tags’ rotations are iteratively refined by the EKF. The error starts at around
0.5 degrees and reduce to about 0.2 degrees.

offset most likely results from inaccurate marker and reference coordinate system
placement.

Since the tags in this dataset are placed flat on a table and aligned with the
table’s edge, we can also analyze the rotation error of our tag pose estimates. To
do so, we compute the relative rotation between two tags. We then convert this
rotation to an axis-angle representation and use the angle as our error measurement.
Due to the tag alignment, the relative rotation between two tags can be assumed to
be identity. This is also confirmed by the external motion capture system up to the
fourth decimal of the relative rotation angle. Figure 4.13 shows the error between
estimated rotation and the identity rotation for the relative rotation between tag
0 and tag 1. As can be seen, the error is initially around 0.5 degrees. Through
continuous refinement of the tag poses within the EKF, this error reduces to around
0.2 degrees over time. This error is of same magnitude as printing and measurement
accuracy.

The experiments described above show the high achievable fiducial estimation
accuracy in translation and rotation. Furthermore, these results underline that tag
pose refinement significantly reduces displacement and rotational errors present in
the single frame pose estimate used for initialization. This will eventually improve
the consistency of the relative tag poses and thus should also improve the robot’s
pose estimation.

Motion Estimation Test
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Figure 4.14: Comparison between estimated robot position (blue) and ground
truth position (red) for the dataset "table“. As can be seen, the maximum position
offset between both measurements lie only within a centimeter scale which is the
same magnitude as the achievable measurement accuracy in this setup.
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Dataset Table To assess the performance of the motion estimation, we use both
datasets described above. The goal of our estimation framework is to localize
against our workspace, where we choose tag 1 as the origin. This choice is arbitrary
and one could choose any tag as a reference defining the workspace location and
orientation. Since our estimator automatically estimates the orientation of the
workspace with respect to gravity, no manual alignment is required. Figure 4.14
shows a comparison of the position estimates of the filter and ground truth data
from the external motion capture system for the table dataset. This plot nicely
illustrates the robust tracking behavior of the system. Even though the reference
tag is not detectable at every instance of the dataset, the estimated fiducials provide
a stable reference for the filter to localize against, such that tracking errors remain
a few centimeters.

In Figure 4.15 the estimated orientation and ground truth orientation for the
same datasets are compared. Also here, the estimator shows a robust tracking with
minimal deviations. The maximum error observed in pitch direction is about 0.05
rad which corresponds to less than 3 degrees. Since the ground truth reference
data is a relative pose between the sensor and the reference tag computed from the
individual poses, the error magnitudes observed above lie within the measurement
accuracy of the ground truth data. While this underlines the performance of the
approach, it does not give any indication about its limits. Therefore, we tried
to push the system to its limits using dataset 1 which contains several artificial
challenges as described above.

Dataset Dataset_1 In this experiment, again the estimated position is compared
to ground truth data and the results are shown in Figure 4.16. As the plots show,
the position starts to deviate from ground truth in the last third of the sequence.
While results are not as good as in the table dataset, dataset_1 can be seen as
a worst-case benchmark scenario. Most of the difficulties for the algorithm are
artificially posed and the performed motion is faster than in many robot applications.
Due to the sparse tag placement and fast motions, the detector was unable to detect
any tag in many of the images of the sequence. This is shown in Figure 4.18 where
these instances are marked with the value 1. In total, the filter is provided with
inertial measurements only for almost 20% of the sequence. Additionally, tag 0 is
only seen together with another tag for in total 9 frames. Thus, little localization
information is provided for this tag, leading to a high uncertainty of the tags pose.
Still, it is the only visible tag for about 15% of the dataset. Thus, the filter is oly
provided with uncertain vision information and noisy inertial measurements during
these parts. However, the filter remains stable and is able to converge close to
ground truth data again when the other tags are visible again.

Also in the orientation, the effects of sparsely distributed tags combined with
fast motions are visible. Figure 4.17 shows the difference between ground truth and
estimated orientation for dataset 1. As can be seen, the orientation estimate is
fairly accurate throughout the dataset with a slight deviation in yaw at the beginning
of the trajectory and a small deviation of pitch of about 9 degrees towards the end.
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Figure 4.15: Comparison between estimated robot orientation (blue) and ground
truth orientation (red) for the dataset “table”. Due to the wrap-around at + /-7
the plot is discontinuous. However, since quaternions are used for the internal
representation of the filter, the output of the filter is smooth. As also seen in
the position data, estimated and ground truth rotations agree up to measurement
uncertainty.
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Figure 4.16: Comparison between estimated robot position (blue) and ground
truth position (red) for the dataset “dataset 1“. This dataset has been made
artificially difficult with sparse tag coverage and fast motions to show the robustness
of the filter. While the estimates diverges when only the briefly observed tag on
the very left can be used for localization, it converges back to the ground truth
information when localizing against the other tags again.
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Figure 4.17: Comparison between estimated robot orientation (blue) and ground
truth orientation (red) for the dataset “orientation 1. Due to the wrap-around at
+/-m the plot is discontinuous. However, since quaternions are used for the internal
representation of the filter, the output of the filter is smooth.
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Tag Detection Failure
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Figure 4.18: Plot indicating whether one or multiple tags were detected (indicated
as 0) or no tag was detected (indicated as 1) for dataset 1. Overall, in almost 20%
of all images no tag could be detected.

When looking at the linear velocity estimates for this dataset shown in Figure
4.20, one can see that the estimates agree well with the velocity data obtained
by using finite differences on the ground truth data. Interestingly, the estimated
velocities are virtually outlier free while the finite differences show occasional peaks.
This effect still occurs, even though a high quality motion capture system has been
used. This underlines the limitations of using finite differences for velocity estimates
and encourages the use of inertial data.

This effect is even more pronounced when looking at Figure 4.19 which shows
the rotational velocity estimates and their counterparts computed using finite
differences on the ground truth orientation. The difference in noise level between
both measurements is significant. One reason is that the IMU directly measures
rotational rates using gyroscopes. Furthermore, rotations tend to be more difficult
to estimate for external motion capture systems. This effect gets amplified when
differentiating this noisy signal.

Large scale datasets One advantage of the presented approach over a commercial
motion capture system is the workspace size. Since our system only relies on paper
printed tags, a large workspace can be covered easily. As we did not have a motion
capture system available that is capable of covering such a large area, especially not
outdoors, we are using loop closure to estimate the accuracy of the approach. For
this test, we are using the datasets “pavillon“ and "cube* which both include loop
closure sequences. As a quality measure, the reprojection errors as well as the offset
between the estimator’s predicted tag position and the detector’s instantaneous tag
measurement are used. Both measures are taken at the first time that we reobserve
a tag after the round trip, before updating the estimator.

For the dataset "cube®“ the average reprojection error at loop closure is 56.07
pixels. Taking the detector pose estimate as a reference, the position offset is 0.86 m.
One round trip until loop closure is about 70 m long and follows a trail of 36 tags.
Therefore, the relative position error is around 1.2 %. For the dataset “pavillon®
the average reprojection error at loop closure is 51.01 pixels. Taking the detector

165



4 Part B: Applying Numerical Optimal Control to Mobile Robots

Rotational rate

2.0 : : :
10 1 ' '
'a‘ .
2 05
8 00
= -0.5
2 -10
-15
-20
1.5
i
'3‘ .
2 00
8 -05
= -1.0
3 -15
-210
-25
15
10
@ 05
8 00
2 -05
® 10 z z z z
_15 | | | | |
0 10 20 30 40 50 60

t[s] +1.41182094€9

Figure 4.19: Comparison of rotational velocity estimates (blue) and rotational
velocities calculated by using finite differences of the ground truth orientation data
(red). Like also with the linear velocities shown in Figure 4.20, the estimation
matches the ground truth data. Here the significance of using inertial measurements
for low-noise estimates over finite differences on pose information is even more
prominent.
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Figure 4.20: Comparison of linear velocity estimates (blue) and linear velocities
calculated by using finite differences of the ground truth position data (red). While
the estimated velocities agree well with the velocities computed from ground truth
data, they are virtually outlier free. While a high quality external motion capture
system is used, this data still shows the limitations of finite differences for velocity
estimates.
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pose estimate as a reference, the position offset is 0.38 m. One round trip until
loop closure is about 80 m and follows a trail of 33 tags. Therefore, the relative
position error is around 0.5 %. Please note that position errors are calculated using
the detector estimate. This estimate cannot be assumed to be a ground truth
measurement. Therefore, the accuracy figures above are subject to measurement
inaccuracies of the detector and based on one measurement only.

Online Extrinsic Estimation

In order to assess the quality of the estimated camera-IMU extrinsics, we evaluated
the corresponding values after the system was sufficiently excited such that the
values could converge. Since no real groundtruth references were available for
the extrinsics, we evaluated the repeatability of the obtained estimates. For this
we recorded 10 datasets within the same environment while performing similar
motions with a total duration around 50-60 seconds. The obtained RMS-values
were 1.5 cm for the translational part and 0.0035 rad for the rotational part of
the extrinsics. Both values ranging near what can typically be obtained through a
dedicated calibration routine.

Estimation in Closed Loop Control

Motion capture systems are increasingly used in closed-loop control. Since latency,
noise and outliers can significantly deteriorate the closed-loop behavior of the plant,
estimation in the loop is a challenging task. Therefore, we test our system in
such an application. For this test, we are using our quadruped robot HyQ on
a hydraulically actuated treadmill. The control task is to keep the robot in the
center of the treadmill by only regulating the speed of the treadmill, i.e. the robot’s
walking motion is assumed to be a disturbance. The control system is a cascade
of an inner velocity and an outer position control loop. The sensor input to the
position control loop are the robot’s position and velocity in the workspace.

As can be seen from the accompanying video?, the closed loop system is able to
stabilize the robot’s position on the treadmill while changing the walking speed.
The estimate of the absolute position of the robot in the workspace allows us to
move the robot to the treadmill center during initialization.

VI1l.4 Conclusion and Future Work

In this paper, we have presented an open-source, visual-inertial state estimation
system, that tightly integrates monocular SLAM and fiducial based estimation.
By relying on standard hardware already present on most robots the system can
be applied cost efficiently. Experiments demonstrate its good accuracy and high
robustness, which indicates that it could replace an expensive motion capture
systems in applications that do not require sub-millimeter precision or very fast
update rates only offered by highly expensive motion capture systems. This has

3http://youtu.be/Ckf1QAuTKqc
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been verified by using the system in a closed-loop control task. Large scale tests
have demonstrated long term accuracy, map consistency and loop closure refinement.
Experiments under fast motions and sparse tag coverage of the workspace underline
the importance of including inertial measurements compared to fiducial only ap-
proaches. Furthermore, the inertial measurements ensure high quality translational
and rotational velocity estimates which can outperform these of a commercial
system. Results have shown that good coverage of fiducials is important for a good
estimation quality. In the future, we aim at supporting differently sized fiducials
such that their size can be optimized for their intended location. Furthermore, we
will investigate the combination with natural landmarks in order to further improve
the estimation accuracy.
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Conclusion and Outlook

1 Summary

This work presents a major step towards applying Numerical Optimal Control
as Model Predictive Control using fully dynamic models on physical robots. It
underlines the potential of such approaches for serving as a general motion planning
and control framework for different robot types and tasks. With its focus on hardware
experiments, the thesis provides insight into transferability from simulation to
hardware. In this work, we have demonstrated that Numerical Optimal Control is a
suitable tool for solving complex motion planning tasks such as locomotion or flying
in constrained spaces. Furthermore, this work has demonstrated that Trajectory
Optimization cannot only optimize periodic gait patterns but also discover them
automatically and adjust them during execution. By applying our framework to
flying, ground and legged robots, we have shown that the same Numerical Optimal
Control approach can be applied to vastly different robot types and tasks, fulfilling
our vision of “One Algorithm — Many Robots and Tasks”. Additionally, this work
addresses fundamental issues of running Trajectory Optimization online on physical
robots. We have implemented a customized, high performance solver for one of
the fastest Numerical Optimal Control approaches and paired it with efficient
system modelling and derivative computation. This leads to a framework that
outperforms state-of-the-art Numerical Optimal Control approaches. This enables
us to run Nonlinear Model Predictive Control on more complex problems as well as
at larger time horizons while achieving a shorter computational time than previous
approaches.

2 Discussion and Future Work

While Numerical Optimal Control is a powerful tool for tackling motion planning
and control, it is not the silver bullet that solves all robotic motion planning and
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control. Instead, it is an essential tool which offers the possibility to be combined
with other algorithms.

As a model based approach the performance of Optimal Control is bound by
the accuracy of our system description. This suggests to combine it with Machine
Learning approaches to improve performance in presence of modelling errors. In early
work related to this thesis [68], we have taken first steps towards using reinforcement
learning to improve a model-based Optimal Control policy. Furthermore, Numerical
Optimal Control could efficiently be combined with model learning, with early work
e.g. presented in [129, 153]. We believe there is a huge potential of using prior
knowledge from a model and the associated gradient information, while using data
from the physical platform to improve the model or the policy. Such approaches
combine best of both worlds, i.e. fast optimization while also adapting to the
physical system with a minimal amount of time-intensive hardware experiments
required.

As a gradient-based approach Numerical Optimal Control is still a local opti-
mization method that relies on the convexity of the problem and smooth gradients.
However, it is a challenge in itself to find such problem descriptions. Especially
when dealing with obstacles or rough terrain locomotion, we face issues with our
current formulation. However, there are known algorithms that tackle these issues
such as randomized or hierarchical planners. Therefore, when facing practical real
world problems, combining Trajectory Optimization with such planners remains
a viable option. The work on Model Predictive Control for ballbots and UAVs in
this thesis has underlined the potential of using a combined approach for planning
and control. Similar trends can be observed in hierarchical planners for legged
locomotion, where the individual hierarchies are now often run in receding horizon
fashion as well [128, 247|. Ideally, with increase in computational power, the strict
hierarchical approach can be broken up and more parts of the overall problem can
solved simultaneously rather than sequentially.

As a step in this direction, we have pushed the boundaries with respect to the
efficiency of our solvers and also our system dynamics computations. Further-
more, we have tackled the drawback of DDP-style approaches struggling to handle
constraints without loosing linear time complexity by introducing penalty based
constraints. However, this comes at the cost of additional iterations. Therefore, a
direct comparison to hard constraint methods such as [201] should be made.

NLP and DDP-style approaches have finally fully converged in their solver
strategies [54, 84], resulting in a unique opportunity to leverage the advantages of
both algorithms. NLP methods add proper constraint handling while DDP-style
algorithms add a feedback control view, allowing to use what seem to be numerical
byproducts as feedback control gains. This gives way for plenty of interesting
applications in the field of MPC and Numerical Optimal Control. It enables solvers
that are highly efficient but also compute constraint satisfactory solutions.

There is also still considerable amount of work to be done on modelling and
simulation. As we have shown, simulators are not very suitable tools for control,
neither as modelling frameworks for Numerical Optimal Control nor as verification
tools. On the other hand, there are very capable Rigid Body Dynamic libraries
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that allow efficient computation of such models. These tools slowly start to grow
together but so far there is still a gap in-between. Furthermore, the performance
gain of Numerical Optimal Control allows for considering more complex models
that potentially could include effects such as actuator dynamics or sensor properties.
Including such models in our system description will further improve performance.
Additionally, such more accurate models or simulations could also support efforts in
the learning community, reducing the amount of experimental data to be collected
on the physical system. On the other hand, Numerical Optimal Control approaches
can learn from physics engines how to deal with Rigid Body Dynamics. Many
physics engines already address the issues of stiff systems resulting from Rigid Body
Dynamics in contacts. Concepts such as implicit integration schemes or variable
contact stiffness are state-of-the-art approaches in physics engines and could directly
be applied to the methods present in this work.

One major challenge remaining is robustness. We have shown that Model
Predictive Control has the potential to reject large disturbances and we consider a
combination of fast feedback controllers and large time horizon predictive controllers
an ideal combination for rejecting fast, small amplitude as well slow, larger amplitude
disturbances. However, the “risk” or robustness of a trajectory is not factored in
during the optimization phase of most Numerical Optimal Controllers. While
heuristic based robustness criteria can be introduced, we still have to tackle this
issue in a more principled way. For Differential Dynamic Programming approaches,
promising early results exist [67, 149, 187] but they still have to be verified with
practical applications and hardware experiments.
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