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Solute tracer test quantification 
of the effects of hot water injection 
into hydraulically stimulated crystalline rock
Anniina Kittilä1,5, Mohammadreza Jalali2,3, Martin O. Saar1,4 and Xiang‑Zhao Kong1* 

Introduction
To produce energy from geothermal resources, fluid is injected and circulated through 
natural or artificially created reservoirs, the latter being so-called enhanced/engineered 
geothermal systems (EGS) (Tester et al. 2006; Evans 2015). As the fluid flows through the 
natural or artificial reservoir, heat is exchanged between the host rock and the circulat-
ing fluid. The performance of a geothermal system, in terms of fluid circulation and heat 
extraction, depends on several factors, where the reservoir impedance, the heat recov-
ery, and the tracer-swept volume are key factors (Tester et al. 2006; Grant 2016; Olasolo 

Abstract 

When water is injected into a fracture‑dominated reservoir that is cooler or hotter than 
the injected water, the reservoir permeability is expected to be altered by the injection‑
induced thermo‑mechanical effects, resulting in the redistribution of fluid flow in the 
reservoir. These effects are important to be taken into account when evaluating the 
performance and lifetime particularly of Enhanced Geothermal Systems (EGS). In this 
paper, we compare the results from two dye tracer tests, conducted before (at ambi‑
ent temperature of 13 ◦

C ) and during the injection of 45 ◦
C hot water into a fractured 

crystalline rock at the Grimsel Test Site in Switzerland. Conducting a moment analysis 
on the recovered tracer residence time distribution (RTD) curves, we observe, after 
hot water injection, a significant decrease in the total tracer recovery. This recovery 
decrease strongly suggests that fluid flow was redistributed in the studied rock volume 
and that the majority of the injected water was lost to the far‑field. Furthermore, using 
temperature measurements, obtained from the same locations as the tracer RTD 
curves, we conceptualize an approach to estimate the fracture surface area contribut‑
ing to the heat exchange between the host rock and the circulating fluid. Our moment 
analysis and simplified estimation of fracture surface area provide insights into the 
hydraulic properties of the hydraulically active fracture system and the changes in fluid 
flow. Such insights are important to assess the heat exchange performance of a geo‑
thermal formation during fluid circulation and to estimate the lifetime of the geother‑
mal formation, particularly in EGS.
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et al. 2016). The larger the heat exchange surface area between the fluid and the rock, the 
better the geothermal resource can be exploited and the longer is the expected lifetime 
of the reservoir before cold-front breakthrough occurs at the production well. However, 
thermo-hydro-mechanical–chemical responses of the formation can have detrimental 
effects on the performance of a geothermal reservoir (André et al. 2006; Taron and Els-
worth 2009; Fu et al. 2016; Pandey et al. 2017).

Whenever the temperature of the injected fluid is different to the one of the reser-
voir, particularly in crystalline, fractured rock, it is likely that thermal, mechanical, and 
chemical processes alter the hydraulic properties of the rock mass. It has been reported 
that both heat extraction and heat storage in fractured reservoirs can cause rock defor-
mation, inducing changes in fracture aperture widths (Fu et al. 2016; Pandey et al. 2017). 
In fracture-dominated systems, such as EGS, heat production, by injecting water that is 
cooler than the natural rock, eventually results in flow channeling, i.e., concentration of 
fluid flow in cooled zones (Fu et al. 2016). In a heating experiment reported by Rutqvist 
et al. (2001), elevated fluid temperatures caused the surrounding rock to expand, yielding 
vertical rock displacement. Kumari et al. (2018) conducted flow-through experiments in 
a granite core under different temperature conditions and demonstrated that increasing 
the temperature of the injected fluid from 20 to 300 ◦C , caused an 86% reduction in per-
meability before reaching 100 ◦C . Recently, Grimm Lima et al. (2019) observed a 20–75% 
decrease in the hydraulic apertures of naturally fractured granodiorite cores from the 
Grimsel Test Site (GTS) in Switzerland (which is also the field site in this paper), when 
increasing the temperature of the system from 22 to 140 ◦C . Kumari et  al. (2018) and 
Grimm Lima et al. (2019) identified that the reductions in permeability and in fracture 
apertures as well as the closure of fractures are caused by the thermal expansion of the 
rock. Moreover, Grimm Lima et al. (2019) demonstrated pressure dissolution of contact-
ing asperities.

Although the injection of heat induces the aforementioned thermo-mechanical 
effects, heat is a well-established tracer in the subsurface both as a natural (Saar et al. 
2011) and an artificially introduced tracer, with typical applications in reservoir char-
acterization (Colombani et  al. 2015; Irvine et  al. 2015; Ayling et  al. 2016; Sarris et  al. 
2018) and tomography (Linde et al. 2006; Somogyvári et al. 2016; Somogyvári and Bayer 
2017). Heat can be a valuable tool in acquiring additional information on subsurface 
fluid flow and (solute, energy) transport processes, particularly when estimating per-
meability (McCord et al. 1992; Anderson 2005). However, the solute and thermal Peclet 
numbers can differ by orders of magnitude for the same Darcy flow velocity (de Mars-
ily 1986), which can cause problems, for example, when solute transport is of interest 
but only heat is used as a tracer. This discrepancy between solute and heat transport 
is particularly severe in fine-grained sediments, as heat transport is relatively insensi-
tive to changes in longitudinal dispersivity, which is a particularly relevant parameter for 
solute transport modeling (Rau et al. 2012; Giambastiani et al. 2013). Notwithstanding 
these differences, Marschall et al. (1995) used solutes and heat to investigate the role of 
diffusive transport in a fractured rock. However, in that experiment the thermal expan-
sion of the rock was not considered, although an increase in injection pressure and a 
decrease in injection flow rate were observed. The study of Kumari et al. (2018), on the 
other hand, considered the temperature effect on permeability during water injection at 
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the core scale. Colombani et al. (2015) validated the solute transport model with heat 
transport in a sandy aquifer. Kocabas (2005) and Ma et al. (2012) compared solute and 
heat transport in evaluating the hydraulic properties of the subsurface.

In this study, we estimate fluid flow characteristics (solute tracer recovery, mean resi-
dence time, swept volume, and mean fluid velocity) of a fractured and stimulated crys-
talline rock mass at ambient temperatures (about 13 ◦C ) and approximately 2 weeks 
after the start of hot water (about 45 ◦C ) injection. These estimated characteristics are 
derived from two dye tracer tests, conducted before and during the hot water injection. 
Our experiments were conducted at the Grimsel Test Site (GTS) in Switzerland, which 
is operated by the Swiss National Cooperative for the Disposal of Radioactive Waste 
(Nagra). By comparing those results before and during hot water injection, we investi-
gate the effects of the hot water injection on the fluid flow characteristics of the fracture-
dominated rock mass. Moreover, at the same locations, where solute tracer breakthrough 
curves were recorded, temperature measurements were collected throughout the hot 
water injection period. Using these temperature measurements, we estimate the frac-
ture surface area that may have contributed to the heat exchange between the host rock 
and the circulating fluid in the fractures. These estimates, based on a simple parallel 
plate model, facilitate delineating the fracture geometry at the test site. Our results can 
be useful for establishing a three-dimensional discrete fracture network (DFN) model 
of the study site. With the decameter-scale field tracer experiments presented here, we 
can quantitatively address the knowledge gap regarding inter-well changes in fluid flow 
properties that are associated with hot water injection into a fracture-dominated crystal-
line rock.

Test site
The Grimsel Test Site (GTS) is located in the Swiss Alps at 1733 m a.s.l. with 400–500 m 
of overburden, at the boundary between the crystalline rocks of the Central Aare Gran-
ite and the Grimsel Granodiorite (Keusen et  al. 1989). Between years 2015 and 2017, 
the GTS hosted the in situ Stimulation and Circulation (ISC) experiment, which aimed 
at studying the thermo-hydro-mechanical and seismic (THMS) processes relevant for 
permeability enhancement during high-pressure fluid injections at the decameter scale, 
and to evaluate the creation of a sustainable heat exchanger (Amann et al. 2018; Krietsch 
et al. 2018; Gischig et al. 2019). Although the GTS is cold (the ambient rock temperature 
is 13 ◦C ) and shallow (approximately 500 m deep), in comparison to actual EGS condi-
tions, the test site enables detailed characterizations of the rock mass and comprehensive 
observations of the permeability enhancements to be made during actual EGS develop-
ments. The rock mass permeability was shown to be enhanced, at least temporarily, after 
the hydraulic stimulation experiments (first hydraulic shearing and then hydraulic frac-
turing). In addition, new hydraulic connections, enabling larger tracer-swept volumes, 
were observed (Kittilä et al. 2020), employing both solute tracers and DNA-Labeled Sil-
ica Nanotracers (Mikutis et al. 2018; Kong et al. 2018; Kittilä et al. 2019).

At the GTS, two distinguishable shear zones are recognized, intersecting the gran-
odioritic host rock: (i) the ductile NEN–SWS striking S1 and (ii) the younger brit-
tle–ductile E–W striking S3 shear zone (Fig.  1) (Keusen et  al. 1989). There exists 
also a ductile shear zone, classified as S2, which is slightly discordant to S1; however, 
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the S1 and S2 shear zones cannot be distinguished in the field (Keusen et al. 1989; 
Krietsch et  al. 2018). The dominant S3 shear zone is composed of two structures 
that are associated with biotite-rich metabasic dykes that are up to 1  m thick and 
approximately 2.5 m apart (Krietsch et al. 2019). The two S3 shear zone structures, 
varying in thickness from 38 to 312 mm (Krietsch et al. 2018), bound a highly frac-
tured zone, where the fracture density is about 20 m−1 (Jalali et  al. 2017; Krietsch 
et  al. 2018). Most of the open fractures, identified in the INJ1 and INJ2 boreholes 
(Fig.  1), employing optical televiewer (OPTV) logs, are associated with this highly 
fractured zone (Jalali et  al. 2018b; Krietsch et  al. 2018). There are also some par-
tially open fractures (Jalali et al. 2018b; Krietsch et al. 2018), containing cataclasites, 
breccias, and fault gouge (Ziegler et al. 2013). The highly fractured zone is seen in 
seismic tomograms as a low-velocity zone (Krietsch et al. 2018) and in tracer tomo-
grams as a zone of high hydraulic conductivity (Kittilä et  al. 2020). The host rock 
beyond the shear zone structures is remarkably intact, with 0–3 fractures per meter 
(Gischig et al. 2018).

Fluid flow at the ISC test site is dominated by the highly fractured zone and the 
drainage effect of the AU Tunnel (Jalali et al. 2017; Krietsch et al. 2018; Kittilä et al. 
2020), with an average natural discharge of 100ml min−1 at the AU  Tunnel (Jalali 
et al. 2018b). The transmissivity of the shear zones ranges from 10−12 to 10−6 m2 s−1 
(Brixel et  al. 2020a, b), and in the intact rock, the average transmissivity is less 
than 10−13 m2 s−1 (Keusen et al. 1989; Jalali et al. 2018a).

Fig. 1 Overview of the experiment setup at the Grimsel Test Site (GTS) (modified from Krietsch et al. 2018). 
The shear zone structures, designated S1 and S3, are shown as red and green planes, respectively. There 
is also a shear zone classified as S2, which is slightly discordant to S1. However, the S1 and S2 shear zones 
cannot be distinguished in the field (Keusen et al. 1989; Krietsch et al. 2018). The injection and monitoring 
intervals, associated with this study, in boreholes INJ1, INJ2, PRP1, and PRP2 (black cylinders) and the 
AU Tunnel outflow point (black circle) are marked. The orange arrows indicate the interpreted flow directions 
in injection interval INJ2‑int4, where the arrows with solid lines are associated with the more prominent flow 
directions (see Section ’Redistribution of fluid flow’ for more information)
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Methods
Tracer experiments

Two solute dye tracer tests were conducted during the ‘Circulation’ phase of the ISC 
experiment (no actual fluid reinjection took place). The objective was to study the 
effects of hot water injection on fluid flow in the stimulated fractured rock mass. 
The first test, namely Test 8, was conducted immediately before the start of the hot 
water injection. The second test, namely Test 9, was conducted during the hot ( 45 ◦C ) 
water injection, which, at that time, had been continued for 2 weeks. In both tests, 
the solute dye tracers were injected into the fractured rock as a short pulse. Table 1 
summarizes the details of tracer injection and production during Tests 8 and 9, and 
Fig. 2 shows the injection temperature, pressure, and flow rate during the hot water 

Fig. 2 Fluid injection temperature, pressure, and flow rate during fluid injection into INJ2‑int4 (modified from 
Doetsch et al. 2018). It is worth noting that the system was likely not yet at steady‑state during Test 8

Table 1 Summary of tracer injection and production during Tests 8 and 9

a The production flow rate at the AU Tunnel is estimated for both Test 8 and Test 9, as no measurements are available. 
Details are given in ’Results and discussion’ section

Metric Test 8 Test 9

Test start 22.11.2017 13.12.2017

Hot water injection 29.11.2017–10.01.2018

Test end 29.12.2017 20.12.2017

Injection interval INJ2‑int4

Injection depth (m) 22.89–23.89

Injection flow rate, Qinj (L min−1) 2.1 1.8

Injection pressure, Pinj (kPa) 374 450

Injection temperature, TJ ( ◦C) 13 45

Tracer Eosine

Injected tracer mass, Minj (mg) 19.5 19.0

Injected tracer volume, Vinj (L) 0.975 0.950

Monitoring locations AU Tunnel, PRP1‑int3

PRP2‑int2, PRP1‑int2

Production flow rate, Qpro (L min−1) 1a, 0.090 0.85a, 0.051

0.069, 0.12 0.043, 0.12

Distance to monitoring location (m) 20.7, 4.6, 6.4, 8.6
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injection experiment. The tracers and the hot water were injected into Interval  4 
in Borehole  INJ2 (hereafter INJ2-int4), while tracer concentrations and water tem-
perature were monitored at borehole intervals INJ1-int4, PRP1-int3, PRP2-int2, and 
PRP1-int2 as well as at the AU Tunnel outflow point (Fig. 1 and Table 1). However, at 
INJ1-int4 the production flow rate was approximately 1ml min−1 during Test  8 and 
during Test 9, the outflow at that location had already ceased. Hence, no tracer data 
were recovered from INJ1-int4.

Injection of tap water was continued throughout the ‘Circulation’ phase, with a mean flow 
rate of 2.1 L min−1 during Test 8 and 1.8 L min−1 during Test 9. While the injection flow 
rate decreased, the injection pressure (absolute pressure at the wellhead) increased from 
about 374 kPa during Test 8 to about 450 kPa during Test 9 (Table 1 and Fig. 2). However, 
as Fig. 2 shows, it is important to note, based on the changes in the injection pressure and 
flow rate, that the system was likely not yet at steady-state during Test 8. At the monitor-
ing locations, tracer signals were continuously monitored using flow-through fluorometers 
(GGUN-FL30). The signals (in millivolts) from these fluorometers were converted to tracer 
concentrations using laboratory-analyzed discrete samples (Luminescence Spectrometer, 
Perkin Elmer, LS 50 B), collected at the monitoring locations (Table 1).

Moment analysis

In this study, the effect of hot water injection on fluid flow redistribution in the fractured 
crystalline rock at the GTS is characterized using tracer-determined residence time dis-
tribution (RTD) curves. It is well known that RTD curves can be described statistically by 
determining the mode (tracer recovery), integral mean (tracer mean residence time), and 
width (dispersion) of the distribution (Robinson and Tester 1984; Leube et al. 2012). Fur-
ther interpretation of the RTD curve moments allows the calculation of the volume swept 
by the tracer, the flow geometry, and the Gini coefficient, which expresses the flow hetero-
geneity in the fracture system (Shook and Forsmann 2005; Shook and Suzuki 2017).

The concept of RTD curves was developed by Danckwerts (1953), where the distribution 
of tracer residence times, E(t) , depends on the fraction of the tracer that has a residence 
time between time t and t + dt in the system. This fraction is given by E(t)dt . Thus, for the 
tracer concentration, c(t) , at time t of the effluents at a monitoring location, the RTD curve 
is calculated as

where ρ is the effluent density, qpro the volumetric production flow rate at the monitor-
ing location, and Minj the mass of injected tracer at the injection location (Robinson and 
Tester 1984; Shook and Forsmann 2005). The nth temporal moment of an RTD curve is 
then defined as

The zeroth temporal moment yields the tracer recovery, R = m∗

0 . The first normalized 
temporal moment defines the mean residence time,

(1)E(t) =
c(t)ρqpro

Minj
,

(2)m∗

n =

∞
∫

0

tnE(x, t) dt.
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and the second centralized and normalized temporal moment provides the measure on 
tracer dispersion,

For tracer tests, where tracers are injected as a pulse, the tracer-swept volume is defined 
as Shook and Suzuki (2017)

where qinj is the volumetric injection flow rate. The flow geometry in a fractured medium 
can be characterized by the flow capacity–storage capacity curve ( F −�  curve). The 
F −� curve is a cumulative contribution of individual flow paths, where the flow capac-
ity, F, is the specific velocity, divided by the bulk velocity, and the storage capacity, � , 
is the fraction of the pore volume associated with that flow path (Shook and Forsmann 
2005; Shook and Suzuki 2017). In specific, the F −� curve is mathematically expressed 
as

and

A homogeneous system yields a diagonal line in the F −� plot, where F and � range 
between 0 and 1. For a heterogeneous system, on the other hand, abrupt breaks in the 
F −�  curve’s slope give insights into the presence of different permeabilities (Shook 
2003; Shook and Suzuki 2017). Furthermore, the heterogeneity of a system can be quan-
tified from the F −� curve by determining the Gini coefficient,

The G value varies between 0 and 1, where a homogeneous system yields 0, and 1 means 
that a negligibly small fraction of the total tracer-swept volume provides almost all of the 
fluid (Shook and Forsmann 2005).

(3)t∗ =

m∗

1

m∗

0

,

(4)m2,c =
m∗

2

m∗

0

−

(

m∗

1

m∗

0

)2

.

(5)Vp = Rt∗qinj,

(6)F(t) =

t
∫

0

E(τ )dτ

∞
∫

0

E(t)dt

(7)�(t) =

t
∫

0

E(τ )τdτ

∞
∫

0

E(t)tdt

.

(8)G = 2







1
�

0

F d�−

1

2







.
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Temperature perturbations in a fracture

To estimate the fracture surface area between the injection and monitoring locations, 
we apply an analytic solution, given by Shook and Suzuki (2017), for a single fracture 
with uniform aperture. This analytic solution utilizes the tracer-swept volume from 
the conservative tracer tests and fluid temperature measurements to approximate 
the temperature distribution in a single fracture. Following the governing equations 
in Gringarten and Sauty (1975), which are similar to those published by Lauwerier 
(1955) and Carlslaw and Jaeger (1959), the heat transport in a half of a single fracture, 
with heat flow across the rock matrix–fracture interface, is given by

where b is the fracture aperture, Cp is heat capacity, and T is temperature, with 
subscripts F for fracture, W for water, and R for rock matrix. S is the surface 
area of the half fracture, KR is the thermal conductivity of the rock matrix, and 
(

ρCp

)

F
= φ

(

ρCp

)

W
+ (1− φ)

(

ρCp

)

R
 . In the current setup, the half fracture is bounded 

by the center of the fracture at z = 0 and the rock matrix–fracture interface at z = b/2 . 
The temperature evolution of the surrounding rock matrix is governed by the heat con-
duction equation

The temperatures must also satisfy the following boundary and initial conditions:

where TI and TJ are the initial and the injection temperature, respectively. The analytical 
solution of Eqs. (9) and (10), subject to the conditions given by Eqs. (11)–(14), is given by 
Gringarten and Sauty (1975) as

By taking the tracer-swept volume, Vp = bWLφ = bSφ , and the total fracture sur-
face area, A = 2S , where W and L are the fracture width and length, respectively, and 
multiplying the last term in Eq. (15) by φ/φ and simplifying, Shook and Suzuki (2017) 
obtained

(9)
b

2

(

ρCp

)

F

∂TW

∂t
+

qpro

2

(

ρCp

)

W

∂TW

∂S
− KR

∂TR

∂z
|z=b/2= 0,

(10)
∂2TR

∂z2
=

(

ρCp

)

R

KR

∂TR

∂t
for z ≥

b

2
.

(11)TW (S, t) =TR(S, z, t) = TI for t ≤
φbS

qpro
,

(12)TW (0, t) =TJ for t > 0,

(13)TW (S, t) =TR(S, b/2, t) ∀S, t,

(14)lim
z→∞

TR(S, z, t) =TI ∀S, z, t,

(15)TI − TW (t)

TI − TJ
= erfc

[

(

ρCp

)2

W

KR

(

ρCp

)

R

(qpro

S

)2
{

t −

(

ρCp

)

T
(

ρCp

)

W

bS

qpro

}]−1/2

.
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Equation (16) can be used to estimate the surface area of a fracture, A, through which 
heat exchange between the fluid and the rock takes place. Here, A is constrained by the 
measurable Vp from the solute tracer tests and by temperature observations in the moni-
toring borehole. The variables T, qpro , KR , and Cp can be obtained from measurements or 
from literature data, while porosity, φ , can be estimated, as its influence on the results is 
minor (Shook and Suzuki 2017).

Results and discussion
Residence time distributions

Figure 3 shows the residence time distributions (RTDs) and the F −� curves from the 
four monitoring locations, obtained during Tests  8 and  9. The minor changes in the 
F −�  curves between Tests 8 and 9 suggest that the injected heat had a minor influ-
ence on the distribution of fluid within the tracer-swept volumes. The F −�  curves 
from PRP1-int2 display exceptionally negligible deviations from the F −� diagonal line, 
implying a rather homogeneous flow distribution. In contrast, the largest deviations of 
the F −� curves from the diagonal line are observed at PRP1-int3, where approximately 
81% of the recovered tracer is transported through only 30% of the total tracer-swept 
volume. In another tracer test at the same test site and at the same observation interval 
(i.e., PRP1-int3) but injecting a tracer at a different interval, namely INJ1-int4 instead of 
INJ2-int4 (as reported in this study, Fig. 1), Kittilä et al. (2019) reported that 30% of the 
tracer-swept volume contributed to 70% of the tracer recovered from PRP1-int3. Rob-
inson and Tester (1984) observed that the flow impedance of local fracture outlets can 
mask dispersive changes within a system by dominating the distribution of fluid flow. 
Therefore, the observed similarity in the distribution of flow at PRP1-int3 from two 
opposite injection locations suggests that most of the flow distribution may occur near 
the fracture outlet at PRP1-int3.

Contrary to the similarity of the F −� curves, the RTD curves show distinct differ-
ences between Tests 8 and 9 (Fig. 3). During Test 9, the tracer was less likely arriving 
at the AU  Tunnel and PRP2-int2 than before the hot water injection, as indicated by 
the overall lower age distribution, i.e., E values between the tests, recorded at these two 
monitoring locations (Fig.  3). Furthermore, the RTD curves from the AU  Tunnel and 
PRP2-int2 are highly similar in shape during both tracer tests. However, tracer arriving 
at PRP1-int3 was more likely transported in the main preferential flow paths than before 
the hot water injection, resulting in higher peak E values in the RTD curve. In contrast, 
the long tailing observed during Test 8 is not as prominent in the RTD curve from Test 9 
at PRP1-int3, as the peak E value more than doubled (Fig. 3). At PRP1-int2, the E values 
were also higher during Test 9 but accompanied by later tracer arrival times than dur-
ing Test 8. Also, the peak arrival time (given in Table 2) increased by more than 200%. 
Unfortunately, we were not able to obtain a sufficient record of the tailing before the 
test was terminated. The x-symbol in the RTD curve, obtained from PRP1-int2 during 
Test 9 (Fig. 3), marks the start of a 2-day breakdown of the water injection system, i.e., 

(16)TW (L, t) = TI −
�

TI − TJ

�

erfc









1
�

ρCp

�

W

A

2qpro

�

�

�

�

�

KR

�

ρCp

�

R

t −
(ρCp)F
(ρCp)W

Vp

φqpro









.
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approximately 4800 min, or about 80 h, after the pulse injection of the solute dye tracer 
(Fig. 2), which likely had an effect on the tailing of the PRP1-int2 RTD curve by changing 
its decay rate.

Redistribution of fluid flow

Changes in flow rate and tracer recovery

Table  2 shows the tracer transport results from the moment analysis. These results 
are calculated from the obtained RTD curves without extrapolation. The recovery, R, 
becomes smaller at all of the monitoring locations during Test 9, except at PRP1-int2, 
indicating that the injection of ∼ 45 ◦C hot water redistributed the fluid flow in the 

Fig. 3 Comparison of the residence time distribution (RTD) curves (left) and the F −� curves (right). 
The RTD and the F −� curves are from before (Test 8) and during (Test 9) hot water injection at the four 
monitoring locations, namely the AU Tunnel outflow point, PRP1‑int3, PRP2‑int2, and PRP1‑int2. The x‑symbol 
on the Test 9 RTD curve, obtained from PRP1‑int2, marks the start of a 2‑day breakdown of the water injection 
system (Fig. 2) and the dashed diagonal lines in the F −� plots represent a homogeneous fracture system. 
Note the different scales of the axes for the RTD curves
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fracture network of the S3 shear zone structures, resulting in a substantial overall reduc-
tion of total tracer recovery (Table 2).

It is worth noting that the tracer recoveries at the AU Tunnel are calculated with an 
estimated production flow rate, due to an overflow at the outflow collection point, using 
a “tipping-bucket” measuring device. In our previous tracer tests, at the GTS (Kittilä 
et al. 2020), an outflow of about 1.0 L min−1 was documented at the AU Tunnel. There-
fore, we estimate a production flow rate of 1.0 L min−1 during Test 8, and yield a tracer 
recovery of 65% at the AU Tunnel (Table 2). This calculated recovery is a typical value, 
observed during previous tracer tests at the GTS (Kittilä et al. 2020). Consequently, we 
also use 1.0 L min−1 in estimating the tracer-swept volume (Eq. 5 and Table 2).

During Test  9, we have noticed that the overflow at the AU  Tunnel outflow collec-
tion point was not as significant as it had been during Test  8. This reduction of pro-
duction flow rate at the AU Tunnel during Test 9 is physically rational because a good 
hydraulic connection between the injection interval INJ2-int4 and the AU Tunnel has 

Table 2 Summary of the tracer transport parameters

a Change from Test 8 to Test 9

Monitoring location Test 8 Test 9 Changea (%)

Recovery, R (%)

 AU tunnel ∼ 65 ∼ 23 − 64

 PRP1‑int3 2.84 2.02 − 29

 PRP2‑int2 2.47 1.46 − 41

 PRP1‑int2 0.97 2.17 123

Peak arrival time, tp (min)

 AU tunnel 235 375 60

 PRP1‑int3 30 18 − 41

 PRP2‑int2 122 183 50

 PRP1‑int2 950 3020 218

Mean residence time, t∗ (min)

 AU tunnel 2242 1383 − 38

 PRP1‑int3 1232 286 − 77

 PRP2‑int2 866 1511 75

 PRP1‑int2 2126 3373 59

 Swept volume, Vp  m3

 AU tunnel ∼3.05 ∼0.57 − 81

 PRP1‑int3 0.074 0.010 − 86

 PRP2‑int2 0.045 0.040 − 12

 PRP1‑int2 0.043 0.13 202

Dispersion, m2,c ( min2)

 AU tunnel 4.63E+06 1.31E+06 − 72

 PRP1‑int3 2.76E+06 1.91E+05 − 93

 PRP2‑int2 8.54E+05 1.94E+06 127

 PRP1‑int2 1.24E+06 2.15E+06 73

Gini coefficient, G (–)

 AU tunnel 0.50 0.44 − 13

 PRP1‑int3 0.64 0.67 4

 PRP2‑int2 0.54 0.50 − 7

 PRP1‑int2 0.30 0.25 − 16



Page 12 of 21Kittilä et al. Geotherm Energy            (2020) 8:17 

been observed during previous tests at the GTS (Jalali et al. 2018b; Brixel et al. 2020a; 
Kittilä et  al. (2020). Here, we propose two methods to estimate the production flow 
rate at the AU  Tunnel during Test  9. Method  I uses a direct proportion of the injec-
tion rate, i.e., QAU

pro,Test9 = QAU
pro,Test8 × Qinj,Test 9/Qinj,Test 8 . As previously discussed, 

we estimate that Qpro,Test 8 = 1.0 L min−1 . Given that Qinj,Test 8 = 2.1 L min−1 and 
Qinj,Test 9 = 1.8 L min−1 (Table 1), QAU

pro,Test 9 is calculated to be 0.85 L min−1 . Method II 
uses the proportional fluid lost to the far-field. In this method, the fraction of fluid lost 
to the far-field is defined in terms of injection vs. production flow rate, i.e., not refer-
ring to recovered tracer mass. We assume that the fraction of fluid lost to the far-
field is the same during Tests  8 and  9. During Test  8, the fraction of fluid lost to the 
far-field is calculated as flost = 1−

∑

i Q
i
pro,Test 8/Qinj,Test 8 , where the summation 

applies to all monitoring locations (i.e., i represents the AU Tunnel, PRP1-int3, PRP2-
int2, and PRP1-int2). Taking the injection and the production flow rates in Table  1, 
flost is calculated to be  0.39. According to the assumption made for Method  II, 
QAU
pro,Test9 = Qinj,Test 9 × (1− flost)−

∑

j Q
j
pro,Test 8 , where  j represents the monitoring 

locations, excluding the AU  Tunnel. Method  II yields QAU
pro,Test 9 = 0.88 L min−1 . Both 

Methods (I  and  II) yield very similar production flow rates at the AU  Tunnel during 
Test 9. The production flow rate of 0.85 L min−1 yields a tracer recovery of 23% and a 
swept volume of 0.57m3 at the AU Tunnel (Table 2). Even if taking the same production 
flow rate (i.e., 1.0 L min−1 ) as estimated during Test 8, we obtain a tracer recovery of 27% 
and a swept volume of 0.68m3 at the AU Tunnel. It is thus evident that the decrease in 
tracer recovery is significant between Tests 8 and 9, implying that the hot water injection 
greatly impaired the hydraulic connection from INJ2-int4 to the AU  Tunnel. Further-
more, these results suggest that a significant portion of the injected tracer was lost to the 
far-field.

The injection of hot water promotes the closure of fractures (National Research Coun-
cil 1996). Such closures occur particularly in fractures that initially carried higher fluid 
flow rates, thereby closing sooner. This fracture closure upon hot fluid injection into rock 
fractures is caused by the thermal expansion of the fluid-heated rock matrix (Rutqvist 
et  al. 2001). The closure of the fractures in turn causes the fluid to flow through new 
pathways. The opposite effect, that is the focusing of fluid flow in cooled zones, result-
ing from thermal contraction of the rock matrix when cold fluids are injected into a rock 
fracture, was observed by Fu et al. (2016). Consequently, hydraulic connections between 
injection and monitoring locations can become weakened either (i) by hot fluid injec-
tion, when key flow paths are constricted, or (ii)  by cold fluid injection, when certain 
flow paths begin receiving more fluid, diminishing fluid flow through other flow paths 
and compromising previously dominant hydraulic connections.

Visual inspections of the S3  shear zone structures show that the injection interval 
INJ2-int4 is located in-between the S3.1 and S3.2 shear zones (Fig. 1 and the schematic 
illustration of the same study site in Brixel et  al. (2020a)). It is also observed that the 
AU  Tunnel outflow point is located in-between these two structures (Krietsch et  al. 
2018). It is thus likely that the solute tracer injected in the current study during Test 8 
first travelled via a linking damage zone, i.e., fractures linking S3.1 and S3.2, to a wall 
damage zone, i.e., fractures parallel to and associated with S3.1 and/or S3.2 (Brixel et al. 
2020a, b). The flow directions mentioned here are shown as orange arrows in Fig. 1. We 
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can speculate that, subsequently, the tracers entered the highly fractured zone between 
S3.1 and S3.2 again, and then exited at the AU Tunnel outflow point (Fig. 1). This inter-
pretation is further supported by the Time-Lapse Difference Reflection Ground Pen-
etrating Radar (GPR) surveys conducted at the GTS (Giertzuch et al. 2019). However, 
from INJ2-int4 toward the west, i.e., toward the other monitoring locations at the right 
side of Fig. 1, the solute tracer travelled faster through the S3.1 shear zone (RTDs from 
PRP1-int3 and PRP2-int2) than through the S3.2 shear zone (RTD from PRP1-int2).

During Test 9, the injection flow rate, Qinj , was lower than during Test 8, whereas the 
injection pressure, Pinj , had increased (Table 1). Note that the injection pressures dur-
ing Tests 8 and 9 never exceeded the minimum stress at the site, nor the pore pressure 
required to initiate rock failure (8.6–9.7MPa for σ3 and 5MPa, respectively Krietsch et al. 
(2019)). Therefore, the fracture system was not supported by the injection pressure. In 
addition to the changes in the injection flow rate and fluid pressure, the production flow 
rates, Qpro , at PRP1-int3, PRP2-int2, and PRP1-int2 (Table 1) were 43%, and 38% less, 
and 2% more, respectively, than during Test 8. Such changes in the injection and produc-
tion flow rates and fluid injection pressures were also observed in a hot water thermal 
tracer test in another fracture zone, located only 300 m north from our test volume, at 
the GTS (Marschall et al. 1995).

In terms of negative or positive changes, regarding production flow rates and tracer 
recoveries during Test 8 and Test 9, the two parameters behave similarly (Table 2). In 
terms of quantity, however, the changes between these two parameters do not match. 
This may be due to different contributions of fluid flow from the far-field into the moni-
toring locations, due to the redistribution of flow (and changes in the fluid pressure gra-
dient) in the fracture network.

Tracer‑swept volumes and residence times

Similar to tracer recoveries, the tracer-swept volumes, Vp , decreased at all monitor-
ing locations, except at PRP1-int2 (Table 2). Although the full RTD curve could not be 
recorded at PRP1-int2 during Test 9, this interval indicated a strong increase in tracer-
swept volume from 0.043m3 to 0.13m3 . The decrease in tracer-swept volume at the 
other three monitoring locations likely reflects the diminished quantities of the traced 
water traveling to the monitoring locations. It is important to note that the tracer-
swept volume yields an estimate of the total volume of all fractures that contribute to 
fluid flow and that produce fluid at a monitoring location, regardless of the fractures’ 
flow impedances. Typically, the majority of the injected fluid flows in low-impedance 
fractures, yielding an F −� curve with a deviation from the F −� diagonal line. How-
ever, extremely long fluid residence times usually indicate that low permeabilities and/or 
long-distance flow paths are present.

As discussed earlier, thermally driven fracture closure can significantly affect the dis-
tribution of fluid flow, as it diminishes fluid flow in the heated zones. The mean resi-
dence times, t∗ , were shorter during Test 9 at the AU Tunnel and PRP1-int3, and longer 
at PRP2-int2 and PRP1-int2, than during Test 8. Furthermore, the change in the mean 
residence time appears to be directly proportional to the change in dispersion, m2,c , dur-
ing the tracer tests (Table 2). The dispersion values describe the spread of tracer resi-
dence times. If m2,c yielded zero, tracer introduced to the system by a Dirac pulse, and 
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observed at a monitoring location, would have experienced zero dilution. However, nat-
ural systems invariably yield nonzero m2,c , as the tracer is always transported with at 
least some variation in the fluid flow velocity field in the systems (Cirpka and Kitanidis 
2000). These results suggest that, at the AU Tunnel and at PRP1-int3, not only was the 
bulk of the tracer transported faster during Test 9, but also the occurrence of the tracer 
mass recovered from the flow paths with long residence times decreased. Consequently, 
the opposite describes the RTD curves obtained from PRP2-int2 and PRP1-int2. That is, 
the slower traveling tracers were more likely diffusing into stagnant zones.

Gini coefficients

The Gini coefficient, G, indicates how channelized the fluid flow is. Only the RTD curve, 
obtained from PRP1-int3, yielded an increased Gini coefficient after the start of hot 
water injection. This likely reflects the domination of the preferential flow paths over 
the total tracer transport toward PRP1-int3 during Test 9, which is exhibited as a higher 
peak of E values in the RTD curve (Fig.  3). In contrast, the changes in values of dis-
persion indicator ( m2,c ) and Gini coefficients at the AU  Tunnel indicate that both the 
spread of the residence times had decreased and the fluid flow was less channelized dur-
ing Test 9 than during Test 8. However, despite the decrease, or only small increase, in 
all of the Gini coefficient values during Test 9, the fracture network, associated with the 
S3 shear zone, still exhibited a rather heterogeneous distribution of fluid flow (i.e., Gini 
coefficients ranging from 0.44 to 0.67, excluding the Gini coefficients from PRP1-int2; 
0.25-0.30).

Estimation of fracture surface area

The initial fluid temperature at the GTS was approximately 13 ◦C (Table 3). Combined 
datasets of solute dye tracer RTD curves and temperature measurements were recorded 
at the AU  Tunnel outflow point, PRP1-int3, PRP2-int2, and PRP1-int2. The tempera-
ture data used in this paper, recorded at these monitoring locations, were obtained with 
PT1000 temperature sensors, installed in the open intervals (Doetsch et al. 2018). At the 
AU Tunnel outflow point, the temperature measurements were strongly influenced by 
the direct contact of the outflow, at the tunnel wall, with the atmosphere (Brixel et al. 
2019), and are thus not analyzed in this study. During Test 9, the temperature at PRP1-
int3 was fluctuating, with a harmonic mean of 20.2 ◦C . At PRP2-int2, the temperature 
was still steadily increasing, by approximately 0.05 ◦C per day, with a harmonic mean 
during Test 9 of 13.5 ◦C . At PRP1-int2, no increase in temperature was observed (Table 3 
and Fig. 4).

When injecting water that is cooler or hotter than the in  situ fracture tempera-
ture, the induced temperature perturbations at a monitoring location at time t are 
related to the surface area of the fractures contributing to fluid flow (Kolditz 1995; 
Finsterle et al. 2013; Guo et al. 2016). Thus, to provide constraints on fracture geome-
try, Eq. (16) is solved for the three monitoring locations during Test 9 (Table 4), using 
a fracture porosity of φ = 0.80 (Marschall et al. 1995) (Table 3). However, it is worth 
noting that only at PRP1-int3 the temperature perturbation signal is significant, in 
addition to apparently having reached steady-state. As the temperature perturba-
tions in Table  3 and Fig.  4 show, heat takes a long time to break through when the 
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scale of a system is increased. For typical reservoir scales of hundreds of meters, such 
long breakthrough times would often be unfeasible to estimate the fracture surface 
area from the comparison of heat and conservative tracer breakthrough data. Conse-
quently, thermally degrading or reactive tracers have been suggested to be compared 
with conservative and non-reactive tracers to estimate fracture surface areas (Hawk-
ins et al. 2017, 2018).

Fig. 4 Temperature at monitoring locations PRP1‑int3, PRP2‑int2, and PRP1‑int2 during Tests 8 and 9 (Brixel 
et al. 2019). Temperatures between Tests 8 and 9 are not shown in this figure due to data copyright

Table 3 Summary of thermal and petrophysical properties used

a  Wenning et al. (2018)
b Kant et al. (2017)
c Brixel et al. (2019)

Model parameters

ρR 2706a

Cp,R 768b

KR 3.25b

ρW (13 ◦C) 999

Cp,W (13 ◦C) 4180

TI 13c

TJ 45c

φ 0.8

t (days) 15

TW (AU Tunnel) N/Ac

TW (PRP1‑int3) 20.2c

TW (PRP2‑int2) 13.5c

TW (PRP1‑int2) 13.0c

Table 4 Results of solving fracture surface area using Eq. (16)

Monitoring Test 9

Location A (m2) b (mm)

PRP1‑int3 2.65 9.4

PRP2‑int2 4.40 22.7

PRP1‑int2 > 19.0 < 17.1
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As pointed out by Shook and Suzuki (2017), Eq. (16), i.e., the estimation of the fracture 
surface area, A, is not particularly sensitive to the estimation of φ . In fact, the aperture of 
a single fracture does not influence the estimate of its surface area. In contrast, for highly 
fractured reservoirs, the fracture porosity (taken as 2b/L, where b and L are the frac-
ture aperture and spacing, respectively) strongly influences surface area. However, the 
breakthrough time of a conservative tracer is strongly influenced by the reservoir vol-
ume, i.e., the mean fracture aperture, whereas the heat exchange in fractured reservoirs 
is dominated by the surface area available for heat exchange (Hawkins et al. 2017a, b). 
Therefore, there is an uncertainty in estimating thermal breakthrough times and fracture 
surface areas using conservative tracer tests. In summary, the non-unique relationship 
between solute and heat transport limits the accuracy of determining fracture surface 
areas, employing the simple model proposed in this study.

Nonetheless, we set t at 15 days in Eq. 16, i.e., 15 days after the start of hot water injec-
tion, to estimate the fracture surface area, A (Table  4), with the temperature values 
measured at the monitoring locations (Table 3). At PRP1-int3, a surface area of 2.65m2 
is calculated, which enabled the highest temperature change of �T ≈ 7 ◦C to be meas-
ured during hot water injection (Fig. 4) Doetsch et al. (2018). At PRP2-int2, where only 
a slight and not yet stabilized temperature perturbation was observed, the production 
flow rate was lower than at PRP1-int3, and the tracer-swept volume was four times 
higher. In comparison to PRP1-int3, PRP2-int2 yielded a larger fracture surface area of 
A = 4.40m2 . As no temperature perturbation was observed at PRP1-int2 during Test 9, 
the fracture surface area is estimated to be 19.0m2 (when �T = 0 ◦C ) or larger (Table 4).

The fracture aperture, b, values, shown in the last column of Table 4, and calculated 
using the tracer-swept volumes, are directly scaled by porosity, φ , which is estimated 
in this study. Robinson and Tester (1984) point out that placing the flow, provided by 
the tracer-swept volume, Vp , within a bulk volume of rock requires assuming a porosity, 
which is difficult to determine. They explain that with a porosity of 1–10%, fluid flow 
is localized to a small rock volume, such as that formed by interconnected flow paths 
between main fractures. In contrast, porosities below 1% imply that a larger fraction of 
the fluid is sweeping through the rock beyond the main fractures. Furthermore, the aper-
ture, b, values are non-unique and are thus only meant to illustrate the potential magni-
tude of b. Through a numerical model of fluid flow through a nearby fracture system at 
the GTS, Marschall et al. (1995) found that the best fit for solute breakthrough curves 
was obtained when fracture apertures were estimated to be approximately 10–80 mm. 
Thus, our results for b are on the same order of magnitude with the results obtained by 
Marschall et al. (1995).

Robinson and Tester (1984), Luhmann et al. (2015), and de La Bernardie et al. (2018) 
point out that heat transfer in fractured media cannot be modeled precisely with a single 
structure, having constant hydraulic and transport properties. As our results are based 
on a highly simplified model, they should only serve as scoping calculations. As Fu et al. 
(2016) and Guo et al. (2016) showed, complex structures can cause thermal perturba-
tions in a rock and a monitoring borehole that deviate from simple models, for example 
due to flow channeling or as a result of thermally induced fracture aperture variations 
(Pandey et al. 2017). As the examination of the RTD curves suggests (Fig. 3 and Table 2), 
it is reasonable to assume that both processes (flow channeling and thermo-mechanical 
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effects) likely played a role during the hot water injection experiment at the GTS. Despite 
these complications when estimating heat transfer, employing simple models of solute 
tracer and temperature data, our results show that this approach still helps placing con-
straints on fracture geometry. This in turn can improve predictions of the geothermal 
energy transport performance of a formation.

We believe that the main cause contributing to the redistribution of fluid flow, 
observed in this study, is most likely the thermo-mechanical expansion of the rock and 
not, for example, the result of geochemical dissolution of asperities (Grimm Lima et al. 
2019), as chemical processes typically involve longer timescales Yasuhara et al. (2011). 
However, it is important to note that the significance of the system not yet being at 
steady-state during Test 8, regarding the changes in the moment analysis parameters and 
the redistribution of fluid flow, cannot be sufficiently determined. In this study, the mon-
itoring location that exhibited the most thermal change (PRP1-int3) is also the location 
that yielded the highest Gini coefficient and thus represents a hydraulic connection with 
a highly heterogeneous distribution of fluid flow. In contrast, the monitoring location 
that exhibited no temperature change (PRP1-int2) is also the location that yielded the 
lowest Gini coefficient and thus represents a hydraulic connection with a rather homo-
geneous distribution of fluid flow. With the available data, it is uncertain whether this is 
a coincidence. However, after the injection of hot water, a heterogeneous distribution of 
fluid flow apparently tends to focus thermal effects on preferential flow paths, whereas 
a homogeneous distribution of fluid flow tends to result in the system responding as a 
whole.

Data uncertainties

In addition to uncertainties regarding the simplification of the thermal perturbation 
model, it is worth noting that there are other potential sources of uncertainty, including

• Sorption processes and decay of the tracer eosine may have affected the recovered 
RTD curves. Irreversible sorption would reduce the recovered tracer mass, while 
reversible sorption would increase the fraction of tracer mass exhibiting long resi-
dence times, resulting in long tailing.

• The Test 9 fluorometer data were converted to concentrations (ppb) using the cali-
bration curves from Test 8 and, although there were only two weeks between these 
tests, it remains unknown how well the calibration curve from Test 8 matches the 
concentrations during Test 9.

• It is possible that during Test  9, the flow field in the rock volume was still chang-
ing, due to the thermal perturbations, i.e., the system was not at steady-state. Conse-
quently, the constant production flow rates, used in Eq. (16) (a mean of the flow rates 
of Tests 8 and 9), may not have been properly estimated. Also, other fractures than 
the one(s) producing the injected tracer may have contributed to the total production 
flow rates. Furthermore, since the start of the hot water injection, the tracer-swept 
volumes changed. Using the value obtained during Test 9 may thus have underesti-
mated the fracture surface area through which the fluid and rock exchanged heat.

• It may be possible that PRP2-int2 acts as a short-circuiting pathway between the S3.1 
and the S3.2 shear zone structures (Fig. 1), because it is intersected by fractures asso-
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ciated with both of these structures (Krietsch et al. 2018; Brixel et al. 2020a). The use 
of tracers in subsurface reservoirs requires installing boreholes, which are likely to 
change the hydraulic conditions in the subsurface.

Conclusions
We investigated the effects of hot water injection on the hydrodynamic properties of a 
hydraulically stimulated crystalline rock, using solute dye tracers. The hydraulic stimula-
tions and the tracer tests were part of scaled Enhanced Geothermal System (EGS) analog 
experiments, which were conducted to gain insights into the processes underpinning 
permeability enhancement and creation of an efficient subsurface heat exchanger, rel-
evant for the development of actual EGS reservoirs. In addition to comparing the tem-
poral moments and the associated tracer-swept volumes and flow geometries, we put 
constraints on fracture geometries by estimating the fracture surface areas contributing 
to heat exchange between the host rock and the fluid flowing in the fractures. Impor-
tantly, we observe redistribution of fluid flow and loss of injected fluid to the far-field 
after 2 weeks of hot water injection, while the key flow paths between the injection 
and monitoring locations did not change. The obtained results can be interpreted as a 
manifestation of the thermo-mechanical response of the fractured rock to the hot water 
injection.

The moment analysis results of the effects of hot water injection on fluid flow prop-
erties can also facilitate numerically quantifying the thermo-mechanical behavior of 
the test rock volume and the subsequent changes in permeability of the fracture net-
work. We also showed a case of combining solute tracer concentration measurements 
with temperature perturbations to delineate fracture geometries, based on a simple sin-
gle parallel plate model. Despite the simplicity of our model, further numerical studies, 
attempting to model the thermo-hydro-mechanical behavior of the study site, will likely 
benefit from the scoping calculations of the fracture geometries presented here. Finally, 
by conducting field-scale tracer experiments in hydraulically stimulated fractured 
crystalline rock, we provided insights into the evolution of fluid flow distribution and 
hydraulic connections during fluid circulation. Such processes may be critical during the 
operation of an actual EGS, as it is necessary to understand the induced changes in fluid 
flow geometry and rate, due to the injection of a fluid with a temperature that is different 
from the in situ rock temperature. With such understanding, one can better estimate the 
lifetime of fracture-dominated geothermal formations, such as EGS, from which geo-
thermal energy is being produced.
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