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Abstract

Since the first demonstration of X-ray computed tomography in 1971, it has become an
essential diagnostic tool in modern medicine and a key investigative method in mate-
rial research. The high penetration and non-destructive imaging capability of X-rays
allows computed tomography techniques to probe the interior structure of materials in
three-dimensions with a previously unfathomable level of detail. Moreover, continuous
developments in X-ray computed tomography have led to various improvements and
modifications that increase its speed, quality, or widen its application to diverse research
fields. On the other hand, technological advancements also bring higher demands on
imaging techniques. In order to better understand the fundamental links between struc-
ture, composition, and function of complex systems and materials, from living organisms
to industrial catalysts, there is often a need for a further level of information beyond
static 3D images. This need can be fulfilled by extending computed tomography to
higher than three dimensions to resolve properties such as dynamic processes or chemical
compositions. As demonstrated in this thesis, these properties are critical to the dura-
bility and efficiency of functional materials in various applications, including catalysis,
energy conversion, and energy storage. Advancing our understanding of these materials
is key to further developments of the related technologies.

Presented in this thesis are works on some of the most representative cases of hy-
perdimensional tomography: tomographic spectroscopy and dynamic tomography. In
particular, these works include novel methodologies that are focused on solving the most
critical limitation for hyperdimensional imaging, which is the long acquisition time when
aiming for higher spatial, spectral, and temporal resolution. Over three studies, this
thesis showcases how a combination of tomographic acquisition and reconstruction pro-
cesses utilizing sparse synthesis can significantly alleviate this limitation. By leveraging
the correlations and continuities in hyper-dimensional imaging, which arise from sample
properties and experimental conditions, novel sparse acquisition strategies are developed
and demonstrated. These approaches reduce the measurement time by more than one
order of magnitude compared to conventional methods, while specialized reconstruction
methods are further introduced to avoid any loss of spatial resolution. The presented
methods were demonstrated on samples of industrial catalysts, fuel cell membranes, and
operando lithium battery cells. These methods were able to obtain chemical-state infor-
mation of the catalysts with 8 times faster imaging speed, and time-resolved structural
details of the dynamic systems with up to 40 times higher temporal resolution, compared
to conventional approaches. The results provide highly valuable information for under-
standing the properties or mechanisms of the investigated materials, as well as insights
towards improving their design and performance.
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Chapters 1 and 2 of this thesis include a brief introduction on (i) X-ray imaging
techniques, especially X-ray ptychography, which is the imaging technique used in all in-
cluded works, (ii) X-ray computed tomography and (iii) hyperdimensional tomography.
Following in Chapter 3, X-ray linear polarization-dependent spectroscopic ptychography
is demonstrated for crystal grain characterization of polycrystalline materials. The ap-
proach serves as an essential step towards ptychographic vector tomography, which also
constitutes a type of hyperdimensional tomography. In Chapters 4 to 6, the method-
ological concepts and experimental realization of sparse hyperdimensional tomography
are presented for three case studies. These include (i) hyperspectral nanotomography for
chemical state speciation of pristine and industrially used vanadium phosphorous oxide
(VPO) catalysts in Chapter 4, (ii) dynamic nanotomography to resolve the controlled hy-
dration process of hydrogen fuel-cell catalyst in Chapter 5, and (iii) operando nanoscale
laminography imaging of structural changes of cathode particles in solid-state lithium
battery cells in Chapter 6. Altogether, these works provide a basis for hyperdimensional
imaging utilizing sparsity and demonstrate its potential in a wide variety of applications
of material characterization studies.
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Zusammenfassung

Röntgen-Computertomografie gehört zum unverzichtbaren Repertoire der medizinischen
Diagnosetools und zu einer wichtigen Untersuchungsmethode der Materialforschung. Die
hohe Eindringtiefe von Röntgenstrahlen ermöglicht es Computertomografietechniken, die
innere Struktur von Materialien in drei Dimensionen abzubilden. Seit seiner Demon-
stration im Jahr 1971 hat sich diese Technik stets weiterentwickelt, insbesondere im
Hinblick auf Bildqualität, und Aufnahmegeschwindigkeit, woraufhin sich Relevanz und
Anwendunggebiet stets ausgeweitet haben. Auf der anderen Seite stellt der technologis-
che Fortschritt moderne bildgebende Verfahren auch vor neue Herausforderungen. Um
die grundlegenden Zusammenhänge zwischen Struktur, Zusammensetzung und Funktion
komplexer Systeme und Materialien, von lebenden Organismen bis hin zu industriellen
Katalysatoren besser zu verstehen, ist häufig eine weitere Informationsebene erforder-
lich, die die statische 3-D-Bildgebung der regulären Tomografie komplementiert. Dies
ist nötig, um zum Beispiel zeitaufgelöst dynamische Prozesse oder die lokale chemis-
che Zusammensetzung der untersuchten Materialien zu verstehen. Wie später gezeigt
wird, sind diese Prozesse entscheidend für die Haltbarkeit und Effizienz von Materialien
aus diversen Anwendungsbereichen, einschließlich der Katalyse, Energieumwandlung und
Energiespeicherung. Die Verbesserung unseres Verständnisses dieser Materialien ist der
Schlüssel zur Weiterentwicklung der verwandten Technologien.

In dieser Dissertation werden multiple Arbeiten und neu entwickelte Methoden der
hyperdimensionalen Tomografie vorgestellt. Speziell bezüglich der spektroskopischen
und dynamischen Tomografie. Diese erweitern die Röntgen-Computertomografie um
eine chemische oder zeitliche informationsebene bzw Dimension. Im Fokus stehen hier
neue Konzepte, die sich auf die Lösung der kritischsten Einschränkung der hyperdi-
mensionalen Tomografie konzentrieren, die langen Aufnahmezeiten, insbesondere wenn
eine hohe räumliche wie auch zeitliche bzw. spektrale Auflösung angestrebt wird. An-
hand drei verschiedener Systeme wird gezeigt wie eine Kombination von tomographischen
Aufnahme- und Rekonstruktionsverfahren unter Verwendung eines sparsity Ansatzes
diese Einschränkung deutlich reduzieren kann. Unter Ausnutzung der Korrelationen und
Kontinuitäten in der hyperdimensionalen Bildgebung, die sich aus den Eigenschaften der
Probe und den experimentellen Bedingungen ergeben, werden neuartige Messstrategien
entwickelt und demonstriert. Diese Ansätze reduzieren die Messzeit um mehr als eine
Größenordnung im Vergleich zu konventionellen Methoden, beruhen gleichzeitig aber
auf speziellen Rekonstruktionsansätzen, welche sicherstellen dass die räumliche Auflö-
sung erhalten bleibt. Die vorgestellten Methoden wurden an Proben von industriellen
Katalysatoren, Brennstoffzellen-Membranen und Lithiumbatterien demonstriert. Die mit
dem Ansatz erzielten Ergebnisse liefern Informationen über die chemische Zusammenset-
zung der Katalysatoren, wobei die Bildgebungsgeschwindigkeit 8x schneller ist als mit
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konventionellen Methoden. Für die Messungen der dynamischen Systeme zeigt sich, dass
die Ergebnisse der Strukturcharakterisierung eine bis zu 40x höhere zeitliche Auflösung
haben im Vergleich zu herkömmlichen Ansätzen, wobei die hohe räumliche Auflösung
für alle Zeitschritte erhalten bleibt. Die Ergebnisse liefern wertvolle Informationen um
das Verständnis über Funktionalität und dynamische Prozesse in allen 3 Systemen zu
vertiefen, welches in Zukunft zur Verbesserung ihres Designs und ihrer Leistung führen
könnte.

Die Kapitel 1 und 2 dieser Dissertation enthalten eine kurze Einführung in (i) bildge-
bende Röntgenverfahren, insbesondere der Röntgen-Ptychographie, die in allen Arbeiten
als bildgebendes Verfahren verwendet wird, (ii) Röntgen-Computertomographie und (iii)
hyperdimensionale Tomographie. In Kapitel 3 wird ein Ansatz zur linear polarisations-
abhängigen Röntgen-Ptychographie vorgestellt. Der Ansatz ist ein wesentlicher Schritt
in Richtung der ptychografischen linearen dichroitischen Vektortomografie, einer dritten
Art hyperdimensionaler Tomografie, die eine mikrostrukturelle Charakterisierung von
kristallinen Materialien ermöglicht. In den Kapiteln 4 bis 6 werden methodische Konzepte
zur experimentellen Umsetzung der hyperdimensionalen Tomographie mit dem sparsity
Konzept anhand von drei Fallstudien vorgestellt. Kapitel 4 stellt anhand der Unter-
suchung von industriellen Vanadium-Phosphor-Oxid (VPO)-Katalysatoren quantitative
hyperspektrale Nanotomografie vor. Kapitel 5 realisiert eine Form der dynamischen Nan-
otomografie zur Auflösung des Hydratationsprozesses eines Wasserstoff-Brennstoffzellen-
Katalysators. Kapitel 6 verwirklicht Operando-Laminographie um die strukturelle En-
twicklung von Kathodenpartikeln in zwei Festkörper-Lithiumbatterien zu untersuchen.
Insgesamt bieten diese Arbeiten eine Grundlage von multidimensionaler Computerto-
mografie unter Verwendung von sparsity Konzepten. Ihr Potenzial wird anhand von
verschiedenen Anwendungsbeispielen zur Materialcharakterisierung demonstriert.
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Chapter 1

Introduction

For most materials and systems in the three-dimensional world, from spaceship frames
to human organs, their functionalities are defined by their internal structure which is
not readily visible from the outside. Therefore, the importance of computed tomogra-
phy techniques to modern industry and medicine can hardly be overstated. Computed
tomography (CT) provides a non-destructive means to probe the interior of different ob-
jects, which is achieved by measuring the transmission of the object at different angles
to produce three-dimensional cross-sectional images [1]. While medical CTs are nowa-
days available in hospitals and clinics, and are well known to the public, other means
of computed tomography techniques also found essential uses in biology [2, 3], materials
science [4, 5], geology [6] or even archaeology [7].

Over the past five decades since the first demonstration of CT [8], there has been
countless innovations towards improved hardware and software designs. While all these
developments contribute toward higher efficiency and better performance, there has also
been growing interest, especially in the last twenty years, for more demanding applica-
tions of CT, including high-speed measurements [9], large sample volumes, nanometric
resolution [10], or, as covered in this thesis, extension to hyperdimensional applications.

The word ‘hyperdimensional’ refers to ‘of or relating to space of more than three
dimensions’. The idea of hyperdimensional CT comes as a natural extension of the
method, with its most common case being dynamic or temporal tomography. If the
studied substance is not a static object but changing over time, such as live organs
in human body, there is demand to acquire images of its interior not at a single time
point, but at several time frames during its functional process. Furthermore, by inducing
changes to the imaged object and acquiring its CT image sequentially, it is also possible
to study its response to varying thermal, chemical or electrical conditions, which is of
interest for most functional materials and systems.

This seemingly simple idea, however, comes with difficulties that would challenge
researchers ever since it was first raised [11]. Such that even for the most common
dynamic process like the heartbeat, there is not yet a fully established method of temporal
CT imaging, and the development of which remains a topic of interest [12–14].

The most important challenge to dynamic CT imaging originates from the assump-

1



1. Introduction

tions of tomography. Because a tomographic reconstruction requires multiple images of
the object to be measured from different angles, the acquisition of these images needs cer-
tain period of time either for hardware movement, detector readout, or signal processing.
As the images are measured sequentially in virtually all existing CT techniques, the total
tomography acquisition time is given by the sum of all the measurements. The tomog-
raphy acquisition time is a major limitation to the achievable speed of CT techniques to
resolve dynamic processes. For example, in the case of cardiac imaging, even the fastest
modern medical CT machines take several seconds to image a human chest. In this time
period the heart would expand and contract multiple times, making it impossible to pre-
cisely resolve the heartbeat process with conventional CT without modifications in the
measurement strategy, such as using periodicity of movement as a constraint [12,14].

Similar limitations apply to any hyperdimensional tomography technique, due to the
fact that tomography acquisition cannot be arbitrarily fast. As described in Chapter 2,
there exists a theoretical criterion that defines the number of images, i.e. projections,
that need to be taken for tomography in order to measure a given sample volume at
a certain resolution, namely the Crowther criterion [15]. To measure hyperdimensional
tomography means to multiply this given number by the number of frames in the extra
dimension, which further increases the required acquisition time considerably. This long
acquisition time is then either hindered by experimental constraints, such as available
measurement time or radiation damage to the sample, or deemed ineffective by the
relatively fast changes that require much faster speed to resolve.

In this thesis, a methodological approach is presented to alleviate these limitations.
The approach utilizes sparse sampling in the measurement and novel reconstruction al-
gorithms to largely reduce the required acquisition time. Specifically, reductions of more
than one order of magnitude are achieved here without significant loss in the recon-
struction quality or resolution. This marked improvement in acquisition speed allows
measurements of higher resolution and larger sample volume, it also enables imaging of
fast processes that would be previously prohibitive.

The sparse hyperdimensional imaging approach is demonstrated for three studies:
hyperspectral tomography on Vanadium Phosphorous Oxide catalyst samples; dynamic
tomography on polymer electrolyte membrane fuel-cell catalyst sample; and operando
laminography on cathode particles in solid-state lithium battery cells. Ptychographic X-
ray Computed Tomography (PXCT) was selected as the imaging modality for all three
studies [10]. X-ray ptychography is an emerging technique which is getting increased
usage in synchrotrons worldwide in the past 10 years [16]. As a coherent lensless imaging
technique, it provides a practical way to overcome limitations of lens manufacturing,
especially for X-rays, and possesses the ability to achieve nanoscale resolution and quan-
titative contrast [17]. For these studies, PXCT is combined with sparse acquisition
strategies and novel reconstruction methods based on the sparsity approach, in order to
reach nanoscale spatial resolution at a measurement speed up to 40 times faster than
conventional tomography methods. In all three cases, the outcomes of hyperdimensional
imaging with nanoscale resolution provide crucial information regarding the properties
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1.1. Outline

or mechanisms of the studied samples that were previously unknown or only theorized,
such as chemical states, hydration mechanisms, or structural changes.

1.1 Outline

Chapter 2 of this thesis includes a brief introduction to the basics of X-ray imaging,
coherent imaging techniques, and computed tomography. It also includes an introduction
to hyperdimensional tomography, including some of the most commonly used techniques,
and to the concept of sparse synthesis in tomography.

Chapter 3 presents a novel nanoscale crystal grain characterization method for vana-
dium pentoxide samples. The method is based on polarization imaging contrast of X-ray
spectroscopic ptychography, which works without the need for a polarization analyzer.
The method is demonstrated in 2D as a first step towards X-ray polarization vector to-
mography. The chapter also covers basics for chemical analysis using X-ray spectroscopic
ptychography, applied to vanadium-oxide-based materials.

Chapter 4 presents the introduction and demonstration of ab initio sparse X-ray
transmission spectrotomography, applied for 3D nanoscopic chemical analysis of indus-
trial Vanadium Phosphorous Oxide (VPO) catalysts. These VPO catalysts are used
in the production of precursors of household and industrial plastics worldwide. With
sparsity implementation, hyperspectral imaging of these catalysts is obtained without
loss of resolution, with only 11% of the projections dictated by the Crowther criterion.
The method allows a combined structural, compositional, and chemically quantitative
characterization of pristine and industrially-used VPO catalyst samples, with 26.5 nm
half-period resolution for representative sample volumes. The results present a general
description of the restructuring process of the catalyst during industrial use, and provide
insights towards improved design for increasing the lifetime of these catalysts.

Chapter 5 presents a novel dynamic sparse X-ray nanotomography method applied
to resolve ionomer hydration mechanisms in a polymer electrolyte membrane fuel-cell
catalyst. Applying sparsity to temporal nanotomography opens the opportunity for
studying various dynamic processes at a temporal resolution more than one order of
magnitude higher than the conventional sampling approaches. In the presented work,
the controlled hydration process of a hydrogen fuel cell catalyst sample is imaged with
28 nm half-period resolution and a temporal resolution of 12 minutes, compared to the
8 hours measurement time which would be required by the conventional approach for
each tomogram. The results provide detailed information on the water condensation and
structural changes in the water uptake process of these catalysts, which is essential for
their working mechanisms.

Chapter 6 presents the dynamic sparse X-ray laminography method for imaging of
operando cathode particles in solid-state battery cells. The method is a generalization
of the dynamic nanotomography method presented in Chapter 5. It was extended to
the laminography geometry, which allows measurement of extended flat samples and is
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1. Introduction

very well suited for operando measurements. Furthermore, ptychographic laminography
is demonstrated in an interior configuration, where the imaged volume is completely con-
tained within the sample in all directions, which enables measurement of particles of 10
µm diameter inside solid-state battery cells of 0.2 cm2 area and 350 µm thickness. This
capability to perform interior laminography allows characterization of dynamic features
at nanoscopic level inside micrometer-scaled samples, and enables a whole host of new
opportunities for operando measurements. Finally, the dynamic model was generalized to
include more complex dynamics and allow reconstruction of processes which include re-
peated charge / discharge cycles. Preliminary analysis of the results reveals the structural
changes and lithiation / delithiation process inside the operando cathode particles with
nanoscale resolution. The outcomes of this work further demonstrates the power of the
sparse hyperdimensional imaging method for generalized applications of high-resolution
and high-speed imaging of operando samples.

A summary and outlook of this work are given in Chapter 7, including possible further
extensions for the methods presented here.

1.2 Contributions

The work presented in this thesis was performed as part of a research team, and in col-
laboration with other research groups. For clarity, an overview of the contributions of
the PhD student, Zirui Gao, are described explicitly below for each chapter, along with
collaborations with other people.

Chapter 3

• Performed the experiments in collaboration with Mirko Holler, Manuel Guizar-
Sicairos and Johannes Ihli.

• Analyzed the datasets in collaboration with Johannes Ihli and Manuel Guizar-
Sicairos.

• Wrote the manuscript with contributions from all authors.

Chapter 4

• Performed the experiments in collaboration with Mirko Holler, Michal Odstrcil,
Manuel Guizar-Sicairos and Johannes Ihli.

• Developed the reconstruction algorithm and reconstructed the XTNES datasets.

• Analyzed the XTNES datasets in collaboration with Manuel Guizar-Sicairos and
Johannes Ihli.
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• Performed the µXRF and µXRD experiments in collaboration with Johannes Ihli
and Dario Ferreira Sanchez.

• Wrote the manuscript with contributions from all authors.

Chapter 5

• Proposed the study and designed the experiments in collaboration with Manuel
Guizar-Sicairos, Mirko Holler, Christian Appel and Johannes Ihli.

• Performed the experiments in collaboration with Christian Appel, Manuel Guizar-
Sicairos, Mirko Holler and Johannes Ihli.

• Developed the reconstruction algorithm and reconstructed the datasets.

• Interpreted the results in collaboration with Christian Appel and Manuel Guizar-
Sicairos.

• Wrote the manuscript with contributions from all authors.

Chapter 6

• Proposed the study in collaboration with Ziyang Ning, Johannes Ihli and Manuel
Guizar-Sicairos.

• Designed the battery cells in collaboration with Ziyang Ning, Bingkun Hu and
Johannes Ihli.

• Performed the experiments in collaboration with Bingkun Hu, Ziyang Ning, Nicholas
Phillips, Mirko Holler, Manuel Guizar Sicairos and Johannes Ihli.

• Developed the reconstruction algorithm and reconstructed the datasets.

• Interpreted the results in collaboration with Bingkun Hu, Ziyang Ning and Manuel
Guizar-Sicairos.

Apart from the contents covered in this thesis, the PhD project of Zirui Gao also includes
contributions towards new functionalities or improved performance of research software
for the cSAXS beamline (X12SA), Swiss Light Source. These contributions are described
below. The data processing and analysis codes are publicly avaiable on the cSAXS
software website https://www.psi.ch/en/sls/csaxs/software.

• Developed new scan control scripts and optimized data processing pipelines for
scanning small-angle X-ray scattering (SAXS) and small-angle scattering tensor
tomography (SASTT) experiments.

• Improved performance and reliability of tomography and laminography alignment
codes.

• Optimized laminography scan and reconstruction pipelines.
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Chapter 2

X-ray Imaging and Tomography

2.1 Basics of X-ray Imaging

The history of X-ray imaging traces back to the year 1895, whenWilhelm Conrad Röntgen
presented the first X-ray image of the hand of his wife Anna Bertha Ludwig, immedi-
ately stunning the whole world with its amazing potential, and ultimately sparked the
development of a whole new research area [18].

X-rays are defined as electromagnetic waves of high energy and short wavelength,
typically in the range of 10 picometers to 10 nanometers. X-rays are very similar to
visible light due to the fact that they are both electromagnetic waves. Yet the higher
photon energy of X-rays, especially hard X-rays, which are loosely defined to be of photon
energies higher than 1 keV, allows them to penetrate a wide range of common materials
opaque to visible light, thus granting great versatility for clinical and scientific usage.
X-ray imaging techniques have therefore their own category under the field of optical
imaging.

The very fundamental concept behind X-ray imaging lies in how X-rays interact with
matter. For various imaging approaches, there are several simplified models to describe
the main types of interactions such as absorption, refraction, scattering, or diffraction.
In this chapter, the concept of X-ray imaging will be explained starting from the scalar
Helmholtz equation and its pertinent approximations.

2.1.1 Helmholtz Equation and Projection Approximation

The equation that models electromagnetic waves’ interaction with matter is the inhomo-
geneous Helmholtz equation:[

∇2 + k0
2nω

2(x, y, z)
]
ψω(x, y, z) = 0, (2.1)

where ψω denotes the complex-valued wave field of a monochromatic component of the
wave, k2 = ω2/c2 denotes the wave number, nω is the refractive index of the material, ∇2

is the Laplace operator, and (x, y, z) denotes the Cartesian coordinates. Equation (2.1)
is the mathematical basis for most X-ray imaging techniques, however depending on the
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2. X-ray Imaging and Tomography

complexity of the actual scenario, finding an analytical solution for it is often very difficult
or impossible. For practical applications, it is useful to look for simplified solutions with
certain approximations.

For a wave-field propagating mainly along the z-axis, which can be used to describe
many cases of X-ray imaging, it is useful to introduce the following approximation of the
wave function

ψω(x, y, z) = ψ̃ω(x, y, z) exp(ikz), (2.2)

where we introduce explicitly a fast oscillatory term in z, in the form of exp(ikz), and
ψ̃ω denotes a slowly varying envelope function. Inserting it into Eq. (2.1) yields{

2ik
∂

∂z
+∇2 + k2

[
nω

2(x, y, z)− 1
]}

ψ̃ω(x, y, z) = 0. (2.3)

For the next approximation, due to the weak interaction of X-rays with matter, the
perturbation of the wave caused by a single contributing scatterer on the beam path
can be assumed to be sufficiently weak. Thus, we can approximate the wavefront after
passing the object in terms of an integral of all contributions of the object along the
beam path. This assumption is known as the projection approximation [19]. We here
also apply the paraxial approximation, thus assuming only a small contribution of the
second order derivative along z. With these approximations the second order derivative
in Eq. (2.3) can be neglected{

∂

∂z
− k[1− nω2(x, y, z)]

2i

}
ψ̃ω(x, y, z) = 0. (2.4)

Using the projection approximation, the wavefront after passing the object is ex-
pressed in terms of the integral of contributions along the z axis. Thus assuming the
wave field propagates through the object from z0 to z1, the solution of Eq. (2.4) is:

ψ̃(x, y, z = z1) ≈ ψ̃(x, y, z = z0) exp

{∫ z1

z0

k[1− nω2(x, y, z)]

2i
dz

}
(2.5)

In the X-ray regime, refractive indices of most common materials are close to 1, thus
they are commonly rewritten as:

nω(x, y, z) = 1− δω(x, y, z) + iβω(x, y, z), (2.6)

where δω and βω are the real and imaginary components of the refractive index, which
describe the phase and absorption properties of the material in the interaction with X-
rays, respectively. These coefficients are often much smaller than 1, so that their higher
order contributions in nω2 can be neglected, and Eq. (2.5) can be then rewritten

ψ̃(x, y, z = z1) ≈

ψ̃(x, y, z = z0) exp

{∫ z1

z0

−ik[δω(x, y, z)− iβω(x, y, z)] dz

}
.

(2.7)
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2.1. Basics of X-ray Imaging

Equation (2.7) shows the most commonly used model for X-ray imaging. For the
classic case of X-ray absorption imaging, according to Eq. (2.7), the intensity of the
transmitted X-rays is given by

I(x, y, z = z1) =

∣∣∣∣ψ̃(x, y, z = z0) exp

{∫ z1

z0

−kβω(x, y, z) dz

}∣∣∣∣2
= I0(x, y, z = z0) exp

{∫ z1

z0

−2kβω(x, y, z) dz

}
,

(2.8)

where I0 is the intensity of the incident X-ray beam. Therefore, X-ray absorption imaging
measures the integrated absorption coefficient along the beam path, and does not include
any contribution from the phase contrast coefficient.

2.1.2 Coherent X-ray Imaging Techniques

As shown in Eq. (2.8), X-ray absorption imaging only measures the absorption coefficient,
βω, and the phase coefficient, δω, does not show in the measurable intensity after the
object. Yet for hard X-rays, typically with energy above 1 keV, the δω coefficient is
usually several orders of magnitude larger than βω. Therefore, getting access to the
phase component provides much higher contrast, and enables higher speed and signal-
to-noise ratio for hard X-ray imaging [20].

Measurement of the phase, however, cannot be achieved as easily as measuring the
absorption. While absorption images can be obtained by measuring the intensity of the
transmitted X-ray wave field, the phase of the exit wave field cannot be measured directly
by any existing X-ray detector. Therefore, the phase information of the transmitted
wave field has to be recovered from intensity measurements. This is commonly known
as the phase problem, which also occurs in other fields of imaging [21]. Luckily, the
interference properties of X-rays allow a variety of phase-contrast imaging methods to
be developed [22]. These include X-ray interferometry [23,24], X-ray holography [25,26]
and propagation-based phase-contrast methods [27,28].

In the X-ray regime, propagation-based phase contrast methods have a specific ad-
vantage, because optical devices such as lenses or reflectors for X-rays are more difficult
to make and have much lower efficiency compared to the visible light regime. Moreover,
the development of modern X-ray sources, especially synchrotron light sources, allows
access to high-brilliance coherent X-rays, which greatly enhances the performance of
propagation-based methods. The combination of all these factors resulted in the intro-
duction of coherent X-ray diffractive imaging (CDI), which is a form of lenseless approach
using diffraction and far-field propagation for imaging of nanoscale structures [29,30].

In CDI, complex-valued images of the object are reconstructed from the measured far-
field intensities, i.e. diffraction patterns, with iterative phase retrieval algorithms [31,32].
The main advantage of CDI is that the lenseless approach circumvents the need for
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2. X-ray Imaging and Tomography

lenses and thereby any limitations posed by their limited numerical aperture or optical
aberrations, while its resolution is theoretically only limited by diffraction [33].

2.1.3 X-ray Ptychography

X-ray ptychography is a type of coherent diffractive imaging technique, which incorpo-
rates scanning the sample relative to the X-ray illumination and measuring a diffraction
pattern for each scanning position. It provides high resolution and quantitative images
of the complex-valued transmissivity of the sample [16, 17, 34–37], with state-of-the-art
applications reaching sub-20 nm resolution in 3D [38–40]. This section will cover the
basics of X-ray ptychography, as it is the main imaging method used in the thesis.

In X-ray ptychography, the sample is typically scanned across a focused X-ray beam.
The interaction of the X-ray beam with the sample is described in Eq. (2.7) in Section 2.1.
For simplified representation, it can be rewritten as

Ψ(x, y) ≈ P̂ (x, y) Ô(x, y), (2.9)

where Ψ(x, y), P̂ (x, y), and Ô(x, y) represent the wave field after the sample, the wave
field of the incident beam, and the complex-valued transmissivity of the sample, namely

Ψ(x, y) = ψ̃(x, y, z = z1),

P̂ (x, y) = ψ̃(x, y, z = z0),

Ô(x, y) = exp

{∫ z1

z0

−ik [δω(x, y, z)− iβω(x, y, z)] dz

}
.

(2.10)

In conventional ptychography, also known as far-field ptychography, the propagation
distance of the beam after the object until it reaches the detector plane is large enough
that the wave propagation can be described by the Fraunhofer far-field approximation [41]

Ψ′(x′, y′) =
keikze

ik
2z (x

′2+y′2)

2iπz

+∞∫∫
−∞

exp

{
− ik
z

(xx′ + yy′)

}
Ψ(x, y) dxdy, (2.11)

where Ψ′(x′, y′) denotes the wave field on the detector plane, and z denotes the distance
from sample to detector. Equation (2.11) can be expressed in terms of a Fourier transform
(FT)

Ψ′(ξ, η) ∝ F{Ψ(x, y)}| fx=ξ
fy=η

= F{P̂ (x, y) Ô(x, y)}, (2.12)

where ξ = kx′/(2πz), η = ky′/(2πz) denotes coordinates in Fourier space. Note that
apart from constant terms and terms that depend on z, in Eq. (2.12) we have additionally
neglected a parabolic phase term outside the integral. This term can be safely ignored, as
it will cancel out with its complex conjugate term in the back-propagation process, which
allows us to use the simple form of Fourier transform and its inverse when phasing the
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2.1. Basics of X-ray Imaging

Figure 2.1. Schematic of ptychography scan. For ptychography the sample is
scanned relative to the incident illumination, shown as green circles in the reference
frame of the sample, while ensuring that there is a substantial amount of overlap between
neighboring illuminated regions. These overlaps are subsequently used as constraints
during the image reconstruction.

diffraction patterns [41]. When measured with a detector, the intensity of the diffracted
beam is obtained

I(ξ, η) = |Ψ′(ξ, η)|2 = |F{P̂ (x, y) Ô(x, y)}|2, (2.13)

In ptychography, a series of diffraction patterns are obtained by moving the sample
to different positions relative to the incident beam, and measuring a diffraction pattern
for each position, such that we have

Ij(ξ, η) = |F{P̂ (x− xj , y − yj) Ô(x, y)}|2, (2.14)

where (xj , yj) are the positions of the beam relative to the object in the sample plane,
and Ij are the measured diffraction patterns. These positions are arranged so that the
incident illumination patterns overlap, see Fig. 2.1, these overlapped regions serve as
important constraints for the ptychography image reconstruction.

All measured diffraction patterns are then used to reconstruct the illumination P̂ (x, y)
and the sample transmissivity Ô(x, y). Multiple algorithms for iterative phase retrieval
have been proposed for the reconstruction problem. Whilst the initial approach relied on
prior knowledge of the illumination [34], a very important development was the possibility
to simultaneously reconstruct the probe P̂ (x, y), because X-ray probes are often not well
characterized. This was then incorporated in ptychography reconstructions [35, 42], and
utilized in reconstruction algorithms such as the extended ptychographic iterative engine
(ePIE) [43] and the difference map (DM) [44]. Later approaches showed the importance
to incorporate noise statistics, which results in the development of maximum likelihood
refinement (ML) [45, 46] and least-squares maximum-likelihood (LSQ-ML) method [47].
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Various code packages are also available for ptychography data processing and reconstruc-
tion [48–50]. In practice, these reconstruction methods can also be applied in sequence
for better convergence of the results, for example by using DM to explore solution space
effectively and converge to the vicinity of the solution, and ending with iterations of
LSQ-ML to recover the solution that best fits the noise statistics.

Compared to X-ray absorption microscopy, the main advantage of X-ray ptychogra-
phy is its high sensitivity and quantitativeness for both absorption and phase contrast
of the sample, making it a powerful tool for imaging nanoscale samples at high spatial
resolution.

2.2 Computed Tomography

As described in Eq. (2.7), X-ray imaging of projections measures the integral of all contri-
butions from the sample along the beam path of the X-ray. Since the high penetration of
X-rays allows projections through the interior of thick samples, the question arises of how
a three-dimensional model of the interior structures can be obtained from the measure-
ments. Although mathematical studies of this reconstruction problem began in the early
20th century, realization of this technique was only after the 1960s, facilitated by the
increased power and availability of computers. And this technique is named computed
tomography, or CT.

The first CT scan in history was commissioned on 1 October 1971 by radiologist
James Ambrose on a patient’s brain in Atkinson Morley Hospital in the UK [51], using
the first functional CT scanner invented by Sir Godfrey Hounsfield [8]. The scanner
combined an X-ray generator and a detector, which rotated around the human body to
acquire X-ray images at different rotation angles. These images were then fed into a
computer program to reconstruct cross-sections of the brain.

Ever since its invention, the fundamental concept of CT has stayed mostly the same:
by combining a set of X-ray transmission measurements taken from different orientation
angles with respect to the object to produce three-dimensional cross-section images of
its interior. Nevertheless, CT methods have grown far more sophisticated and versatile
from its first initial clinical use, and have extended its applications far beyond medical
imaging [52]. At the smallest length scale, they have been applied to tiny specimens such
as fruit flies [53], cellular structures [54] or computer chips with resolution better than 20
nm [10]. At the other extreme, for large specimens, researchers have built a two-story-tall
system to scan aerospace components of several meters in size for imperfections.

In the rest of this section, basic concepts for tomography imaging and reconstruction
techniques will be presented, and an introduction to the hyperdimensional extensions of
CT methods is included.
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2.2.1 Fundamental Concepts of Tomography Imaging

The basic concept of X-ray CT, also called X-ray tomography in short, originates from
X-ray projection principles described in Eq. (2.7). From Eq. (2.7) the contribution of the
object is given by

Ô(x, y) = exp

{∫ z1

z0

−ik [δω(x, y, z)− iβω(x, y, z)] dz

}
=
ψ̃(x, y, z = z1)

ψ̃(x, y, z = z0)
.

(2.15)

Equation (2.15) shows that the integrated transmissivity of the object can be obtained
from the incident and exit X-ray wave fields. In the case of absorption imaging, the
integrated absorption coefficient βω of the object can be obtained by measuring the
beam intensities with and without the object, as shown in Eq. (2.8). And in phase
contrast and some coherent imaging techniques, the integrated phase coefficient δω is
obtained similarly by characterizing the incident and exit wave field. Note that for
ptychography, the integrated complex-valued transmissivity of the object is reconstructed
simultaneously with the X-ray probe, such that a separate measurement of the incident
wave field is not needed, as discussed in Section 2.1.3.

Computed tomography is based on the concept of reconstruction from integrated
transmissivity, or projection. For a simple model, we can assume that the integrated
property f from the object transmissivity is measured, and consider a three-dimensional
object inside empty space. In each measurement, we measure the projection p, which is
a two-dimensional image given by

p(x, y) =

∫ ∞
−∞

f(x, y, z) dz, (2.16)

where (x, y, z) denotes Cartesian coordinates of the three-dimensional space. This process
is defined as ‘projection’ or ‘forward projection’.

In X-ray tomography measurements, multiple projections are measured at different
orientation angles of the sample with respect to the X-ray beam direction of propagation.
If we assume the rotation axis to be the y axis, and the beam is rotated counter-clockwise
with respect to the sample by angle θ, the measured projections are given by

pθ(x
′, y) =

∫ +∞

−∞
f(x′ cos θ − z′ sin θ, y, x′ sin θ + z′ cos θ) dz′, (2.17)

where (x′, y, z′) denotes a rotated set of Cartesian coordinates, with z′ going along the
direction of the beam propagation after rotation. Schematics of the rotated projection
lines are shown in Fig. 2.2. As the y coordinate in Eq. (2.17) is not affected by the
rotation, at any fixed value y = y0, the projection equation can be reduced to two-
dimension

pθ(x
′) =

∫ +∞

−∞
f(x′ cos θ − z′ sin θ, x′ sin θ + z′ cos θ) dz′. (2.18)
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Figure 2.2. Schematics of tomographic projection lines. Blue arrows show the
projection lines, or beam paths, for line integrals along the z axis. Purple arrows show
projection lines with the beam rotated around the y axis by an angle θ.

Equation (2.18) is also known as the Radon transform [55], it represents the projection
of a two-dimensional slice of the object taken perpendicular to the rotation axis. Thus,
the tomography reconstruction problem of retrieving f(x, y, z) can be separated into
reconstruction of consecutive slices of f(x, z) along the y axis, which is done by processing
the one-dimensional projections {pθ(x′)} of each slice.

To better explain the tomography reconstruction methods, we will start from the
Fourier slice theorem, which serves as the core mathematical concept for tomography.

2.2.2 Fourier Slice Theorem

The Fourier slice theorem, also known as central slice theorem or projection-slice the-
orem, states the relation between tomographic projections of an object and its Fourier
transform. To start, the 1D Fourier transform of any projection function p(x) is given
by:

F {pθ(x)} =

∫ +∞

−∞
pθ(x) exp (−2πixfx) dx, (2.19)

where fx denotes coordinate in Fourier space. Similarly, the 2D Fourier transform of the
object slice f(x, z) is given by:

F (fx, fz) = F {f(x, z)} =

∫∫ +∞

−∞
f(x, z) exp [−2πi(xfx + zfz)] dxdz, (2.20)

where (fx, fz) denotes Cartesian coordinates in 2D Fourier space. If we take a one-
dimensional slice from the Fourier transform F (fx, fz) through its origin, for example
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along the line fz = 0:

S(fx) = F (fx, 0) =

∫∫ +∞

−∞
f(x, z) exp (−2πixfx) dxdz

=

∫ +∞

−∞

[∫ +∞

−∞
f(x, z)dz

]
exp (−2πixfx) dx

=

∫ +∞

−∞
pθ=0(x) exp (−2πixfx) dx.

(2.21)

Thus the central slice of the FT equals the 1D Fourier transform of the projection
given in Eq. (2.19) when θ = 0, namely:

F (fx, 0) = F {pθ(x)|θ=0} . (2.22)

Moreover, for any slice through the origin taken from F (fx, fz), which can be obtained
by rotating the fx axis by angle θ to the new direction (fx = fx

′ cos θ, fz = −fx′ sin θ),
it can be proven that

Sθ(fx
′) = F (fx

′ cos θ,−fx′ sin θ) = F
{
pθ(x

′)
}
, (2.23)

where pθ(x′) is the projection with the beam rotated in the plane by the same angle θ,
as given by Eq. (2.18). Equation (2.23) is known as the general form of the Fourier slice
theorem in two dimensions, and it can be easily generalized to higher dimensions.

The Fourier slice theorem states that the Fourier transform of a projection of the
object is the same as a slice from the higher-dimensional Fourier transform of the object.
It indicates the correlation between the object and its projections through Fourier space,
and provides theoretical basis and insights for tomography reconstruction methods.

2.2.3 Tomography Reconstruction Methods

Because CT reconstructions are carried out in computers which use numerical arrays
as data structure, tomography measurements and data processing are usually based on
discrete arrays for sampling the projections and object. Therefore, the discrete form of
projection function, Eq. (2.17), becomes

pθ = Aθf , (2.24)

where pθ is the array of pixels in the projection image at a rotation angle θ, f is an array
of voxels in the volume of the object, and Aθ is the matrix that represents the forward
projection process given by Eq. (2.17). Assuming the projection consists of m pixels in
total, and the object is modeled by n voxels, pθ and f consist of 1D arrays of size m and
n respectively, in which case Aθ is given by a sparse matrix of size m× n.

The tomography reconstruction problem then becomes finding the solution of the
object f that best fit the measured projections pθ. In this section, we will cover two
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types of reconstruction methods commonly used in tomography: filtered back-projection
and iterative reconstruction techniques.

Filtered back-projection

According to the Fourier slice theorem, taking a projection is equivalent to sampling
one slice of the Fourier transform of the higher-dimensional object. This property is
used as the basis for back-projection based methods to reconstruct the object through
Fourier-space synthesis.

As an example, shown in Fig. 2.3a is a Shepp-Logan phantom within an array of
200× 200 pixels used as a model object. This phantom resembles the model of a human
head and is commonly used to showcase and test tomography reconstruction methods
[56]. The 2D Fourier transform of the object, shown in Fig. 2.3b, is visualized by plotting
the logarithm of its amplitude. The projection of the model object at θ = 0◦, as given
by Eq. (2.17), is shown in Fig. 2.3c.

To recover the slice, embedded in 2D Fourier space, related to this projection, we can
take the transpose of the projection matrix Aθ in Eq. (2.23) and multiply it with the
projection array, such that

f̂θ = Aθ
ᵀpθ. (2.25)

This operation is known as a back-projection. For the model object, the back-projection
of the 0◦ projection is shown in Fig. 2.3e, and its Fourier transform is shown in Fig. 2.3f,
similarly by plotting its logarithm amplitude. As expected, the Fourier transform of
the back-projection contains only one slice along the 0◦ direction. According to the
Fourier slice theorem, this slice is equivalent to the 0◦ slice in the Fourier transform of
the original object. This also applies to projections taken at any rotation angles, and
through this relation we can sample the entire Fourier space of the model object by
measuring projections at various angles.

Therefore, if multiple projections of the object are measured at different orientations,
we can sum together the back-projected images from each projection to combine the
sampled slices in Fourier space, namely

f̂BP =
∑
θ

Aθ
ᵀpθ. (2.26)

Equation (2.26) provides an estimate for the model object to within a constant nor-
malization factor. As an example, 90 projections are taken from the model object with θ
in the range of 0◦ to 178◦ with a step size of 2◦. These projections are shown in Fig. 2.3g,
which contains one projection in each row sorted by angle θ. This assembled image of
all projections is commonly referred to as a sinogram. The sum of all back-projections is
shown in Fig. 2.3h, with its Fourier transform shown in Fig. 2.3i.

While this process of back-projection is conceptually straightforward, its result, as
shown in Fig. 2.3h, is severely blurred and does not provide an accurate reconstruction
of the model object. The reason for this blurring can be understood from the Fourier
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Figure 2.3. Demonstration of back-projection. a) The Shepp-Logan phantom used
as model object. b) Fourier transform (FT) of (a), visualized by showing its logarithm
amplitude. c) 1D projection of the object at θ = 0◦. d) 1D FT of (c). e) Back-projection
of the single projection in (c). f) Visualization of FT of (d). g) Sinogram that consists
of 90 projections, with θ from 0◦ to 178◦. h) Back-projection of all the projections in
sinogram (g). i) FT of the reconstruction in (h).

space image shown in Fig. 2.3i: the slices of different directions in Fourier space are
simply added together in the back-projection, thus for regions near the origin, where
they intersect, this sum results in a heavy over counting of the amplitude. Because this
effect gets stronger the closer it is to the origin, it causes the low-frequency components
to be heavily over weighted, and results in blurring in the real-space image.

To solve this issue, we can apply a frequency-domain filter to the projections to weight
down the low frequency components. The typical approach is to apply a multiplicative
filter to the Fourier transform of the projections, namely

pθh = DFT−1 {hDFT {pθ}} , (2.27)

where DFT and DFT−1 denotes discrete 1D Fourier transform and inverse transform, h is
the frequency filter in Fourier space, and pθh denotes the filtered projection. Considering
the overlapping of slices in the 2D Fourier space, as shown in Fig. 2.3i, we can set this
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Figure 2.4. Demonstration of filtered back-projection. a) 1D projection of the
object at θ = 0◦ b) Ram-lak frequency filter. c) 1D projection in (a) after applying
the Ram-lak filter. d) Filtered sinogram consisting of 90 projections. e) Back-projection
of the filtered projection in (c). f) FT of (d). g) Back-projection of all the filtered
projections in (f). h) FT of the reconstruction in (g).

filter proportional to the frequency:

h =
|f |
fmax

, (2.28)

where fmax is the highest frequency of the 1D Fourier transform. This filter, as shown in
Fig. 2.4b, is commonly known as the Ram-Lak filter. The filtered projection at 0◦ and
its back-projection is shown in Fig. 2.4c and 2.4e, respectively. The Fourier transform of
the filtered back-projection in Fig. 2.4e is shown in Fig. 2.4f. In Fourier space, we can
see that the amplitude at low frequencies, i.e. close to the center, are reduced heavily by
the filter, compared to Fig. 2.3f.

This frequency filter is applied to all projections, resulting in a filtered sinogram
that consists of all 90 filtered projections, as shown in Fig. 2.4d. Afterwards, these
filtered projections can be back-projected using the same approach in Eq. (2.26), with a
normalization coefficient

f̂FBP =
π

2np

∑
θ

Aθ
ᵀpθf , (2.29)

where np denotes total number of projections. Equation (2.29) shows the filtered back-
projection (FBP) method for tomography reconstruction. The FBP reconstructed object
is shown in Fig. 2.4g, with its Fourier transform shown in Fig. 2.4h. The features of
the reconstructed object match well with the model object, however noisy patterns can
be seen at a small length scale. In the Fourier transform of the reconstructed image,
shown in Fig. 2.4h, the low-frequency region around the center appears identical to the
Fourier transform of the model object shown in Fig. 2.3b. Yet in the high frequency

18



2.2. Computed Tomography

Figure 2.5. Demonstration of filtered back-projection with sufficient number
of projections. a) Sinogram containing 360 projections of the object, with θ from 0◦

to 179.5◦. d) Filtered back-projection of all projections in (a). c) Visualization of FT of
the reconstruction in (b).

region around the edges, it differs from the model object due to gaps between the slices,
these give rise to the high frequency noises in the reconstructed object.

This issue can be solved by increasing the number of measured projections, in the
given example 90 projections are insufficient for reconstructing the model object with
diameter of 184 pixels to the highest resolution. The number of projections needed to
completely fill the Fourier domain is given by the Crowther criterion [15]

np =
πD

2d
, (2.30)

where np denotes the required number of projections, D is the diameter of the object,
and d is the sought half-period resolution. In our example, for an object diameter of 184
pixels and resolution of 1 pixel half-period, the number of projections required by the
Crowther criterion is 289. Therefore, when 360 projections are taken from the model
object, as shown in the sinogram in Fig. 2.5a, the FBP reconstruction, shown in Fig. 2.5b,
matches well with the model object even at the smallest length scale.

The filtered back-projection method is widely used in various applications of CT for
image reconstruction. The main advantage of the FBP method is its high accuracy and
high processing speed, which makes it especially suitable for on-site reconstructions.

Iterative reconstruction techniques

Apart from FBP, an alternative type of methods commonly utilized in tomography
reconstructions are iterative techniques, in which the reconstructed object goes through
iterative refinements until converging to the final result. Various approaches have been
proposed for the refinement formula. Here we will introduce the iterative refinement
method based on gradient descent.

First, if a reconstruction of the object is denoted as f̂ , using Eq. (2.24) we can calculate
the projections of the reconstructed object

p̂θ = Aθ f̂ , (2.31)
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whereAθ is the forward projection matrix of the measurement process, and the simulated
projection p̂θ has the same size as the measured projection pθ. For reconstruction, we
want to minimize the difference between the simulated projections and the measurements,
thus we define the error metric to be

ε =
∑
θ

||pθ − p̂θ||2 , (2.32)

where ||·|| denotes the Euclidean norm of the array. The simulated projections p̂θ can
be further substituted using Eq. (2.31)

ε =
∑
θ

∣∣∣∣∣∣pθ −Aθ f̂
∣∣∣∣∣∣2 . (2.33)

The goal of the reconstruction is then to find the object f̂ that minimizes the error
ε. A commonly used method for such minimization is the iterative gradient descent
approach. In our case, if we denote the reconstructed object in each iteration as f̂ (k), the
update based on the gradient descent direction of error ε is given by:

f̂ (k+1) = f̂ (k) − γ ∂ε

∂ f̂ (k)
, (2.34)

where γ > 0 is the learning rate, and ∂ε/∂ f̂ (k) is the gradient of the error evaluated with
respect to f̂ . To calculate this gradient, we take the Eq. (2.31) and explicitly write the
matrix multiplication with indices

p̂θi =
∑
j

Aθij f̂j , (2.35)

the error ε given by Eq. (2.33) can then be expressed as:

ε =
∑
θ

∑
i

pθi −∑
j

Aθij f̂j

2

. (2.36)

We then can obtain its derivative with respect to each component of f̂

∂ε

∂f̂j
=
∑
θ

∑
i

∂

∂f̂j

pθi −∑
j′

Aθij′ f̂j′

2

=
∑
θ

∑
i

2

pθi −∑
j′

Aθij′ f̂j′

− ∂

∂f̂j

∑
j′

Aθij′ f̂j′


=
∑
θ

∑
i

2

pθi −∑
j′

Aθij′ f̂j′

−∑
j′

Aθij′δjj′


=
∑
θ

∑
i

−2Aθij

pθi −∑
j′

Aθij′ f̂j′

 ,

(2.37)

20
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Figure 2.6. Demonstration of iterative reconstruction technique based on
gradient descent. Shown are the reconstructions using the 360 projections shown in
Fig. 2.5a after (a) 10, (b) 50 and (c) 200 iterations.

and thus we can write the gradient ∂ε/∂ f̂ (k) in a compact form as:

∂ε

∂ f̂ (k)
= −2

∑
θ

[
Aθ

ᵀ
(
pθ −Aθ f̂

(k)
)]
. (2.38)

By inserting Eq. (2.38) into Eq. (2.34), we can get the final formula for the iterative
gradient descent

f̂ (k+1) = f̂ (k) + 2γ
∑
θ

[
Aθ

ᵀ
(
pθ −Aθ f̂

(k)
)]
. (2.39)

As shown in Eq. (2.38), the gradient update term is the back-projection of the differences
between measured projections pθ and simulated projections p̂θ, which has similar form
to Eq. (2.26).

Equation (2.39) provides a straightforward and effective method for iterative tomo-
graphic reconstruction. Here it is demonstrated on the same model object, shown in
Fig. 2.3a, using the 360 projections shown in Fig. 2.5a. The starting guess f̂ (0) is set to
all-zero and the learning rate γ is set to 10−5. The results of the iterative reconstruction
after 10, 50, and 200 iterations are shown in Fig. 2.6a, 2.6b, and 2.6c, respectively. The
reconstructed object shows convergence after 200 iterations, and the converged result
matches well the model object.

Similar formulas to Eq. (2.39) can also be found in many other iterative reconstruction
methods. For example, in the Simultaneous Iterative Reconstruction Technique (SIRT)
[57], the iterative update is given by:

f̂
(k+1)
j = f̂

(k)
j +

ωk∑
θ

∑
i′ Aθi′j

∑
θ

∑
i′

Aθi′j
pθi −

∑
j′ Aθi′j′ f̂

(k)
j′∑

j′ Aθi′j′
, (2.40)

where ωk is the relaxation coefficient at iteration k. In practical applications of these iter-
ative methods, the starting guess f̂ (0) is often the FBP reconstruction of the projections,
or a low-resolution image obtained from prior knowledge of the object. The relaxation
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coefficients are tuned based on multiple parameters, including sample size, resolution and
imaging contrast, to get a desired speed of convergence.

The convergence of iterative reconstruction techniques, including the gradient descent
and the SIRT method, can be mathematically proven for general cases, if the relaxation
parameters are in a certain range [58–60]. Therefore, these reconstruction methods are
applicable in all types of tomography experiments. Compared to the FBP method, iter-
ative reconstruction techniques requires considerably longer computation time, as they
need one forward-projection and back-projection process for each iteration. However,
iterative reconstruction techniques are often more robust against measurement noise and
angular undersampling, and work better when certain constraints or prior knowledge of
the sample are applied to the reconstruction. Therefore, they are commonly used in
addition to FBP for refinement of the results, or in cases where certain constraints or
higher-dimension reconstruction methods need to be applied.

2.3 Hyperdimensional Tomography

In its 50 years of development, computed tomography has benefited from a wide variety
of technical advances, including brighter X-ray sources, solid-state detectors, precision
machining, and semiconductor integration, all of which allow for improved designs of CT
devices for higher speed and better image quality. Tomography reconstruction methods
have also become orders of magnitude faster, thanks to the rapid growth of computing
power and more efficient computation algorithms. All of these advancements opened
the possibility to image more sophisticated structures at different length scales, and also
allowed extensions of CT to higher dimensions.

The term ‘hyperdimensional’ means ‘of or relating to space of more than three dimen-
sions’. It is used here to represent a class of imaging techniques that not only acquire
static three-dimensional images of the samples, but also introduce extra factors that
cause changes in the sample between different frames of tomography acquisition. These
factors can be any physical or experimental quantity, such as time, temperature, X-ray
energy, or coordinates in reciprocal space, and are often considered as extra dimensions
in the reconstruction and analysis.

Hyperdimensional tomography provides the opportunity to measure a wider range of
material properties. For example, adding a spectral dimension to tomography measure-
ments allows characterization of chemical properties, or the extension to tensor tomog-
raphy provides information about the macroscopic arrangement and orientation of the
nanostructures. This section will cover the concepts of some of the most commonly used
hyperdimensional tomography techniques, which are utilized for the works presented in
the thesis.
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2.3.1 Dynamic Tomography

Dynamic tomography, also referred to as four-dimensional computed tomography (4DCT),
is probably the most intuitive concept for hyperdimensional tomography. Ever since the
time of the first clinical CT scan, it was realized that the specimens imaged by tomog-
raphy, such as live human organs, can be constantly changing over time. Initially, these
dynamic changes were considered to be sources of errors in tomography, as conventional
CT assumes the sample to be static during the imaging process. However, as technologies
advance, tomography methods kept getting faster and more stable, ultimately allowing
them to deal with or even characterize the dynamic changes.

In a typical dynamic tomography experiment, a series of tomography measurements
are consecutively conducted on the evolving sample, and the imaged volume of the sam-
ple is reconstructed for each measurement. If the speed of the tomographic measurement
is fast enough, dynamic changes in the sample can be analyzed from comparing the re-
constructions for different time points. This general idea can also be applied to changes
of the sample that are introduced in a controlled fashion, such as by adjusting over time
the temperature or humidity of the surrounding environment, or by applying pressure or
radiation to the sample. In some cases, it is even possible to image samples of functional
materials in their designed working environment, which is defined as operando imag-
ing. This ability of dynamic tomography methods to resolve spontaneous or induced
changes in the samples provides a great amount of information towards understanding
their characteristics or working mechanisms, and can find its applications in an extremely
wide range of studies, from living organisms [61–63] to energy conversion [64] or battery
materials [5, 65].

2.3.2 Hyperspectral Tomography

In Section 2.1, it was shown that X-ray interaction with matter is defined by the refractive
index of the material, as described by Eq. (2.1). A material’s refractive index depends on
both its composition and the X-ray photon energy. When measuring the refractive index
of a material at different X-ray energies, an important phenomenon that occurs is that
the refractive index of the material, both its real and imaginary components, will change
abruptly when the beam energy reaches certain values, causing a sharp increase in the
absorption and a dip in the phase. These energy values are called ‘absorption edges’, and
the physical theory behind this phenomenon is related to the energy levels of electrons
in different atoms, which produces a resonant effect when the X-ray photon energy is
close to the binding energy of an inner-orbit electron. Therefore, we can use this fact
to determine the atomic compositions of different samples by measuring their refractive
indices at different X-ray energies and characterizing the energies of the absorption edges.
In absorption measurements, the X-ray absorption profile versus incident X-ray photon
energies is called the ‘absorption spectrum’, and the associated characterization technique
is known as ‘X-ray absorption spectroscopy’ or XAS.
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Further, by using fine energy sampling, the refractive index spectrum of the material
in a close range of the absorption edges contains more information about its chemical
composition and crystal structure. When applied in the near-edge absorption regime,
this technique is called ‘X-ray absorption near-edge spectrocopy’ or XANES, and has
been widely used for chemical analysis of various types of materials [66–68].

X-ray spectroscopy can be combined with CT in order to obtain a XAS or XANES
spectrum for each voxel. In this case, a series of tomography measurements are conducted
at different X-ray energies. As tomography reconstructions provide the absorption and/or
phase contrast information for each voxel in the sample volume, the absorption or phase
spectrum of each voxel can be obtained by combining reconstructions at different energies.
These voxel-wise spectrums allows local compositional or chemical analysis, which can
then reveal elemental distributions or chemical phases in the sample volume. These
features are often considered as key properties of various heterogeneous materials, for
example the charging mechanisms of battery cathodes [69,70], or catalytic active sites in
industrial catalysts [71–77].

2.3.3 Tensor Tomography

In conventional X-ray CT, one of the fundamental assumptions is that the sample’s in-
teraction with the X-ray beam is isotropic. This means that any voxel inside the sample
will contribute to the absorption or phase contrast of the X-ray beam the same way in
all the projections, regardless of the incident direction of the beam with respect to the
sample. This assumption works well in most cases of tomography applications, in which
the materials are either isotropic, or the anisotropic interactions are sufficiently weak at
the imaged length scale. However, there exists a wide range of anisotropic materials or
structures in various research fields, such as monocrystals, magnetic systems, or organic
fibers. For these materials, conventional tomography is often insufficient for characteriz-
ing their underlying 3D structures, which in turn determine the material functionality.
Therefore, there is a demand to obtain information about the anisotropy within each
voxel, including the underlying structure orientation and degree of anisotropy.

To this end, different types of tensor tomography techniques have been proposed. In-
stead of conventional CT, which reconstructs one scalar value per voxel, these techniques
reconstructs for each voxel a multi-component tensor that contains information about
local anisotropy. There is a wide scope of tensor tomography techniques that use dif-
ferent contrast mechanism and experimental configurations to image tensors of different
properties. These techniques include tensor tomography based on dark-field imaging [78],
magnetization vector tomography [79] and small-angle X-ray scattering tensor tomogra-
phy (SASTT) [80, 81]. These techniques provide information about local orientations
of magnetization, nanoscopic structures, or even obtain a six-dimensional model of the
reciprocal space. Further details about these methods are beyond the scope of this thesis
and will not be covered here, we refer interested readers to the original publications.

The work of this PhD project also includes algorithm developments toward recon-
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struction methods of SASTT, which are covered in the publication Z. Gao, et al. “High-
speed tensor tomography: iterative reconstruction tensor tomography (IRTT) algorithm.”
Acta Crystallographica Section A: Foundations and Advances 75.2 (2019): 223-238 [82],
as well as their application to biomineralization [83] and nervous tissue in brains [84].
These publications are not included in this thesis, as most of its work was done prior to
the PhD program. However, they include work on hyperdimensional tensor tomography
that is conceptually related to the polarization imaging contrast method, which is covered
in Chapter 3 of this thesis, especially its possible extension to vector tomography.

2.4 Sparse Synthesis in Tomography

In all applications of computed tomography, a key factor that gets recurring attention is
the imaging speed. A CT scan requires a certain amount of projections to be measured
based on the size and resolution of the imaged 3D volume, as given by the Crowther
criterion in Eq. (2.30). As this factor can go beyond the order of thousands in high-
resolution imaging, it causes a ‘gap’ between the speed of CT scans and 2-dimensional
measurements of the same imaging modality, with the former being significantly slower
and unable to capture fast-changing processes that can be resolved by 2D imaging tech-
niques. This has been considered as a major limitation of CT, and it poses an even
increased challenge for hyperdimensional applications of CT.

In hyperdimensional CT, tomography measurements are repeated at different sam-
pling points of the extra dimension, such as time, temperature, or X-ray energy. This
further increases the acquisition time, to a level that practical applications of hyperdi-
mensional imaging often need to use smaller sample volume or lower resolution, compared
to static tomography measurements with the same system, in order to reduce the total
measurement time to an acceptable range, or to be fast enough to capture the changes
in the sample [76,85,86].

To address these challenges, sparse synthesis has been implemented in tomography to
largely alleviate the problem of lengthy acquisition time. The concept of sparsity is simply
to acquire fewer data than what would be normally required, to speed up the measure-
ment by a factor. It was initially demonstrated for conventional CT that reconstruction
from fewer measurements is possible by applying prior knowledge of the sample in the
reconstruction procedure [87,88]. In hyperdimensional tomography, sample images from
consecutive tomography measurements are not fully independent and usually only change
slightly between neighboring frames. These tomography measurements therefore show a
strong correlation of information, which can be leveraged to retrieve hyperdimensional
tomograms with much fewer measurements. This concept has been demonstrated on
4DCT applications, showing that dynamic processes can be reconstructed from reduced
number of projections by applying prior information or iterative refinement [89,90].

The main focus of this thesis is the development of novel methodologies utilizing spar-
sity in hyperdimensional imaging, which aims to largely alleviate the speed limitations.
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These techniques combine sparse sampling acquisition strategy, high-dimensional recon-
struction models, and iterative refinement algorithms to create a general and versatile
approach for hyperdimensional imaging. Moreover, in the works of this thesis, the sparse
synthesis is implemented in a manner that is particularly well-suited for tomographic
imaging with nanoscale resolution. Nanoscale X-ray 3D imaging is highly useful for ma-
terial characterization, but also has the highest demand for improved measurement speed
due to its long acquisition time compared to other techniques such as microtomography.

In Chapter 4 and Chapter 5 of this thesis, sparse implementations in hyperspectral
tomography and dynamic tomography are demonstrated in case studies of chemical spe-
ciation of catalysts, and hydration mechanisms of ionomer materials. The developed
methods enhance the speed of hyperdimensional measurements by a ratio of 8 times and
40 times, respectively, without drastic reduction of sample volume or imaging resolution.
In Chapter 6, the dynamic imaging method is generalized and applied to laminographic
imaging of operando cathode particles in battery cells, to resolve their structural changes
during charge cycles. Altogether in this thesis we introduce methods to leverage sparsity
for hyperdimensional nanotomography which are applicable for diverse imaging tech-
niques and a wide breadth of applications.
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Chapter 3

Nanoscale Crystal Grain
Characterization via Linear

Polarization X-ray Ptychography

The content of this chapter is covered in the publication: Z. Gao, M. Holler, M. Odstrcil,
A. Menzel, M. Guizar-Sicairos, and J. Ihli. “Nanoscale crystal grain characterization via
linear polarization x-ray ptychography.” Chemical Communications 56, no. 87 (2020):
13373-13376. [91]

3.1 Abstract

X-ray linear dichroism and X-ray birefringence microscopy are yet to be fully utilized
as instruments in the microstructural characterization of crystalline materials. Here, we
demonstrate analyser-free X-ray linear dichroism microscopy using spectroscopic hard X-
ray ptychography. First experiments enabled a spectroscopic and microstructural charac-
terisation of polycrystalline vanadium pentoxide on the nanoscale, outside of diffraction-
contrast based methods.

3.2 Main Text

X-ray linear dichroism- [92–96] and X-ray birefringence microscopy [97–99] measure local
changes of a material’s refractive index as a function of incident beam polarization and
energy. These measurements are commonly conducted in the vicinity of or across an X-
ray absorption edge or resonant energy, associated with a chemical element of the material
[99]. Probing the spectral response of this element at multiple polarization states of the
illumination allows the extraction of local orientational properties, e.g. bond anisotropies
[95,99]. This is possible as near-edge spectra, frequently the pre-peak region, are sensitive
to the coordination geometry of the chemical element relative to the electric field vector
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of the illumination [92]. Or in other words the sample-relative linear polarisation state
of the illumination.

This polarization dependency, similar to the optical polarization microscope [100],
allows in the case of materials with a net-orientation or anisotropy, e.g. most non-cubic
and some cubic crystalline materials, the characterisation of crystal grains (CGs) within
polycrystalline, composite or hierarchically structured materials [95–98]. Characterisa-
tion here refers to shape and size determination of grains, as well as unique orientation
determination [95, 97] when extended to vector tomography [79]. Yet, such microstruc-
tural characterisation is hardly ever performed using X-ray microscopy modalities based
on a linear polarization imaging contrast (PIC). Such limited use compared to diffraction-
contrast-based methods is largely a result of three factors. One being the commonly weak
signal emergent from linear polarization mechanisms, leading to strict signal-to-noise
ratio requirements for measurements. Two, existing high-resolution implementations
require intricate sample preparation, e.g. approaches based on photoemission electron
microscopy operate at low X-ray energies and require thin, flat, and surface conductive
samples [94–96]. Three, other implementations require either a polarizer-analyser setup
or extensive prior knowledge of the specimen [98,101].

Here, we demonstrate the utilisation of a linear polarization imaging contrast in an
analyser-free spectroscopic X-ray ptychography framework and show how it can lessen
the restraints posed by existing PIC microscopy methods. X-ray ptychography is an
imaging technique that combines scanning transmission X-ray microscopy with lensless
computational imaging [16,35]. Ptychography allows the retrieval of the complex-valued
transmission function of the imaged sample, i.e. images of both absorption and phase
contrast are obtained. The spatial resolution of these images is in theory limited only
by the detectable angular extent of the specimen-scattered intensity [16, 35]. Currently
attainable are images below 10 nm spatial resolution [102] with an apparently improved
signal-to-noise ratio compared to conventional X-ray microscopy methods.

In these first experiments we characterized the spectral response of vanadium pen-
toxide (α-V2O5) grains to mutually orthogonal polarization states, ϕ = 0◦ and ϕ = 90◦.
Two ptychographic image series, one per polarization state, were acquired across the
vanadium K -edge, 5460-5520 eV, with a maximum step size of 1 eV. Figure 3.1a displays
the corresponding analyser-free “PIC-Ptychography” acquisition scheme. Using Fourier
ring correlation, the full-period spatial-resolution of individual ptychographic image re-
constructions was estimated to be 110.4 nm for the phase component and 183 nm for
the absorption component. The spatial resolution of the complex-valued image is 119.2
nm. For further details, regarding acquisition, image reconstruction and resolution eval-
uation please see the Supplementary Methods as well as Supplementary Figure 3.4 and
3.5. For an animation of the spectral image series at both polarisation states, please see
Supplementary Movie 3.1.
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Figure 3.1. Linear Polarization Dependent X-ray Ptychography of a Vana-
dium Pentoxide Crystal. (a) Schematic representation of PIC-Ptychography data
acquisition. Using monochromatic, coherent X-rays of fixed linear polarisation, two hy-
perspectral ptychographic image series were acquired across the V K -edge (5460 to 5520
eV). Following the acquisition of the first series the sample holder was azimuthally rotated
from, ϕ = 0◦ (green line) to ϕ = 90◦ (purple line) around the axis of beam propagation,
to create the required relative change in incident polarisation state. Shown in turquoise is
a 3D Wulff construction of a vanadium pentoxide (V2O5) single crystal with the provided
coordinate system denoting the main crystallographic axis. (b) Graphical depiction of
V2O5 layered orthorhombic crystal structure (in rectangle), composed of distorted [VO5]
square pyramids. To note is the shorter apical bond of these pyramids (red up-down
arrow), aligned parallel to the crystallographic c-axis of the crystal (vertical direction),
causing an anisotropic electron density distribution and giving rise to the here utilized
X-ray linear dichroism [103]. (c) Example vanadium K -edge spectra collected of an ap-
parent single crystal at 0◦ and 90◦ sample rotation, stressing the intensity variation in
the pre-edge as well as the location of study-relevant features (vertical dashed line). Fea-
tures include (i) the projected refractive index retrieved from measurements below the
vanadium K -edge. (ii) Pre-peak intensity variations reflective of the apical bond orien-
tation at (5468 & 5070 eV). (iii) Edge jump magnitude in absorption and negative peak
height in phase to extract local vanadium concentrations. Figure reproduced from [91] /
CC BY-NC.

https://creativecommons.org/licenses/by-nc/3.0/
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Vanadium pentoxide was selected for these initial experiments due to its potential use
as cathode material [104, 105] and heterogeneous catalyst [106]. For both applications,
functionality is dependent on grain size, crystallinity, orientation, and morphology of
the material. Moreover, the intensity of the pre-peak is known to be sensitive towards
the relative incident beam polarisation [107]. This sensitivity, as described in [107], is a
result of the layered crystal structure of vanadium pentoxide [107]. Vanadium pentoxide
is composed of alternating and distorted [VO5] square pyramids. By distorted we refer to
the fact that each pyramid possesses a shorter apical V-O bond compared to the bonds
that make up the base of the pyramid [107]. Such a vanadium coordination geometry
results in a stronger oxide - X-ray interaction, or pre-peak intensity, when the electric
field vector of the illumination is more aligned with the apical bond of the pyramids. See
Figure 3.1b for a graphical representation.

Figure 3.1c shows the absorption and phase spectra of a V2O5 crystal at orthogonal
polarization states. These spectra demonstrate the pre-peak sensitivity towards changes
in polarisation, a sensitivity that is visible in both the absorption and the phase spectra.
Further, highlighted in Figure 3.1c are study-relevant material properties that can be
extracted from either of these spectra. The former being (i) the projected refractive
index retrieved from image reconstructions acquired below the vanadium K -edge, here
at 5460 eV. (ii) The local vanadium coordination geometry or apical bond orientation
extracted from pre-peak intensity variations. In the phase spectra, the pre-peak centre
is located at 5468 eV. In the absorption spectra, we find the centre at 5470 eV. (iii) Local
projected vanadium concentrations retrieved from either the edge jump magnitude in
absorption or negative peak height in phase after baseline correction.

Provided in Figure 3.2 are property corresponding distribution maps of two poly-
crystalline V2O5 particles, at orthogonal linear polarization states. Due to the single-
component nature of the sample, (i) projected refractive index and (iii) vanadium-
concentration maps are proportional to each other, i.e. both are reflective of local in-
tegrated thickness variations, and thusly appear similar to each other. Furthermore,
based on the measured changes in the complex-valued transmission function and the
known sample composition, these properties were converted to (i) local thickness and
(iii) projected vanadium concentrations. This is shown in Figure 3.2a on the example of
phase-based image reconstructions. Moreover, it is evident in Figure 3.2a that the ex-
tracted thickness and concentration maps are hardly affected, as expected, by a relative
polarisation change of the incident illumination.
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Figure 3.2. Ptychographic image reconstructions of polycrystalline V2O5 par-
ticles at mutually orthogonal polarizations. (a) Thickness and vanadium concen-
tration maps of two polycrystalline V2O5 particles at orthogonal linear polarization states
(ϕ = 0◦ and ϕ = 90◦). Maps were extracted from the phase component of ptychographic
vanadium K -edge image series. The thickness map follows a colour map running from
white to black, with black indicating the thickest part of the sample, the vanadium
concentration colour map runs from blue to white, with white areas indicating areas of
highest vanadium concentration. (b) Pre-peak intensity maps at ϕ = 0◦ (top) to ϕ = 90◦

(bottom) extracted from the same image series. Shown are the phase (left) and the ab-
sorption (right) pre-peak intensity response to changes in linear polarisation. Pre-peak
intensities are normalized to the vanadium concentration. Pixel size is 48.8 nm. Scale
bars are 1 µm. Figure reproduced from [91] / CC BY-NC.

https://creativecommons.org/licenses/by-nc/3.0/
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Figure 3.2b shows pre-peak intensity maps of both phase and absorption contrast
after normalization by the integrated vanadium concentration. These maps show a sub-
stantial change in the pre-peak intensity distribution as the sample-relative polarisation
state of the illumination is changed from ϕ = 0◦ to 90◦. Given the polycrystalline nature
of the sample, this polarisation sensitivity is even visible in a single polarisation-state
map, in which we already see the emergence of spatial domains of near-equal pre-peak
intensity. Considering the vanadium-concentration normalization, the existence of these
domains can be related to a common orientation of the apical bond and as such to the
crystallographic c-axis of a particular or a set of V2O5 grains. A comparison of local pre-
peak intensities across the mutually orthogonal polarization states confirms than that the
observed differences indeed arise from CGs of different orientation. Note the expected
gain or reduction in pre-peak intensity in selected domains when the linear polarisation
is changed. Other domains, conversely, only show minimal intensity variation, this is
expected for several scenarios: one, the case where the orientation of the crystallographic
c-axis is perpendicular to the imaging plane or at 45 degrees to both tested polarisa-
tion states, two, the potential presence of amorphous domains, and three, if multiple
randomly oriented grains are in the path of the X-ray beam. Due to their random orien-
tation and number, such an ensemble average will exhibit a lower intensity variation when
the sample-relative linear polarisation state is changed. For example, the pre-peak in-
tensity loss of one grain might fully or partially be offset by the intensity gain of another
or multiple equally illuminated grain(s) of a different orientation. Importantly, these
pre-peak intensity maps are not only in morphological agreement with scanning elec-
tron micrographs (SEM), Figure 3.6, but also partially match the visible grains therein.
The partial match in grain identification is due to the SEM being surface-sensitive and
thereby only probing the outermost or surface-running grains, while PIC-Ptychography
is acquired in transmission geometry and as such probes the entire sample thickness,
i.e. surface-buried grain boundaries are only visible in the latter.

As shown in Figure 3.3a, the acquired pre-peak intensity maps of both polarisations
can be combined to obtain a map of the dominant CGs in the two-polycrystalline parti-
cles. It should be noted that with two polarizations quantitative orientation maps of the
c-axis cannot be obtained. In the smaller V2O5 particle several surface-running grains
are visible in both phase and absorption contrast. These grains, roughly 200 nm in di-
ameter, share a common orientation among each other and are most likely a result of a
secondary nucleation process. The larger particle consists of multiple nearly micron-sized
domains. While pairs of these domains appear to share a common orientation, indica-
tive of a preferred crystallographic orientation, the variation in orientation between these
pairs appears moderately large, which suggests this arrangement to have originated from
particle aggregation during the synthesis or the annealing process. This grain map is cor-
roborated so far possible by micrographs acquired with an optical polarizing microscope,
which are shown in Figure 3.7.
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Figure 3.3. Grain map and local spectral response of polycrystalline vana-
dium pentoxide particles. (a) Absorption and phase based grain maps. Maps were
constructed by merging V K -edge pre-peak intensity image reconstructions acquired at
orthogonal polarization states. A bivariate colour map is used to highlight the alignment
of the different V2O5 grains, i.e. the orientation of the apical bond of the [VO5] unit, with
the incident polarisations. Note that quantitative angular orientations of the crystallo-
graphic c-axis cannot be obtained with only two polarizations. Scale bar is 1 µm. (b)
Pixel-level X-ray near-edge absorption and phase spectra acquired from a polycrystalline
vanadium pentoxide particle at mutually orthogonal polarization states. A star in (a)
highlights the location of the pixel. Spectra are post-edge normalized and smoothed by
3-point adjacent-averaging. Figure reproduced from [91] / CC BY-NC.
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3. Nanoscale Crystal Grain Characterization via Linear Polarization X-ray Ptychography

In contrast to the measured difference in spatial resolution, grain maps extracted from
the phase, shown in Figure 3.3a, do not appear to be significantly improved compared
to the absorption. The basis behind this observation can be seen in Figure 3.3b, which
shows pixel-level spectra at orthogonal polarisation states. Evident in these spectra is
that the difference between the maximum pre-peak intensity in the absorption spectra
across polarisations is nearly twice that of the phase. This suggests the phase is less
sensitive to changes in polarization, similar to the observation made within the context
of X-ray magnetic circular dichroism (XMCD) [79]. A second explanation emerges from
a closer look at the phase spectra. The pre-peak in the phase spectra possesses a larger
spread in energy. This spread of the signal among different energies reduces the maximum
contrast in the current and previous means of evaluation. Such spread may in the future
encourage fitting of the pre-peak to attain a better result or possibly allow the extraction
of secondary information from the phase pre-peak, e.g. a more detailed view into the
probed coordination geometry.

In summary, we have introduced a technique for linear-polarization-dependent nano-
imaging. The method uses X-ray linear dichroism ptychographic spectroscopy and is
analyser-free. The current demonstration with two polarization states provides contrast
between grains at different crystalline orientations, but with two polarizations is lim-
ited to qualitative grain orientation maps. Quantitative characterisation and associated
unique mapping of c-axis orientations [95], becomes possible with additional relative
orientations of the sample, and possibly the incorporation of a vectorial ptychography
formalism [100,108,109]. The presented 2D approach will find application, for example,
within an in-situ characterisation context of intercalation materials or energy storage
materials [110, 111]. However, to fully exploit the penetration depth of hard X-rays,
future efforts are placed in the combination of PIC-ptychography and computed tomog-
raphy, specifically vector tomography [79, 112]. The associated acquisition of additional
tomographic orientations of the sample allows a sensitivity to the out-of-plane compo-
nent in 3D. This combination would open a new investigative space, in particular for
ptychographic X-ray computed tomography (PXCT) studies for which large parts of the
scientific interest not only stem from composition and structural variation of the sam-
ple, as commonly retrieved in PXCT measurements, but also, and additionally, from
grain characteristics and their orientational distribution. Such capabilities would find
ubiquitous applications in biomineral [96], energy storage [113,114], heterogeneous catal-
ysis [115], and additive manufacturing research [116].

The raw data can be obtained under DOI: 10.5281/zenodo.4059817.

We acknowledge the support of the Swiss National Science Foundation, grant numbers
PZ00P2_179886 and 200021_178788.
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3.3. Supplementary Information

3.3 Supplementary Information

3.3.1 Materials

Analytical grade vanadium Pentoxide (V2O5), was purchased from US Research Nano-
materials Inc. Laboratory grade Ethanol was purchased from Sigma-Aldrich. The UV
curable epoxy resin was type NOA-81, Norland Products.

3.3.2 Sample Mounting for PIC-PXCT

To ensure a homogenous dispersion of crystalline material for PIC image acquisition,
1 mg of the purchased V2O5 powder was dispersed in 10 ml of EtOH and sonicated
2 times for 15 minutes each. Following, 5 µl of this slurry was deposited on a silicon
nitride membrane, 1.5 mm in diameter -1000 nm thick, and left to dry in air. The silicon
nitride membrane was as densely populated by apparently individual V2O5 crystals and
polycrystalline aggregates ranging from 200 nm to 20 µm in diameter. The membrane
was then mounted on a 2-pin sample holder, constructed of OMNY pins [117]. See
Figure 3.4 for details.

3.3.3 Optical and Electron Microscopy

Scanning electron microscopy (SEM) of the samples was carried out using an FEI Nova
NanoSEM 650. Optical Micrographs were acquired using a Leica DM2500M. See Fig-
ures 3.6 and 3.7.

3.3.4 PIC-Ptychography

X-ray ptychography is a lensless imaging technique in which the phase problem is solved
by means of iterative phase retrieval algorithms and as such provides the complex-valued
refractive index of the specimen imaged, i.e. images of both absorption and phase contrast
are obtained [16,35].

Data Acquisition, Ptychographic Reconstruction and Spatial Resolution Esti-
mation at a Single Energy: PIC-PXCT experiments were carried out at the cSAXS
beamline of the Swiss light source (SLS). The photon energy was selected using a double-
crystal Si(111) monochromator. Measurements were carried out around the vanadium
K -edge, 5.460 to 5.520 keV. A Fresnel zone plate with 120 µm diameter, outermost zone
width of 60 nm, and locally displaced zones to provide perturbations of the illumina-
tion wavefront, was used to define the illumination onto the sample [118]. As the focal
length of the zone plate changes with beam energy, the sample to zone plate distance
was adjusted so that the focused beam had a diameter of ∼5 µm at the sample plane
for all energies. Based on this illumination diameter we then set a constant scanning
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3. Nanoscale Crystal Grain Characterization via Linear Polarization X-ray Ptychography

step size for all projections of 0.6 µm using a Fermat spiral scanning grid [119] therewith
ensuring sufficient overlap at all energies. Coherent diffraction patterns were acquired
with an in-vacuum 1.5k Eiger detector with a 75 µm pixel size approximately 7.2433 m
downstream of the sample [120, 121]. An evacuated flight tube was positioned between
the sample and detector to reduce air scattering and absorption. Measurements were
carried out using the positioning instrumentation described in Holler et al. [122, 123] at
room temperature.

Ptychographic scans consisting of 624 diffraction patterns at maximum were acquired
each with an exposure time of 0.1 seconds. From each diffraction pattern a region of 440 x
440 pixels was used in the ptychographic reconstructions. Reconstructions were obtained
with 1000 iterations of the difference-map algorithm [35] followed by 500 iterations of
maximum likelihood refinement [42,45] using the PtychoShelves package [50].

The spatial resolution of a ptychographic image reconstruction was estimated by
Fourier ring correlation (FRC) [124]. Two independently acquired ptychographic images
of the same area, taken at a photon energy below the V K -edge were used for this
purpose. The estimation is based on the intersection of FRC curves with a one-bit
threshold curve [124]. The full-period spatial resolution for the phase is estimated to be
110.4 nm, for the absorption 183 nm, and for the complex image reconstruction to be
around 119.2 nm. Please see Figure 3.5 for the corresponding correlation curves.

Although the complex-valued transmissivity is reconstructed with both phase and
amplitude / absorption components simultaneously, phase image reconstructions, in the
studied X-ray energy range and for the given sample, possess a higher spatial resolution
compared to the absorption reconstructions. This is because the real part of the refractive
index decrement is on average 10 times larger than the imaginary part across the studied
X-ray energy range, as such phase contrast provides a better signal-to-noise ratio and in
turn image reconstructions of higher spatial resolution. This situation is further evident
in the spatial resolution of the complex-valued image reconstruction tending strongly
towards the phase estimate.

The X-ray dose imparted to the sample per ptychographic scan was estimated to be
∼106 Gy. The dose was estimated based on the accumulated area flux density during a
scan and the mass density of the specimen [125].

Acquisition and Reconstruction of PIC-Ptychography Datasets: The image ac-
quisition and reconstruction procedure outlined above was carried out 2 times, at 0 and
90 degrees of sample rotation normal to the fixed linear beam polarisation and repeated
at ∼60 energies across the vanadium K -edge where the relevant pre-edge and edge re-
gion was scanned in 0.5 eV steps. Since the pixel size depends on the photon energy
the reconstructed projections were resized to the largest pixel size. A region of the
field of view without particle was used to estimate and remove the constant and linear
phase components, perform phase unwrapping, and to normalize the transmission / ab-
sorption [126]. Lastly projections were aligned with subpixel accuracy [127] resulting
in a complex-valued X-ray transmission near-edge spectrum (XTNES) image stack per
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polarisation state, i.e. stacks of phase and absorption as a function of energy.

In total, we collected a PIC-Ptychography dataset for each of three different sets of
polycrystalline particles located on the same silicon nitride membrane, one of which is
shown and discussed in the main text. All datasets show similar results.

Micro-spectroscopy Analysis: Following reconstruction, the two hyperspectral and
complex-valued image stacks, measured with orthogonal linear polarization, were first
rotated to a common orientation and then spatially registered by means of a normalized
mutual information metric [128]. Pixel-level absorption and phase spectra were next
normalized to account for variations in sample thickness, i.e. to retrieve numerically
comparable pre-edge intensities across both polarisation states. Considering that the
sample is entirely consistent of V2O5, said normalisation was performed based on the
magnitude of the absorption edge jump, or magnitude of the phase drop, respectively,
as these quantities are proportional to the total vanadium concentration and thereby
proportional to the local sample thickness. The pixel-level X-ray absorption near edge
spectra (XANES) and X-ray phase near edge spectra (XPNES) were further normal-
ized through linear regression of pre- and post-edge regions. Rudimentary crystal grain
visualisation, Figure 3.3, was achieved by mapping to cyan and magenta the pre-edge
intensities from 0 and 90 degrees polarisation angle, respectively.

Supplementary Movie 3.1. Ptychographic Phase and Absorption Image Re-
constructions across the Vanadium K -edge. Shown is an excerpt of the acquired
the spectral-image series used in the main text, highlighted is the transition from pre-
edge to white line. To note is the feature / contrast delay from phase to absorption in
accordance with the spectra presented in Figure 3.1.

Supplementary movie can be downloaded from https://doi.org/10.1039/D0CC06101H.
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3. Nanoscale Crystal Grain Characterization via Linear Polarization X-ray Ptychography

Figure 3.4. Optical Micrograph of the 2-Pin Sample Holder. To facilitate the
acquisition of images at two sample-relative polarization states, we constructed a simple
2-pin sample holder, as shown above. The holder was created by fixing two OMNY
sample holder pins (Membrane Type) at ∼90 degrees to each other. The silicon nitride
membrane, carrying the sample, was then glued onto this holder. Scale bar is 5 mm.
Measurements were carried out with a fixed horizontal beam polarisation, following the
acquisition of the first spectral image series the sample holder was azimuthally rotated
to create the second polarization state with respect to the sample. Figure reproduced
from [91] / CC BY-NC.

Figure 3.5. Spatial Resolution of Ptychographic Image Reconstructions.
Fourier ring correlation (FRC) curves were calculated from ptychographic images ac-
quired below the V K -edge at a single polarisation state. The resolution estimate is
based on the one-bit threshold criterion. Pixel size is 48.82 nm. Figure reproduced
from [91] / CC BY-NC.
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Figure 3.6. Comparison of Scanning Electron Micrograph and PIC-
Ptychography Pre-Peak Intensity Maps of one of the Investigated Vanadium
Pentoxide Particles. Left, scanning electron micrograph. Scale bar 2 µm. Right,
phase-based pre-peak intensity maps at orthogonal linear polarisation states as shown
in Figure 3.2. ϕ = 0◦ (top) to ϕ = 90◦ (bottom). Green circles indicate two dominant
crystal grains (CGs) visible in both the surface sensitive electron microscopy and the
transmission based PIC-Ptychography. Figure reproduced from [91] / CC BY-NC.

Figure 3.7. Vanadium Pentoxide Crystals under a Polarizing Optical Micro-
scope. Optical micrographs of the vanadium pentoxide particles shown in the main text
acquired at increasingly crossed polarizers, i.e. 0, 45 and 90 degrees. Scale bar is 2 µm.
Figure reproduced from [91] / CC BY-NC.
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Chapter 4

Sparse X-ray Transmission
Spectrotomography for Nanoscopic

Compositional Analysis

The content of this chapter is covered in the publication: Z. Gao, M. Odstrcil, S. Böck-
lein, D. Palagin, M. Holler, D.F. Sanchez, F. Krumeich, A. Menzel, M. Stampanoni,
G. Mestl, J.A. van Bokhoven, M. Guizar-Sicairos and J. Ihli. “Sparse ab initio x-ray
transmission spectrotomography for nanoscopic compositional analysis of functional ma-
terials.” Science Advances 7.24 (2021): eabf6971. [129]

4.1 Abstract

The performance of functional materials is either driven or limited by nanoscopic het-
erogeneities distributed throughout the material’s volume. To better our understanding
of these materials, we need characterization tools that allow us to determine the na-
ture and distribution of these heterogeneities in their native geometry in 3D. Here we
introduce a new method based on X-ray near-edge spectroscopy, ptychographic X-ray
computed nanotomography, and sparsity techniques. The method allows the acquisi-
tion of quantitative multimodal tomograms of representative sample volumes at sub-30
nm half-period spatial resolution within practical acquisition times, which enables local
structure refinements in complex geometries. To demonstrate the method’s capabilities,
we investigated the transformation of vanadium phosphorus oxide catalysts with indus-
trial use. We observe changes from the micron to the atomic level, and the formation
of a location-specific defect so far only theorized. These results led to a re-evaluation of
these catalysts utilized in the production of plastics.
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4.2 Introduction

Composition and structure define a material’s functionality [130]. While we can deter-
mine and sometimes predict the relationship between structure and emergent function-
ally for simple single-component materials with some effort, we frequently face difficul-
ties when dealing with structurally and compositionally more complex materials such as
heterogeneous catalysts, energy storage materials or biominerals [5,131,132]. Here, func-
tionality is often defined by local heterogeneities in structure and or composition such as
interfaces between two components or selected crystallographic defects, distributed in a
larger volume [133, 134]. The distribution of these heterogeneities within frequently hi-
erarchically structured assemblies, spanning multiple length scales, and their interaction
with the local environment, further guides the material’s functionality or device perfor-
mance. As such we face the challenge to provide characterization tools that allow us to
determine the nature and distribution of these heterogeneities in their native geometry in
3D. This is to better our understanding of current and aid the design of next-generation
materials.

X-ray absorption near-edge spectroscopy (XANES), the measurement of X-ray exci-
tation characteristics of a chemical element in response to variation in incident energy,
has become the dominant method for chemical speciation and component identification
in various research fields [135,136]. While initially limited to bulk analysis, the increasing
importance of advanced composite materials [5,132,134,137–139] has led to the develop-
ment of XANES imaging, and eventually to XANES tomography [71–77], adding a struc-
tural characterization element and aiming to identify and localize local heterogeneities
in a system-representative sample volume, i.e. providing the desired characterization
tool. These techniques are especially of interest when aiming for nanoscale resolution to
reveal features at the scale in which different chemical phases intertwine in these materi-
als [5,132,134,137–139]. However, current XANES tomography implementations [71–77]
suffer from two particular difficulties when in pursuit of nanoscopic features in represen-
tative sample volumes: access to local quantitative density or elemental concentrations
requires effort in calibration and normalization that is often overlooked, and lengthy ac-
quisition times [22]. Until now, spectral tomogram synthesis involved the acquisition of
one tomogram per energy to generate the hyperspectral dataset. The required number
of projections per tomogram scales with the sought spatial resolution and the diameter
of the sample following the Crowther criterion [15]. Iterative reconstruction methods,
such as the simultaneous algebraic reconstruction technique (SART) [140], were follow-
ing introduced to relax the number of projections while preserving the quality of the
tomographic reconstruction.

Here, we introduce a novel acquisition scheme and iterative reconstruction technique
that leverages the sparsity of information in a hyper-spectral tomogram to relax the re-
quired number of projections further, thereby significantly reducing XANES tomogram
acquisition times [22]. Specifically, using the introduced reconstruction technique, we
were able to reduce the number of projections to 11% of the Crowther criterion at no
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significant cost of spectral or spatial resolution. Such a reduction is possible, as signal
variation across the spectra is heavily correlated and can be reduced to spatially-localized
and consistent grey-level changes, our reconstruction leverages this correlation to signif-
icantly relax the required measurements.

Even though the developed reconstruction technique is applicable to a wide range
of tomography techniques, we here selected ptychographic X-ray computed tomography
(PXCT) [141] as the vehicle of choice in order to provide an easier or more direct ac-
cess to quantitative values [22]. PXCT readily provides quantitative tomograms of the
complex-valued refractive index distribution, i.e. phase and absorption. As a lensless
imaging technique, its spatial resolution is not limited by aberrations or technical limita-
tions in the fabrication of optics, which is a significant challenge for X-ray wavelengths,
this makes PXCT prolific in terms of signal to noise ratio (SNR) and with outstand-
ing resolving power. The combination of PXCT’s high resolution and quantitativeness
with our sparse reconstruction method for spectral tomography, following termed sparse
X-ray transmission near-edge spectro (XTNES) tomography, enables the acquisition of
a 3D picture of representative volumes with nanometer resolution, which reconstructs
into quantitative values of electron density, absorption, elemental concentration, and ox-
idation state. This ultimately allows a local, quantitative characterization of structure,
chemical composition and coordination geometry.

In this first application, we examined a pristine and an industrial used vanadium
phosphorus oxide (VPO) catalyst. These oxides are used to catalyze the selective ox-
idation of n-butane (C4H10) to maleic anhydride (MA) (C4H2O3). MA is a precursor
in the production of plastics, with a steadily increasing production quantity of currently
2 million tons per year [142, 143]. In consideration of the reaction by-products, carbon
monoxide and carbon dioxide, a financial and environmental incentive is present to in-
crease the productivity of these catalysts. State-of-the-art catalysts are a composite of
hierarchical porosity, and one of the factors that hinders catalyst improvement is that
the composition and spatial distribution of its vanadium phosphate phases (Table 4.1)
are not precisely known. Another factor is that during reactor operation, the catalyst
undergoes a series of structural and compositional changes that culminate in a gradual
loss of catalyst productivity. Due to the compositional uncertainty, the aforementioned
changes are yet to be fully understood, leading to an active discussion regarding the
best catalyst design, the most desirable active phase, and the nature of active sites in
general [144–148]. Historically, V=O bonds or V5+/V4+ redox pairs on the catalyst’s
surface are considered to be the active sites in the initial hydrogen transfer reaction to
activate n-butane on the catalyst surface. The former, i.e. the cleaving of alkane C-H
bonds, is suggested to be the rate-limiting step [143, 145, 147–150]. More recently, P=O
bonds were theoretically suggested to play an equally important role [151, 152]. Natu-
rally, materials of increased structural disorder, exhibiting more of these bonds at their
surfaces, find employment in industrial VPO catalysts [153, 154], for example, defect-
rich nanoparticles and amorphous phases. Please see the Supplementary Materials and
Figure 4.4 for further details regarding VPO and their industrial use.
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The XTNES tomography measurements presented here provide answers to some of
these uncertainties, explicitly those surrounding catalyst structure, composition, active
sites, and productivity. The multimodal hyperspectral tomograms revealed a structural
and chemical transformation following four years of industrial reactor utilization. That
is from a mesoporous catalyst of high surface area composed of a series of amorphous
and nanocrystalline vanadium phosphate phases, to a macroporous catalyst composed
of micron-sized and defect-rich vanadyl pyrophosphate crystals. When evaluated against
catalytic performance, this transformation directly implies the used catalyst to be more
productive on a surface area-specific basis than the pristine and equilibrated catalyst.
By utilizing the quantitativeness of XTNES to perform local structure optimizations
on vanadyl pyrophosphate crystals that were in contact with the reactive medium, we
were able to correlate this increased productivity of the used catalyst to vanadyl de-
fects, which create unsaturated P=O bonds that are accessible from {200} terminated
facets. Hence, catalysts of highest activity might not be derivable from amorphous sur-
face deposits enriched in V5+ or the interaction of nanometer-sized V5+ and V4+ compo-
nents as previously targeted but rather through defect engineering of highly crystalline
vanadyl pyrophosphate crystals [149, 150]. These observations currently aide the design
of improved VPO catalysts and hopefully highlight the prowess of XTNES tomography
including local defect and potential active site characterization.

4.3 Results

4.3.1 X-ray Transmission Near-Edge Spectro Tomography

Clariant AG provided the pristine and the used VPO catalyst bodies, i.e. pellets [155].
The latter were sourced from an industrial fixed-bed reactor after four years of known
operation history. The reactor coolant temperature was gradually increased from 400°C
to ∼420°C following the first year of operation to ensure steady reactor performance.
From performance profiles, Figure 4.5, we can estimate that a catalyst equilibrium state
and structure was reached after ∼1.5 years of operation. Bulk examination revealed the
used catalyst to exhibit a 70% decrease in specific-surface-area and a ∼10% reduction in
productivity after four years of operation, Table 4.2. As shown in Figure 4.1A, samples
intended for tomographic examination were extracted from the central region of randomly
selected catalyst pellets and shaped into cylinders roughly 12 µm in diameter.

High-resolution tomographic projections (Figure 4.6) were acquired at 60 X-ray pho-
ton energies across the vanadium K -edge, between 5.443 and 5.530 keV. For a target
spatial resolution of 25 nm, a conventional spectrotomography measurement using an-
alytical reconstruction technique, i.e. satisfying the Crowther sampling criteria, would
require the acquisition of 628 projections at each energy. Following our sparse sampling
approach, we measured at each energy, only 68 projections resulting in a reduction in
acquisition time per XTNES tomogram from more than one week to less than 20 hours.
To retain information from a high diversity of incident angles, which aids the sparse
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synthesis, we further introduced a unique offset to the first projection angle of each
single-energy-tomogram [156]. Figure 4.1B and 4.1C illustrate the acquisition strategy.
Similar angle interleaved acquisition strategies found previous application within the field
of time resolved X-ray tomography [156,157].

At these photon energies, the phase of the complex-valued projections provides a
better signal-to-noise ratio and spatial resolution compared to the amplitude. There-
fore, high-resolution processing was conducted using the phase, while the amplitude, or
absorption signal was used as low-resolution reference.

The reconstruction of the sparse XTNES tomograms was carried out using a novel
iterative algorithm based on principal component analysis (PCA) [158] and SART [140].
The reconstruction process involves a non-centered PCA decomposition of a downsized
hyperspectral tomogram to extract a set of spectral modes with their corresponding
component tomograms to be used as initial guess. The initial guess is then iteratively
refined using all the high-resolution projections at all energies. This process results in
a set of spectral modes and their corresponding tomograms at the highest resolution,
from which we can calculate the XTNES tomogram. The half-period spatial resolution
of the obtained XTNES tomograms was determined using 4D Fourier shell correlation
(FSC) and found to be limited by the voxel size, here 26.50 nm. The corresponding full-
period resolution is 53.0 nm. Please see the Methods Section for a detailed explanation
of the reconstruction procedure and Figure 4.7 for details regarding resolution estimates.
Further, the reader is referred to Figure 4.8 which provides a comparison of different
analytical and iterative tomogram reconstruction methods to showcase the benefit of the
introduced sparse spectral tomogram reconstruction method.

The phase and absorption spectra of two voxels extracted from the pristine cata-
lyst are shown in Figure 4.2A. The provided absorption spectra were obtained using
a Kramers-Kronig transformation (KKT) of the phase spectra [159]. Given that this
is the method’s first application, we transformed the phase signal to absorption via a
KKT to allow an easier analysis and validation of the reconstructed spectra, owed to the
established analysis routines for XANES spectroscopy and the availability of reference
spectra [160]. For example, a comparison of one of the provided voxel-level absorption
spectra with spectra from the literature, shown in Figure 4.9, confirms that the voxel con-
sists mainly of vanadyl pyrophosphate. The typical approach for the analysis of XANES
spectra, as well as XANES tomography, is to compare the measured spectra to those of
a list of reference components. A particular match with one, or a linear combination of
multiple reference spectra, allows the identification of a single or fractional quantifica-
tion of multiple components [71, 135, 161]. The quantitativeness of ptychography-based
XTNES tomography affords us with a different analysis approach to reach the same
goal. This approach is based on the extraction of a set of key quantities directly from
the acquired phase or absorption spectra of each voxel. The quantities extracted in the
present case include: (i) Local electron densities obtained from the phase signal away
from the resonant edge. (ii) Local vanadium concentrations retrieved from the edge jump
magnitude. (iii) Local vanadium oxidation states determined by the position of the ab-
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sorption edge. (iv) The local vanadium coordination geometry inferred from pre-edge
peak intensity variations. Please see Figure 4.2A for a graphical illustration and the
method section for further details about how these quantities are obtained. Instead of
a comparison of spectra, we compare the extracted set of quantities with those of a list
of possible, or considered, reference components, shown in Table 4.1. If a match of the
measured set with those of a single reference component is not possible, a linear combi-
nation of multiple reference components can be explored to best describe the measured
set of quantities. While the typical spectrum comparison-based analysis is reliant on
the availability of reference spectra or reference materials from which spectra can be
collected, the quantity-based analysis is largely free of this constraint. In this study, a
selected number of reference spectra of components with known oxidation state are used
to convert measured edge-energies to oxidation state. However, the quantities used in
this manuscript for component identification are also readily available in the literature
for a vast amount of materials. This makes the presented approach well suited for the
examination of materials where reference spectra are hard to come by, as is often the case
for industrial materials. For cases in which reference spectra are available, this approach
could of course leverage this extra information to add additional constrains for a refined
material characterization.

4.3.2 XTNES Tomograms of Pristine and Deactivated VPO Catalysts

Figure 4.2B-D shows compound volume renderings of the tomogram extracted quantities
(i), (ii) and (iii) for both the pristine and used VPO catalyst, together with orthoslices of
the individual quantities. Please refer to Movie 4.1&4.2 for an animated representation.
Associated histograms and correlations of these quantities are shown in Figure 4.10.

It is evident from a structural comparison of the electron density tomograms, i.e. the
outcome of a conventional PXCT measurement, that the catalyst undergoes a structural
reorganization during reactor operation. The catalyst’s nanoporosity and fine structure
are lost, leaving behind a mesoporous structure composed of micron-sized domains. Ac-
cordingly, a decrease in surface area and widening of the pore network is registered,
as shown in Figure 4.11 and Table 4.2. An increase in average electron density (±σ)
from 0.66 (±0.007) to 0.86 (±0.006) neÅ-3 further suggests that the observed changes in
structure are a product of phase transformation processes. Lastly, based on the electron
density distribution, shown in Figure 4.2C&D and Figure 4.10, there appears to be little
compositional variance within the pristine and used catalyst. While this may appear to
conflict with the reported ill-defined nature of VPO catalysts [144–148], in reality, we
find numerous industrial VPO catalyst components to possess comparable electron den-
sities. The situation is similar for vanadium concentration and vanadium oxidation state,
Table 4.1. This renders schemes based on a single value for component identification in-
sufficient. For example, an electron density of 0.86 neÅ-3 as dominantly observed in the
used catalyst could equally be interpreted, among others, as (VO)2P2O7, V(PO3)3, and
VO(HPO4)·0.5H2O, all known to be possible catalyst components [145,147,153,154].
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An identification of components becomes possible, when electron density, vanadium
concentration, and vanadium oxidation state are considered together, as demonstrated
in Fig 4.10. Based on this correlative identification approach, we identified three distinct
components in the pristine catalyst. Identification was limited to materials reported in
the literature to be present in VPO catalysts, shown in Table 4.1 [145,147,153,154]. These
being amorphous vanadium-rich metaphosphate, nanocrystalline vanadyl pyrophosphate
((VO)2P2O7)) and vanadium hydrogenphosphate (∼(VO)PO4·2H2O). While the latter
is present in the form of isolated, micron-sized objects, the former two, which account
for the majority of the sample volume, are found in nano-sized domains. Notably, do-
mains of these two components are spatially intertwined, with the minor metaphosphate
phase preferentially facing the pore space or reaction environment, thereby increasing
the vanadium concentration and oxidation state at the catalyst surface. The catalysts
composition changes with reactor operation. In the used catalyst we identified only two
components, namely small islands of VOPO4 (<10 vol.%) and a dominantly defect-rich
vanadyl pyrophosphate. The latter appears throughout the entire catalyst in micron-
sized domains that exhibit a variance in vanadium concentration and oxidation state,
which are known to occur in solid-state transformation processes.

Intensity variations of the vanadium pre-edge peak (iv) are discussed separately and
shown in Figure 4.3A&B. These variations provide a first glance at the microstructure of
the catalysts, e.g. allowing the detection of crystalline and amorphous domains [97]. This
is made possible by the combination of using a linearly polarized illumination and the
net-anisotropy of most crystalline materials [91, 162]. Notably, it is the spatial extent of
regions with increased pre-peak intensities that reaffirm the loss of amorphous domains
and the catalyst’s nanocrystalline structure during reactor use. In the used catalyst,
we find vanadyl pyrophosphate crystals with a coherent domain size of multiple microns,
which suggests the presence of chemically more defined surfaces than were available in the
pristine catalyst. Based on the Bragg peak intensity ratio of the vanadyl pyrophosphate
reflections, these surfaces, which are available for selective oxidation, are present in the
form of {200}- and with progressing use increasingly {024}-terminated facets.

To obtain a better understanding of the defect-rich crystal structure of these sur-
faces, which drive the catalytic conversion process, we calculated the average electron
density, vanadium concentration, and vanadium oxidation state of vanadyl pyrophos-
phate in direct contact with the reactive medium, shown in Figure 4.3C. These values
were combined with ratiometric V/P measurements, to locally specify the vanadyl py-
rophosphate crystal structure by means of ground-state total energy calculations. See
Supplementary Materials for details. Figure 4.3D presents a comparison of the ideal
vanadyl pyrophosphate crystal structure and the calculated structure of the outermost
80 nm of the used catalyst. Visible is the loss of a single vanadyl group per unit cell
following reactor use. The resulting vacancy is selectively accessible in the {200} di-
rection. Thereby creating unsaturated P=O bonds on the surface of these facets and
increasing the oxidation state in neighboring vanadium atoms. Unsaturated P=O bonds
on the {200} surfaces of vanadyl pyrophosphate have so far only been theorized to exist
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and were recently suggested to be active sites in the conversion of n-butane to maleic
anhydride [151,152].

4.4 Discussion

As losses in specific-surface-area (70%) stand in no relation to the reduction in catalyst
productivity (∼10%), it is hard to argue that the catalyst performs worse after reactor
use. Far from it, assuming an equal density of active sites in the pristine and the used
catalyst, the used catalyst performs astonishingly well on a surface-area-specific scale
even after four years of reactor operation, Figure 4.5. This poses the question as to why
and how to leverage this information to design improved VPO catalysts or increase the
lifetime of existing catalysts.

Spectral nanotomography measurements provide a first answer to this question. The
detected loss of amorphous vanadium-rich metaphosphate and increasing absence of sec-
ondary vanadium phosphate phases with progressing reactor operation, suggest both to
be of minor importance regarding catalyst productivity, which is surprising given their
previous consideration as active site carriers [149, 150]. Rather, catalyst productivity in
the used catalyst appears to derive from a significantly increased density and availability
of active sites per unit area on the surface of vanadyl-deficient and crystalline vanadyl
pyrophosphate grains. In addition to the previously suggested V-O bond on {200} ter-
minated facets, the here identified unsaturated P=O bonds [151] appear to contribute
to the catalyst’s productivity. The latter possesses more uncompensated negative charge
and, therefore, a higher affinity to extract the hydrogen atom (H) from the n-butane
C–H bond [152], see Supplementary Material. Based on these results, rather than fo-
cusing on the purposeful introduction and maintenance of amorphous vanadium-rich
metaphosphate and as such V5+ rich phases on the catalyst surface through phosphate
dosing [142], current catalyst design studies, of industrial collaborators for improving MA
yield and selectivity, are targeting the production of catalysts with narrower pore space
and composed of vanadyl-deficient vanadyl pyrophosphate. Structural and composi-
tional observations and resulting conclusions were only possible through the examination
of catalysts extracted from an industrial reactor operated under low phosphate dosing
conditions (< 1 ppmv) and following long-term use, which allows us to probe an evolved
catalyst structure that emerges only after years of use in an industrial setting [149].

In summary, we developed a novel acquisition and reconstruction procedure for an-
gularly sparsely sampled spectro-tomograms that can be utilized by a wide variety of
imaging techniques. Application within the framework of PXCT allowed for a struc-
tural, compositional and chemically quantitative characterization of a functional mate-
rial at a representative sample volume with a half-period spatial resolution of sub-30
nm, or full-period resolution of sub-60nm, providing sufficient constrains to perform ab
initio structure refinements in complex geometries on the voxel level. Furthermore, the
method allows for quantitative spectro-nanotomography with a much-reduced acquisi-
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tion time and dose. A combination that satisfies an existing demand of the research
community [163] and lessens a number of difficulties in spectral -tomography, such as
spatial resolution limitations imposed by imaging optics. Further, this combination pro-
vides a more direct access to quantitative information, e.g. electron density and elemental
concentration, and reduces the acquisition time of near-edge spectral tomograms. This
method effectively puts in-situ studies targeting fundamental electrochemical and cat-
alytic processes within reach.

Moreover, the increased brightness and coherent flux of emerging 4th generation syn-
chrotrons could lead to even further increased spatial-resolution and faster acquisition.
These developments alongside the presented method will open the door for nanoscale
extended X-ray absorption fine structure (EXAFS) [136,164] and dedicated X-ray polar-
isation [97] tomography studies.
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Figure 4.1. Illustration of sparse XTNES acquisition. (A) Examined VPO cat-
alyst pellet as retrieved from the reactor (top left). Preshaped sample mounted on a
tomography pin (top right, black arrow) and focused ion beam milled sample cylinder
(bottom). Scale bars are 5 mm, 1 mm and 10 µm. The white circle indicates the region
from which the sample cylinder was extracted. The blue rectangle indicates roughly
the field of view during XTNES tomogram acquisition. Photo credit: Zirui Gao, PSI,
ETHZ. (B) Spectral tomograms were assembled by acquiring a series of angularly sparse
ptychographic tomograms across the vanadium K -edge. (C) Graphical illustration of the
acquisition scheme of tomography angular orientations versus x-ray photon energy. For
each energy, the Crowther criterion is indicated by small dots, while larger dots indicate
angularly sparse measured projections. At each energy, an offset to the angle based on a
golden ratio is added to each projection to maximize the available information diversity.
Figure reproduced from [129] / CC BY.
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Figure 4.2. Local vanadium K -edge spectra and XTNES tomograms of in-
dustrial VPO catalysts. (A) Example of two voxel-level phase and KKT-obtained
absorption spectra. From these spectra, we obtain quantitative values for (i) the electron
density, (ii) vanadium concentration, (iii) vanadium oxidation state, and (iv) pre-peak
intensity. (B) Hue saturation value 3D color map used for the combined visualization of
electron density, vanadium concentration, and vanadium oxidation state. (C) 3D volume
rendering of the pristine catalyst based on the color map presented in (B) and axial
virtual slices taken from the middle of the catalyst sample highlighting the individual
quantities. (D) 3D volume rendering and virtual slices of the used catalyst based on the
color map in (B). Scale bars, 2 µm. The positions of the voxels discussed in (A) are
marked in (C) using a cross and a circle, respectively. Figure reproduced from [129] /
CC BY.
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Figure 4.3. Microstructural analysis, local structure optimization, and de-
fect Identification in vanadium phosphorus oxide catalysts. (A) Pre-peak in-
tensity volume renderings, shown as (iv) in Fig. 4.2A, of the pristine and used VPO
catalyst. (B) Volume rendering of the pre-peak intensity of a single vanadyl pyrophos-
phate [(VO)2P2O7] grain found in the used VPO catalyst. Changes in pre-peak intensity
are displayed in the form of a gradient color map ranging from blue to green. Scale bars, 2
µm. (C) 3D distance maps of XTNES extracted quantities—(i), (ii), and (iii)—from the
pore space into the used VPO catalyst. Magnitudes encountered within the first 80 nm of
the material are shown in gray, which were used as boundary conditions for ground-state
total energy calculations of the crystal structure of vanadyl pyrophosphate in contact
with the reactive medium, thereby found to be vanadyl deficient (VO). The gray dotted
lines show reference values of both the ideal and defective structure. (D) Ideal crystal
structure of vanadyl pyrophosphate including 200 and 024 surface projections as well
as vanadyl defective projections of the calculated catalyst structure in contact with the
reactive medium (gray box). Figure reproduced from [129] / CC BY.
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4.5 Materials and Methods

Materials: Pristine and used industrial VPO catalyst pellets, roughly 5 mm in diameter,
manufactured under identical conditions were provided by Clariant AG. The used cata-
lyst pellets were sourced from an industrial fixed-bed reactor after four years of operation,
i.e. after an overall time on steam of 38,000 hours. Specifically, they were extracted from
a catalyst bed, operated in upward gas flow configuration and at near constant salt bath
or reactor temperature. The catalyst bed housing reactor tubes had a dimension of 21
by 3700 mm (w×h). The hydrocarbon inlet concentration was ∼ 1.8 mol. %, water was
added to the feed steam at a concentration of ∼ 2 mol. % throughout, phosphates were
added at a concentration of ∼0.01 pmmv. The salt bath temperature was held at ∼400°C
until 16,000 hours of operation before gradually increasing the temperature to 420°C to
ensure a steady conversion rate in face of catalyst deactivation, see Figure 4.5. Observ-
able was a gradual and delayed loss in MA yield and catalyst selectively up ∼ 19,000
hours of catalyst use or two years of operation, reflective of a still evolving catalyst struc-
ture up to this time point. One randomly selected pellet from each the pristine and used
catalyst population was subjected to spectro-tomographic examination. Samples were
stored in environment-isolated containers as much as possible prior to examination. The
industrial VPO catalysts themselves are porous bulk type vanadium phosphate catalysts
and as such they are predominantly composed of vanadyl pyrophosphate, (VO)2P2O7,
and to a lesser extent of various vanadium phosphate phases, VOxPO4(H2O)n [142]. Fur-
thermore, catalysts are sparsely decorated with bismuth oxide nanoparticles, which are
added to increase catalytic activity and selectivity towards maleic anhydride. Chemical
composition and selected properties of both sample populations are listed in Table 4.2.

Sample Preparation: A pristine and a used VPO catalyst pellet were first mechanically
fractured, after which a central piece from each pellet was mounted on a tomography
pin. The mounted samples were then pre-shaped using a micro-lathe [165] to a diameter
of 100 µm before being reduced to a final diameter between 10-12 µm using focused
ion-beam (FIB) milling.

Data acquisition: XTNES-tomography experiments were carried out at the cSAXS
beamline of the Swiss Light Source, Paul Scherrer Institut, Switzerland. The photon
energy was selected using a double-crystal Si(111) monochromator. The horizontal aper-
ture of slits, located 22 m upstream of the sample was set to 20 µm in width, to create a
horizontal virtual source point that coherently illuminated a Fresnel zone-plate 220 µm
in diameter and with an outermost zone width of 60 nm [166]. The Fresnel zone-plate
was designed with locally displaced zones to improve imaging quality and phase accu-
racy [118]. Coherent diffraction patterns were acquired using an in-vacuum Eiger 1.5M
area detector, with a 75 µm pixel size, placed 5.23 m downstream of the sample inside a
flight tube under vacuum. For the PXCT measurements we employed the nanotomogra-
phy instrument described in Holler et al. [10]. This instrument incorporates interferomet-
rically controlled 3D stages for precise nanopositioning with an accuracy reaching 10 nm,
aiming to minimize motion- or geometry-induced errors which have a negative impact
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on the achievable spatial resolution. Each ptychographic scan, or projection, covered a
field-of-view of ∼ 16 × 10 µm2 (horizontal × vertical) and consisted of ∼160 scanning
positions with an average step size of 1 µm. Positions followed a Fermat-spiral scanning
pattern [119]. The exposure time per point was 0.1 seconds.

Sparse-XTNES tomograms were collected by acquiring a series of sparse-tomograms
at different photon energies across the vanadium K -edge. Each sparse tomogram covered
the full tomographic angular range of 180°. Measurements were collected with an energy
step of 0.5 eV across the vanadium K -edge (5.465-5.487keV), and a coarser step of 5
eV in the pre-edge (5.443-5.465 keV) and post-edge (5.487-5.540 keV) regions. In total,
60 sparse-tomograms were acquired, each with 11% of the Crowther criterion angular
sampling [15]. To maximize the information content for the reconstruction of a sparse-
XTNES-tomogram, each sparse tomogram had a different starting angle given by the
golden ratio sequence [167], but only computed in the range between zero and one angular
step size. Angle interleaved acquisition strategies have found previous application within
the field of time resolved tomography [156,157].

Ptychographic Image Reconstructions: For each ptychographic image reconstruc-
tion, i.e. each tomographic projection, a region of 600 × 600 pixels of the detector was
used, resulting, in an image pixel size of 26.10 to 26.52 nm, depending on the illumination
energy. Reconstructions were obtained with 200 iterations of the difference map (DM)
algorithm [35] followed by 300 iterations of maximum likelihood (ML) refinement [45],
using the PtychoShelves package [50]. The reconstruction pixel size can be in theory
adjusted by changing the region of the detector depending on the incident X-ray energy,
however in our case this was not possible due to the small energy step size of 0.5 eV.

Processing of Ptychographic Projections: Due to the superior spatial-resolution
and improved signal-to-noise ratio of the phase signal in the hard X-ray regime, com-
pared to absorption, high-resolution XTNES-tomograms were reconstructed from the ac-
quired phase signal, while the absorption was used only as low-resolution reference [168].
Changes in the real part of the scattering factor, which are associated with the phase,
across the vanadium K -edge are nearly twice as large when compared to changes in the
imaginary part of the scattering factor, which is associated with the absorption.

As the pixel size of projections depends on the X-ray photon energy, we resized all
complex-valued ptychographic projections to a common pixel size of 26.52 nm using an
interpolation based on fast fractional Fourier transform [169,170]. Next, the phase of the
reconstructed 2D projections was extracted by post-processing alignment and removal of
constant and linear phase components, and the projections aligned using a tomographic
consistency approach [170].

XTNES-tomogram Reconstruction: In order to reconstruct a XTNES tomogram
from an angularly sparse, i.e. angularly under-sampled, set of projections, a new iterative
algorithm, based on a combination of PCA [158] and SART [140], was developed. The
aim is to reconstruct a set of spectral modes wk (E), where k = 1, 2, 3, . . . is the mode
number, and their corresponding component tomograms Xk (r). The hyperspectral real

54



4.5. Materials and Methods

part of refractive index δ, which is associated with phase contrast, is then given by

δ (r, E) =
∑
k

Xk (r) ∗ wk (E). (4.1)

First, to obtain a starting guess for reconstruction of X1 (r), the measured projections
at each energy and rotation angle, namely {Pθ,E (r2D)}, are spatially down-sampled by a
factor 16, and low-resolution tomographic reconstructions are obtained for each energy.
At this resolution the Crowther criterion is satisfied, so a conventional tomographic
reconstruction per energy can be performed. We then perform a non-centered PCA on
the reconstructed hyperspectral tomograms and we take the first principal coefficient,
namely w1 (E), and the corresponding 3D spatially-resolved component tomogram. The
tomogram was then interpolated to the original voxel size with Fourier transform based
interpolation, using this as the starting guess of X1 (r) accelerates the convergence, while
using zeros as a starting guess is also possible.

The refinement is carried out with an iterative algorithm, similar to SART, using the
high-resolution projections. For each iteration the components are updated by

∆X1 (r) = τ ∗ FBP

{∑
E

[(
Pθ,E (r2D)− P̂θ,E (r2D)

)
∗ w1 (E)

]}
, (4.2)

where τ denotes the update ratio, Pθ,E denotes the measured projection at rota-
tion angle θ and energy E, and P̂θ,E denotes the projection computed from the current
estimate, and FBP{} denotes filtered back-projection over all rotation angles and ener-
gies [171]. The ratio τ is calculated as

τ = α ∗ NE∑
E [w1(E)]2

, (4.3)

where α = 0.2 is the relaxation constant, and NE denotes number of energies. P̂θ,E
are computed by

P̂θ,E = Pθ {X1 (r) ∗ w1 (E)} , (4.4)

where Pθ denotes a tomographic projection at rotation angle θ. Note that SART uses
normally a back-projection, but here we use FBP because it showed faster convergence.
This update is applied until convergence, which we defined as less than 0.1% improvement
in the error criteria, which is defined as

ε = RMS
{(
Pθ,E (r2D)− P̂θ,E (r2D)

)
∗ w1 (E)

}
, (4.5)

where RMS denotes root mean square calculation. Notice that by reducing the error
with respect to the high-resolution projections, the update step refines the resolution of
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the initial low-resolution guess. Once convergence is reached for X1 (r), we proceed with
refinement of the next modes. First, we remove all contributions of the first component
from the projections by

P ′θ,E (r2D) = Pθ,E (r2D)− Pθ {X1 (r) ∗ w1 (E)} . (4.6)

Now, taking {P ′θ,E (r2D)} as the new data, we down-sample again and compute a low-
resolution spectral tomogram from them. The whole procedure above is then repeated
to get w2 (E) and X2 (r). Due to orthogonality of coefficients in PCA decomposition,
the reconstruction of the latter does not interfere with previous modes. We then repeat
the procedure until the fourth component tomogram X4 (r) is reconstructed, which was
in these cases the last component to show signal above the noise. Note that the total
number of acquired projections for the pristine catalyst is 4677, which is approximately
8 times those required for a single tomogram sampled following the Crowther criteria,
and similar for the used catalyst. From an information-content view our measurement
justifies recovery of four components.

After this process, we obtain a set of spectral modes and the corresponding compo-
nent tomograms at the finest resolution. Finally, the hyperspectral tomograms can be
calculated using Eq. (4.1). This reconstruction approach leverages sparsity on the data
ab initio by only allowing a finite number of orthogonal spectral modes in the reconstruc-
tion, following the logic that only a finite number of chemical variations of the resonant
element(s) are in occurrence. This is unlike methods that use spatial regularization or
total variation, i.e. our approach relies neither on favoring smooth nor spatially sparse
or piece-wise continuous solutions.

To note, when inspecting reconstructions we observed that the second spectral mode
was picking up small and reversible sample motions / deformations that correlated with
the degree of X-ray absorption by the probed chemical element. While this observation is
interesting in its own right and the topic of a future manuscript, for purposes of chemical
analysis we here discarded the use of that mode.

Extraction of Chemical Information from the XTNES-tomogram: Following
the determination of pore volume and catalyst-associated volume by means of threshold
segmentation, several spectral features were calculated for each catalyst-associated voxel,
see Figure 4.2A. To allow the calculation of these features, which are at times extracted
from relatively small changes in the spectrum and as such susceptible to noise, we first
applied a 2 × 2 × 2 binning to the reconstruction to a voxel size of 53 nm. Voxel-level
phase spectrums were next converted to absorption spectra using a Kramers-Kronig
transformation (KKT) [160]. See the “Kramers-Kronig transformation (KKT)” section
in the Supplementary Materials for details. The resulting voxel-level X-ray absorption
near-edge spectra were then corrected by removing the native energy dependence of
the attenuation coefficient through linear regression of the pre- and post-edge region,
i.e. 5.443-5.465 keV and 5.495-5.540 keV, respectively [75]. This correction is needed
to obtain quantitative vanadium concentrations and pre-edge intensities as well as to
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determine the V K -edge position following the method of Koningsberger and Prins [66].
The vanadium concentration values were refined using corresponding features in the phase
signal. Voxels possessing a vanadium concentration of less than 10-3 nVÅ-3 were removed
from further analysis. Vanadium K -edge positions, i.e. resonant-edge energies, were
determined using the method of Koningsberger [66] and then converted to vanadium
oxidation state. This conversion was achieved through linear interpolation using the
known edge energies of V(PO3)3 and (VO)PO4 as lower and upper bound. V(PO3)3 and
(VO)PO4 were selected as reference components due to their known Vanadium oxidation
state V3+ and V5+ and because they are known possible components present within VPO
catalysts, see Table 4.1. This conversion from edge energy to oxidation state resulted in a
couple of voxels with an apparent oxidation state of greater than V5+ as can be seen in the
corresponding histograms, Figure 4.10. These unrealistic values are a result of reference
point selection and edge position measurement uncertainty in selected voxels, i.e. those
where spectrum normalization was difficult or failed. The general reliability of the applied
phase-to-absorption KKT was validated by comparing the resulting XANES spectrum
with the XANES spectrum extracted from the absorption component of ptychography
images and with a XANES spectrum of the same VPO catalyst acquired using a dedicated
x-ray absorption spectromicroscopy setup (Fig. 4.13).

XTNES error estimation: The single-voxel electron density and vanadium concen-
tration uncertainties, at 52-nm voxel size, were estimated on the basis of their standard
deviations (SDs) (σ). Measurement uncertainty of electron density was calculated on
a region of air surrounding the imaged catalyst pillars and found to be 0.007 neÅ-3 for
the pristine sample and 0.006 neÅ-3 for the used catalyst sample. The measurement
uncertainty of the vanadium concentration was calculated similarly and found to be
0.0042 nVÅ-3 for the pristine catalyst and 0.0034 nVÅ-3 for the used catalyst. Oxidation
state and pre-peak intensity are undefined in the air region, so a similar approach cannot
be used. To estimate those errors, we selected an isolated micrometer-sized grain from
the used sample, which shows a single chemical composition, (VO)2P2O7, and calculated
the SD of edge center energy and pre-peak intensity in that grain. This way, we deter-
mined the measurement uncertainty of edge center energy to be 1.1 eV, or 0.22 eV in
oxidation state. The uncertainty of pre-peak intensity was found to be 0.02 (1/neÅ-3).
These uncertainty values are used as estimate for both samples because of the highly
heterogeneous structure of the pristine catalyst.

When calculating the mean value of a region of interest, such as the surface distance
maps shown in Fig. 4.3C, the error is calculated using the standard error of the mean
(SEM), which equals the SD of the voxels included in the SD calculation divided by
square root of the number of voxels. The error values were too small to be visible as
error bars in Fig. 4.3C.
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4.7 Supplementary Materials

4.7.1 Extended Materials and Methods

Spatial Resolution of XTNES Tomograms: The spatial resolution of the sparse-
XTNES tomograms was estimated using Fourier shell correlation (FSC) [124]. To do so
we divided the full hyperspectral dataset in half and two independent spectro-tomograms
were reconstructed. To estimate the spatial resolution of the entire hyperspectral tomo-
gram we then calculated the correlation between these two tomograms in Fourier domain
and estimated the resolution based on the intersection with a half-bit threshold. For both
samples, we estimate a half-period spatial resolution of ∼26 nm, Figure 4.7a, for the 4D
hyperspectral tomogram. The full-period resolution is accordingly twice this value.

However, one must consider that the chemical information resides in changes of the
spectra. These changes consequently have different signal-to-noise ratio than the whole
signal, and therefore also different resolution. To estimate the spatial resolution of such
changes in spectra we take from the two independently reconstructed hyperspectral to-
mograms, the coefficients Xk (r) , k = 1, 2, 3, 4 as defined in Eq. (4.1) in the main text
and calculate the 3D FSC for each one of them. The half-period resolution results are
shown in Figure 4.7b and 4.7c for the pristine and used catalyst, respectively, which pro-
vide upper and lower bounds for the spatial resolution of the different spectral modes. It
should be noted that this does not directly correspond to the resolution of the different
components (i)-(iv).

Kramers-Kronig transformation (KKT): KKT of voxel-level phase spectra were
calculated based on a piecewise Laurent polynomial method, as described in Watts
(2014) [159]. Phase spectra, which were obtained from tomography reconstructions,
were linearly interpolated between energies in the measured range, and extrapolated to
the energy range from 0 to 500 keV using values at both edges of the spectra. Then for
each energy point within the measured range, an absorption value of the transformed
spectrum is calculated using analytical formulas derived from integration of the input
phase spectrum over the whole energy range, these formulas are given in Eq. (10) and
Table 1 in Watts (2014) [159].

Dose Estimation: The X-ray dose imparted to the specimens in a XTNES tomogram
was estimated to be on the order of ∼108 Gy. The estimated dose is based on the average
area flux density of each ptychographic scan and the mass density of the specimen [125].
For this calculation the sample was assumed to consist entirely of vanadyl pyrophosphate.

Tomogram Analysis: Analysis, segmentation, and 3D rendering was carried out either
using in-house developed Matlab routines or using Avizo. Prior to the analysis of the
pristine XTNES tomogram we masked out the outermost 200 nm of the imaged cylinder,
Figure 4.14. The masked region contained sample preparation artefacts in the form of
FIB-milling implanted gallium and redeposited material.

Porosity Analysis: The catalyst pore-network was isolated by means of threshold
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segmentation of the structural / electron density tomogram, followed by morphological
operations to refine the segmentation. Pore size distributions (PSD), Figure 4.11, were
calculated based on 3D thickness maps [172]. In consideration of the spatial-resolution
estimates, apparent pores with a diameter smaller than 52 nm were excluded from size
distributions. The connected pore volume was calculated based on neighborhood-based
component labelling.

Interfacial Changes To map the average change in density and chemical composition
from the pore space across the interface into the bulk catalyst interior we calculated a
series of 3D Euclidian maps up to 250 nm into the catalyst with an average step size of
25 nm. Maps were calculated using the binary mask defined in the pore analysis step.

Component Identification: Component identification was carried out via multivari-
ate comparison. Compared were the voxel-level measured electron density, vanadium
concentration and oxidation-state values with those of a table of reference components
or materials. Material identification possibilities were as such limited to the considered
components, provided in Table 4.1 are electron density, vanadium concentration and ox-
idation state values of potential materials previously reported to be found within or as
part of VPO catalysts [145, 147, 153, 154]. Identification was based on the closest match
between experimental and tabulated values. Provided in Figure 4.10 are 1D and 2D
correlation histograms of the measured / extracted values of the two catalyst samples.
Added to these plots are markers of the identified components. In the presented case
we largely refrained from a partial volume effect based analysis, i.e. the occupation of
a single voxel by two or multiple materials, leading to voxel-level average electron den-
sity, vanadium concentration values and oxidation state weighted in accordance to the
volumetric fractional occupancy of a voxel by the present materials. A combination of
materials was only considered to account for the detection of V3+ in the pristine sam-
ple, explainable by a partial occupancy of V(PO3)3 and amorphous or nanocrystalline
(VO)2P2O7 (50/50). See also Figure 4.10.

General Material Characterization Methods

Catalyst Composition: The population average chemical composition of the industrial
VPO catalysts was determined by inductively coupled plasma atomic emission spectrom-
etry (ICP-AES). The catalyst was dissolved in aqueous H2SO4 prior to the measurement.

Bulk Vanadium Oxidation State: Following dissolution in aqueous H2SO4, the cata-
lyst’s average oxidation state was determined using redox titration. KMnO4 and FeSO4
were used as titration reagents to determine the amounts of V4+ and V5+ in the respec-
tive catalyst samples. The reported vanadium oxidation state in Table 4.2 represents the
concentration average of both species.

Catalytic Properties and Performance: The performance of industrial VPO cata-
lyst samples was evaluated over the whole catalyst lifetime using a 3-channel IR sensor
(butane, CO, CO2) after scrubbing all organic acids (maleic anhydride, acetic acid, acrylic
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acid) and drying of the reaction gas.

Porosity: Average pore size and total porosity of the pristine and used VPO cata-
lyst, were determined on a bulk level by nitrogen physisorption and Mercury intrusion
porosimetry. Prior to each measurement, the sample was degassed for 10 h. The pore
diameters were calculated using the Washburn equation with a contact angle of 140°.
The bulk- average results are given in Table 4.2.

Scanning X-ray Fluorescence and X-ray Diffraction Tomography: Scanning
microbeam diffraction (µXRD) and microbeam fluorescence (µXRF) tomography exper-
iments of the pristine VPO catalyst examined in the main text were carried out at
the microXAS beamline of the Swiss Light Source (SLS), Paul Scherrer Institut (PSI),
Switzerland. For µXRD & µXRF experiments an 11.3 keV incident beam was focused
with a Kirkpatrick–Baez (KB) mirror system to a size of ∼ 1 × 1 (H × V ) µm2. For
microbeam X-ray fluorescence, XRF spectra were collected using two Si drift diode de-
tectors (KETEK), which were placed at opposite sides of the sample perpendicular to the
direction of X-ray propagation. Using two detectors on opposite sides of the sample helps
alleviate self-absorption effects on the tomography reconstruction. Diffraction patterns
collected from LaB6 powder were used to calibrate the sample-to-detector distance. The
detector, an Eiger 4M, was positioned about 8.3 cm from the sample. After aligning the
tomography pin with the sample stage’s center of rotation, we simultaneously recorded
XRD patterns and XRF signals.

Several tomographic slices across the sample height of the pristine catalyst, with a
vertical step size of 1 µm, were reconstructed from a series of horizontal line scans, during
which the sample was scanned through the X-ray beam with a step size of 0.5 µm. 61
angular projections were acquired per tomographic slice. In case of the acquired XRF,
spectra was integrated in the energy range of the V K -α signal in order to obtain a single
sinogram per axial slice. A simultaneous iterative reconstruction technique (SIRT) [57]
algorithm was then applied to obtain the tomographically reconstructed volume. The
diffraction tomograms were obtained similarly, for those the measured diffraction patterns
at each scanning point were first azimuthally integrated using the Bubble interface of
PyFAI [173]. The one-dimensional diffraction patterns were next analyzed as a function
of position and rotation to construct one sinogram per 2θ value, generating a total of
about ∼4000 sinograms covering a total range of 1.5–56°in 2θ with a step size of ∼0.01°.
Smaller 2θ angles, and the transmitted intensity, were recorded by a SiC diode, which
was integrated to the 2 mm diameter beamstop. Following tomographic reconstruction,
this procedure allowed the acquisition of the full powder-XRD pattern per voxel of the
tomographically reconstructed volume [174]. Voxel-level diffraction patterns were fitted
using XRDUA for phase identification [175]. We refrained from any voxel-level refinement
operations due to insufficient data quality. Please see Figure 4.12, for visualizations of
both the µXRF and µXRD tomograms.

Micro X-ray Absorption Near-Edge Spectroscopy (µ-XANES): µ-XANES mea-
surements of the pristine VPO catalyst pillar were similarly acquired at the MicroXAS
beamline of the SLS, PSI. A beam focused with a Kirkpatrick–Baez (KB) mirror system
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to a size of ∼ 0.7 × 0.7 (H × V ) µm2 was used. A photon energy range of 5400-5600
eV or across the V K -edge was used for the XANES measurements. Data were acquired
in 0.3 eV steps using the aforementioned beamstop-integrated SiC diode placed behind
the sample. For each incident photon energy we collected one line scan across the pillar
width, for which the sample was scanned in lateral direction in steps of 0.5 µm. The
acquired spectra were next averaged and the resulting V K -edge XANES were processed
using Athena [161]. Resonant-edge energy determination followed IFEFFIT’s algorithm,
used to find the first peak of the first derivative of µ(E) [161]. Please see Figure 4.13 for
the obtained spectra.

4.7.2 Selective Oxidation of n-butane to Maleic Anhydride (MA), its
Industrial Realization and Relevance

The selective oxidation of n-butane to maleic anhydride (C4H2O3) and its chemical
derivatives maleic acid and fumaric acid over vanadium phosphorus oxides (VPO) was
industrially first realized by Monsanto in 1974. These chemical intermediates find use
in nearly all areas of chemistry, most prominently in the production of unsaturated
polyester resins, i.e. the production of household and industrial plastics. Given the con-
tinuing demand in the former, the annual production of maleic anhydride is continuously
increasing, exceeding 2 million tons by 2020 [142,143]. This important catalytic conver-
sion process operates under kinetic control. The exothermic conversion of n-butane to
maleic anhydride over vanadium phosphorus oxides in presence of oxygen possesses two
main reaction by-products in the form of carbon monoxide and carbon dioxide. Both of
which are thermodynamically more favorable, Figure 4.4. This leads to strict require-
ments on the catalyst concerning thermal and chemical stability and the reactor with
regards to heat transfer capacities to provide a constant reaction environment, e.g. tem-
perature and feed composition. The current generation of heterogeneous catalysts and
reactors exhibit maleic anhydride yields of ∼ 60% [145].

Industrial conversion is frequently carried out in fixed-bed reactors, operating at
roughly 400°C. These reactors consist of a series of actively cooled reactor tubes (>10,000
tubes; with an inner diameter of ∼20 mm), filled with porous VPO catalyst bodies or
pellets. Pressurized, preheated mixtures of air, n-butane (< 2 vol.%), and water (< 3
vol.%) are continuously fed through the reactor tubes from the bottom. Reaction prod-
ucts are syphoned off from the top and further cycled for refinement purposes in selected
cases [145]. Due to known catalyst deactivation mechanisms, commonly registered in the
form of decreasing yield and selectivity as well as a decreasing phosphorus to vanadium
ratio in the catalyst bodies, additionally added to the feed-stream is a trialkyl phosphate
ester at concentrations up to 10 ppmv. The industrial VPO catalysts utilized in these
fixed-bed reactors are generally of the porous bulk type, i.e. predominantly composed
of vanadium phosphate phases such as vanadyl pyrophosphate and prepared from pre-
cursors such as vanadyl hydrogenphosphate hydrates (VO(HPO4)(H2O)n) by thermal
pre-treatment at ∼500°C in an inert atmosphere. While catalysts based on vanadyl
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pyrophosphate possess a nominal ratio of phosphate to vanadium of 1, catalysts are gen-
erally prepared with an over-stoichiometric amount of phosphate by means of phosphate
dosing during synthesis, as catalytic peak performance is observable at bulk P/V ratios
of roughly 1.1. The additional phosphate is, among other opinions, believed to be present
in form of vanadium-rich amorphous metaphosphate. The latter is poorly bound to crys-
talline vanadyl pyrophosphate stabilizing exposed V4+ [142]. Notably, pristine catalysts
may contain up to 30% of amorphous material which may explain the frequent obser-
vation of higher-than-expected sample-averaged vanadium oxidation state, i.e. vanadyl
(VO2) groups in the catalyst may exist as V5+ defects [142,145–148].

4.7.3 Suggested Active Sites in VPO Catalysts

Modeling studies have suggested that the P=O bond is the active site for initiating the
VPO chemistry, by extracting the H from the n-butane C–H bond. [152] The ability
of P=O to cleave alkane C–H bonds arises from a mechanism that decouples the pro-
ton transfer and electron transfer components of this H atom transfer reaction. The
study’s authors demonstrated that placement of a highly reducible V5+ next to the P=O
enhances the activity of the P=O bond to extract the proton from an alkane, while
simultaneously transferring the electron to the V to form V4+. As such, introducing
a VO vacancy thus makes the P=O bonds have more uncompensated negative charge,
and, therefore, have higher affinity to the H in butane. It is fair to assume, then, that
the defected structure shown in the main text will show high activity in the conversion
process of n-butane to maleic anhydride.

4.7.4 Ptychographic Computed X-ray Tomography and Sensitivity to
Variations in Incident Energy

Ptychographic X-ray computed tomography (PXCT) [141] is a combination X-ray pty-
chography and computed tomography. Ptychography is a lensless imaging technique in
which the phase problem is solved by means of iterative phase retrieval algorithms [32].
During a ptychographic scan, or the acquisition of a tomographic projection, the sample
is scanned at positions where the incident illumination overlaps. At each scanning point
a far-field diffraction pattern measured. By reconstructing these diffraction patterns to-
gether and leveraging the illumination overlap the solution of the phase problem becomes
well constrained. By applying ptychography at different projection angles, i.e. sample
orientations, PXCT is able to retrieve the complex-valued refractive index distribution,
n, of the imaged sample. This provides tomograms of both phase and amplitude con-
trast whose spatial resolution is not limited anymore by the imaging optics but the
angular extent to which the specimen-scattered intensity can be detected [141]. Solu-
tion of the phase problem in conjunction with the removal of resolution-limiting optics
allows PXCT to provide us with quantitative phase and absorption tomograms of high
spatial-resolution and signal to noise ratio when compared to other state of the art X-ray
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microscopy techniques.

PXCT measurements are commonly conducted far from any sample-relevant absorp-
tion edges, i.e. resonant energies, to allow the conversion of the phase tomogram, i.e. the
real part of the refractive index decrement, δ, to electron density, ne, as well as the con-
version of the amplitude tomogram, i.e. the imaginary part β of the refractive index to
absorbance, µ [168]. However, it is worth to remember that δ and β can be expressed
as the real and imaginary parts of the atomic scattering factor, i.e. f0 = f1 + if2 which
are known to be energy dependent. As such it comes to no surprise that the refractive
index distributions retrieved by PXCT are equally sensitive to changes in the respective
scattering factor, ∆fE , at or near sample-relevant absorption edges, Figure 4.13 [168].

n = 1− δ + jβ = 1− re
2π
λ2
∑
k

nkat

(
fk1 + ifk2

)
(4.7)

This energy dependence is commonly used in techniques such as X-ray absorption
near-edge spectro- (XANES) tomography, [71, 136] in which a series of tomograms are
measured across a selected absorption edge to localize and characterize the chemical na-
ture of the edge-specific element in the specimen. Such applications using PXCT are
still rare, despite the advantages PXCT offers as base tomography technique, i.e. dose
efficiency, high spatial-resolution, easier access to the quantitative hyperspectral infor-
mation. Despite these advantages PXCT is not used for transmission spectroscopy due
to multiple interlinked factors, being predominantly: the extensive acquisition time of
a single high-resolution PXCT dataset which can be more than 8 hours for a 15 µm
diameter sample at 20 nm spatial resolution, the limited amount of available beamtime
at PXCT-capable synchrotron beamlines, radiation damage, and physical stability of the
experimental setup and the sample during tomogram acquisitions. Factors, which made
these measurements previously practically impossible, henceforth forcing prior demon-
strations examples to compromise either on the field of view, the energy range and/or the
energy sampling [76,168,176], i.e. the total number of energies at which tomographic pro-
jections are collected across an absorption edge. The here shown introduction of sparse
angular sampling reduces the acquisition time by an order of magnitude while retaining
nm spatial resolution and sufficient spectral resolution, which establishes sparse X-ray
transmission near-edge spectro (XTNES) tomography as a viable tool for quantitative
chemical speciation on the nanoscale in 3D. The basis of this sparsity implementation in
the context of X-ray spectro-tomography acquisition is rooted in the nature of spectral
signal changes being inherently correlated. From a signal perspective, it is then clear that
the information content in a hyperspectral volume does not require Crowther sampling
for each energy if appropriate reconstruction methods are applied as in the presented
case.
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4.7.5 Local Structure Optimization

All ground-state total energy calculations in this work have been performed with the
all-electron full-potential DFT code FHI-aims [177,178]. Electronic exchange and corre-
lation was treated with the PBE functional [179]. Geometry optimization was done with
the “tier2” atom-centered basis set using “tight” settings for numerical integrations. Lo-
cal structure optimization is done using the Broyden-Fletcher-Goldfarb-Shanno method
relaxing all force components to smaller than 10-2 eV/Å. DFT calculations presented in
the current manuscript relied on the automatic optimization of the spin states as imple-
mented in the FHI-aims package. All structures presented correspond to the singlet spin
state.

In the case of the “ideal” vanadyl pyrophosphate crystal, the experimental unit cell
parameters (a = 7.738 Å, b = 9.587 Å, c = 16.589 Å) were used. In the case of the
defected structure, with one [(VO)2] element missing, the full reoptimization of the unit
cell parameters has been conducted. The resulting unit cells parameters were: a =
8.310 Å, b = 9.683 Å, c = 16.041 Å.

We have a relatively large size of the unit cell, this is because the periodic model of the
vanadyl pyrophosphate crystal has a stoichiometry of [(VO)2]8[P2O7]8, comprising 104
atoms, and the fact that all electrons are accounted for explicitly, 1184 electrons in total
in the case of an “ideal” crystal. Therefore Brillouin zone integration was performed
with a reciprocal space mesh consisting of only the gamma point. The size and the
location of the [(VO)2] vacancy was chosen based on the experimental data on vanadium
to phosphorus ratio, vanadium concentration, vanadium oxidation state, and the total
electron density in the unit cell.

4.7.6 Supplementary Movies

Supplementary Movies 4.1 and 4.2: Volume Rendering of and Orthoslices Through
XTNES Tomograms. Shown are volume rendering and cut slice animations of the hue-
saturation-value renderings presented in Figure 4.2 of the main text.

Supplementary movies can be downloaded from https://doi.org/10.1126/sciadv.abf6971.
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Table 4.1. Structural and Chemical Makeup of Reference Compounds. The
electron density and vanadium concentration of reference compounds were calculated us-
ing tabulated molecular weight and mass density values. Oxidation state and coordina-
tion geometry information were extracted from listed references in the first column [148]
*Relative pre-peak intensities are compared to listed vanadium oxides of distinct oxida-
tion states. †O-octahedral, T-tetrahedral, P-square pyramidal, d-distorted.
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Table 4.2. Properties and Composition of Pristine and Used Industrial VPO
Catalysts.

Bulk Analysis: Data were provided by Clariant AG.
Ptychographic X-ray Transmission Near-Edge Spectro Tomography: # Pro-
vided estimates are subject to finite image resolution and image-segmentation limitations.
The resolution of the sparse XTNES tomograms allows for imaging > 80% and > 90%
of the total catalyst pore volume for the used and pristine samples, respectively. For
average pore diameter calculations, a pore diameter of 52 nm was the considered lower
limit.
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4.7.7 Supplementary Figures

Figure 4.4. Oxidation of n-butane to Maleic Anhydride and The Thermo-
dynamically More Favorable By-Products. [145] Figure reproduced from [129] /
CC BY.
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Figure 4.5. VPO Catalyst Performance over Catalyst Lifetime in an Industrial
Fixed-Bed Reactor. Shown in (a) are industrial catalyst productivity data in metric
tons of MA per hour (red squares), of the studied catalyst in the main text. Provided
in (b) is the reactor’s salt bath temperature (SBT -blue rhombs) or temperature over
the catalyst lifetime or time on steam (TOS). Using XTNES tomography we examined
a VPO catalyst at the first and last time point. Figure reproduced from [129] / CC BY.
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Figure 4.6. Example of Reconstructed High-Resolution Ptychography Images
Utilized in the Tomographic Reconstruction Process. Shown are typical recon-
structed ptychography images (tomographic projections) acquired for both samples. (a)
Images of the pristine catalyst sample and (b) the used catalyst sample are acquired be-
low the V K -edge at 5.45 keV and above the edge at 5.53 keV. Shown are both the phase
(top rows) and amplitude component (bottom rows). All complex-valued tomographic
projections used in this study can be downloaded from DOI [10.5281/zenodo.4505125].
Figure reproduced from [129] / CC BY.
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Figure 4.7. Fourier Shell Correlation (FSC) of XTNES Tomograms. Provided
are FSC curves of the 4D hyperspectral tomograms, according to Eq. (4.1) in the main
text, for the pristine and used catalyst. (a) FSC curves for the entire hyperspectral tomo-
grams alongside resolution estimates. Both the pristine and the used catalyst tomogram
reached a voxel-size-limited half-pitch spatial resolution. The tomogram voxel sizes are
26.51 nm for the pristine and 26.48 nm for the used catalyst. FSC curves of the first
4 component tomograms, Xk (r), and the corresponding half-period resolution estimates
are shown in (b) for the pristine and (c) for the used catalyst sample. Figure reproduced
from [129] / CC BY.
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Figure 4.8. Comparison of Analytical and Iterative Tomogram Reconstruc-
tion Methods. Shown is a comparison of common analytical and iterative tomogram
reconstruction methods and the here introduced method, which leverages the sparsity of
information in a hyper-spectral tomogram. Specifically compared are axial orthoslices of
electron density tomogram reconstructions of the used VPO catalyst, at 5.451 keV, us-
ing different reconstruction methods: (a) the conventional filtered back-projection (FBP)
method was used as an example of analytical reconstruction methods, (b) iterative SART
method without constraints and (c) SART method with positivity constraint. Tomogram
reconstructions shown in (a) to (c) were obtained using all 68 equal angular sampled pro-
jections of identical illumination energy. Shown in (d) is the XTNES reconstruction of
the electron density at the same energy utilizing the entire sparse spectral-tomogram
dataset. Figure reproduced from [129] / CC BY.
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Figure 4.9. Comparison of a Voxel-level Vanadium K -edge Absorption Spec-
tra Extracted from the Pristine VPO XTNES Tomogram with a Literature
Reported VanadiumK -edge Absorption Spectra a VPO Catalyst Component.
The voxel-level absorption spectra were obtained from the high-resolution phase spectra
following a Kramers Kronig transformation. The voxel-level spectra is best described by
a spectra of vanadyl pyrophosphate as reported in Ruitenbeck [145]. See Figure 4.2C(x)
for the approximate location of the voxel in the XTNES tomogram. Figure reproduced
from [129] / CC BY.
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Figure 4.10. Histogram and Correlative Bivariate Histograms of Electron
Density and Chemical Information Extracted from the XTNES Tomogram.
(a) Pristine and (b) used catalyst. See Method section in Supplementary Materials
for details on chemical speciation. Compositional reference values of identified cata-
lyst components, such as (VO)PO4, (VO)PO4·2H2O, V(PO3)3, (VO)2P2O7 defect-rich,
(VO)2P2O7 amorphous are marked in the histograms or listed explicitly in Table 4.2.
Figure reproduced from [129] / CC BY.
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Figure 4.11. Pore Size Distributions and Pore Network Connectivity. Pore size
distributions (PSD) of (a) the pristine and (b) the used VPO catalyst, extracted from the
electron density tomogram by means of 3D thickness-map calculations. (c) Zoom of the
100-500 nm pore range for both samples. The zoom corresponds to the grey shaded area
in (a) and (b). The smallest pores considered were 52 nm in diameter, which corresponds
to two half-period resolution elements. For the case of the pristine catalyst the 5 biggest
pore networks comprise roughly ∼60 vol.% of the total pore volume. Figure reproduced
from [129] / CC BY.
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Figure 4.12. Micro X-ray Fluorescence and Diffraction Tomography of a Pris-
tine Industrial VPO Catalyst. Shown is a volume rendering of the imaged pristine
catalyst and axial orthoslices of both the acquired vanadium distribution obtained by
means of XRF tomography and main crystalline catalyst components obtained through
XRD tomography. Provided orthoslices, S1-S3, were taken at different heights across the
catalyst to highlight variations in vanadium concentration and composition. Scale bar is
5 µm. Figure reproduced from [129] / CC BY.
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Figure 4.13. Sample-Averaged Normalized Vanadium K -edge Absorption and
Phase Spectra of the Pristine VPO Sample. (a) Comparison between sample-
averaged absorption spectrum from the ptychography XTNES absorption component
(black); the absorption spectrum resulting from a Kramers-Kronig transformation of
the XTNES phase component (blue, dashed); and XANES spectrum measured at the
MicroXAS beamline of the SLS using a dedicated X-ray absorption spectro-microscopy
setup (red). (b) Average phase spectrum from XTNES tomography. All spectra were
normalized (N) to a post-edge value of 1 for comparison purposes. While minor differences
across the absorption spectra are visible, absorption edge and pre-peak position as well
as pre-peak intensity are well matched across the techniques and/or following a KKT of
the phase spectra. Figure reproduced from [129] / CC BY.
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Figure 4.14. Cylindrical Mask Applied to the Pristine VPO XTNES Tomo-
gram. (a) Axial slice of the electron density of the pristine VPO XTNES tomogram
before (left) and after (right) masking. (b) Electron density histograms of the whole
sample volume before and after masking. The red arrow highlights the higher elec-
tron density bump removed by masking out the outermost 200 nm. Figure reproduced
from [129] / CC BY.

78

https://creativecommons.org/licenses/by/4.0/


Chapter 5

Dynamic Sparse X-ray
Nanotomography Reveals Hydration

Mechanism in PEFC Catalyst

The content of this chapter is covered in the manuscript: Z. Gao, C. Appel, M. Holler,
K. Jeschonek, K. Brunnengräber, B. J. M. Etzold, M. Kronenberg, M. Stampanoni, J.
Ihli and M. Guizar-Sicairos. “Dynamic sparse X-ray nanotomography reveals ionomer
hydration mechanism in polymer electrolyte fuel-cell catalyst.” In preparation.

5.1 Abstract

Tomographic imaging of time-evolving samples is a challenging yet important task for
various fields such as biomechanics, catalysis, and energy materials. In the nanoscale,
current approaches face limitations of measurement speed or resolution due to lengthy
acquisitions and sample movement or deformation during the measurement. Here we
introduce and demonstrate a dynamic nanotomography measurement and reconstruc-
tion technique based on a combination of sparse synthesis and non-rigid tomography.
We demonstrate an increase in temporal resolution of 40 times compared to conventional
methods, while retaining high spatial resolution and possessing high stability against sam-
ple deformation. Using ptychographic X-ray computed tomography as imaging modality,
we are able to resolve the controlled hydration process of a polymer electrolyte fuel cell
(PEFC) catalyst sample with 28 nm half-period spatial resolution and a temporal res-
olution of 12 minutes. We demonstrate that our method provides quantitative density
information about the water intake process of these catalysts, therewith paving the way
for wider application of dynamic tomography at the nanoscale.
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5.2 Introduction

Studying dynamic systems with computed tomography (CT) has been of great interest
ever since the first introduction of the technique, as its penetrative and non-destructive
properties provide a unique ability to image the interior of operando systems. Thus,
the extension of computed tomography techniques for imaging of dynamic processes has
been an important topic over the past few decades and has motivated the development of
dynamic tomography techniques across a wide range of length- and timescales in various
research fields such as biology, chemical industry or energy materials [9, 11, 62, 180,181].
These techniques have been utilized in different imaging modalities for a diverse spectrum
of applications, ranging from CT imaging of cardiac and respiratory motions [11, 13,
182], X-ray microtomography of wingbeats of insects [53], or electron nanotomography
of molecular interactions [183].

The performance of dynamic tomography techniques is often defined by their achiev-
able spatial and temporal resolution. While these specifications vary greatly in different
length scales and scenarios, a common constraint experienced by almost all these tech-
niques is the limitation on measurement speed. This includes limitations on both the
highest achievable temporal resolution, and the total acquisition time required in case of
periodic processes. For the fastest applications of X-ray microtomography, state-of-the-
art methods can achieve a speed of 1000 Hz [9]. For nanotomography the imaging rates
are considerably slower, with a time scale normally on the order of hours [184,185].

This limitation is chiefly driven by the underlying assumptions of conventional tomog-
raphy, which assumes the sample is static during acquisition. In order to measure a 3D
volume at a desired resolution, a certain number of tomographic projections need to be
taken at different relative orientation angles between the object and the incident illumi-
nation. The number of projections is determined by the Crowther sampling criteria and,
for a fixed volume, it grows inversely proportional to the sought resolution [15]. When
aiming for higher resolution, the increased number of projections increases concomitantly
the acquisition time. Another limiting factor is the mechanical overhead needed to rotate
the sample relative to the imaging device, which can become a bottleneck in high-speed
applications [186].

Furthermore, for a given photon flux the total acquisition time for a 3D volume scales
inversely proportional to the fourth power of the sought resolution [125], resulting in
substantially longer acquisition times when aiming to resolve nanoscale features. So while
nanoscale dynamics are of paramount importance for many applications, the acquisition
times put strong limits on either the achievable temporal resolution, or the measurable
sample volume for dynamic tomography.

To address these challenges, several 4D computed tomography methods have been
proposed based on various methodological approaches. Some of these methods focus on
improved hardware design and acquisition protocol to increase acquisition speed [9,186].
Others try to reduce the required number of projections so that the same dynamic process
can be imaged with less measurements, which are often referred to as sparse tomography
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[14,129,187–189].

For sparse tomography the projections are reduced to only a subset of measurements
compared to the Crowther criteria, namely with reduced angular sampling [14,189]. Ap-
plying sparsity in the measurement largely enhances measurement speed, yet inevitably
impairs imaging quality compared to the conventional approach due to angular under-
sampling. However, these effects can often be mitigated with specially designed recon-
struction methods, based on models for the properties of the sample and its dynamics.
Existing techniques achieve such goal by utilizing different strategies such as using prior
information about the sample [89] or numerical constraints in the modelling of dynam-
ics [90].

We here propose a measurement approach and reconstruction algorithm designed
specifically for the challenges of the nanoscale regime. Our method combines sparse sam-
pling, non-rigid tomography, and an iterative reconstruction technique to reach the high-
est resolution. We demonstrate an increase of 40-fold in temporal resolution compared to
conventional nanotomography, together with high stability against sample deformation.
To note, for sparse-tomography to work it is necessary to iteratively reconstruct the time-
dependent dataset with a 4D model. In this approach, we model sample deformations
using the non-rigid computed tomography (NCT) method [190], which is then combined
with a step-function-based sparse dynamic reconstruction method to fully retrieve the
dynamic process.

As a first demonstration, we imaged the controlled hydration process of a hydrogen
polymer electrolyte fuel cell (PEFC) catalyst sample. PEFCs hold great potential as
environmentally friendly alternatives to combustion based engines for the transportation
sector, since they use H2 and O2 to generate water and electric energy. Besides significant
progress in research on the material, PEFCs are not yet used commercially on a regular
basis [191]. Chemically modified and new designs for catalytic sites with improved ac-
tivity are setting new standards for the catalyst’s performance potential, however, when
these materials are tested under realistic conditions, i.e. in catalyst layers within fuel
cell stacks, it becomes apparent that other factors limit the PEFC performance [192].
Insufficient water management is a particular example, where liquid water saturates the
complex structure of the catalyst layer and hinders the transport of gaseous components,
namely H2 and O2, to the catalytically active sites. While characterization of water con-
tent in operating fuel cells is already accessible via neutron imaging [193] and full field
X-ray tomography on the micrometer scale [194], quantitative measures at the nanoscale
are still missing. Since the electrochemical reaction takes place on the nanoscale, it is
crucial to obtain the catalyst layer’s structure on this length scale and as close as possible
to realistic working conditions. Of particular interest at the nanoscale is the ionomer in
the catalyst which is only able to fulfil its proton-conducting role after it absorbs water
molecules. We here demonstrate an unprecedented combination of 28 nm half-period
spatial resolution in 3D with a temporal resolution of 12 minutes, applied to investigate
the humidity-induced changes in a catalyst layer sample with a 20 µm diameter and
10 µm height.
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Figure 5.1. a) Measurement strategy of sparse dynamic tomography, each dot repre-
sents one projection measured at a given sample orientation. Dashed-line dots represent
projections that would be needed by the Crowther criteria but that are skipped by sparse
sampling. b) Schematic plot of rotation angles versus time. At the start of each sparse
tomogram, i.e. time frame, an angular offset is added based on golden ratio.

5.3 Sparse Dynamic Nanotomography

The core concept of our sparse dynamic nanotomography method consists of two parts:
measurement and reconstruction. The measurement technique, as illustrated in Fig. 5.1,
includes a set of sparse sequential tomography measurements, i.e. time frames, covering
the time lapse of the whole dynamic process. Similar to conventional tomography, for
these tomography measurements, projections of the sample are measured at different
sample orientation angles from 0 to 180 degrees. Sparsity is applied to each tomography
acquisition by taking only a small proportion of total number of rotation angles required
by the Crowther criteria. An angular offset, calculated with golden ratio, was added to
the starting angle of each tomogram to maximize diversity of information content for
more efficient spatial sampling, as shown in Fig. 5.1b [129,187,188].

In our reconstruction approach, we model the dynamic processes combining two meth-
ods, as shown in Fig. 5.2. First, we consider deformations of the sample that cause rel-
ative movement, expansion, or contraction of the whole or any part of the sample. This
is defined as any change of the sample that can be mapped on the original state by a
time-dependent deformation-vector field [190]. Second, we represent the local changes in
electron density by a voxel-wise temporal step function, as described in Fig. 5.3a.

The combination of these two models, shown in Fig. 5.2, can accurately account
for various dynamic processes. For example phase transitions such as solid melting or
liquid condensation or evaporation which include concomitant deformation of the sample
structure [195,196]; chemical reactions such as oxidation or lithiation in energy materials;
quantifying the dynamics and water content for cement hydration [197]; and mechanical
deformation including crack formation.
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Figure 5.2. Schematic of a dynamic liquid-filling process and the reconstruc-
tion technique. a) Tomography measurements of the dynamic process with the object
deforming during the process. b) Reconstructed localized dynamics with deformation
correction, which accounts for the deformation of the sample using a time-dependent
deformation field and allows localized dynamics to be retrieved on a stable sample struc-
ture. Blue arrows in a) represent normal projection lines and curved-lines in b) represent
curved integration path for projections using the non-rigid computed tomography (NCT)
approach.

5.4 Iterative Temporal Reconstruction Technique

For the reconstruction, all measured projections are first aligned with the tomography
projection alignment method described in [170]. Then we apply the NCT method to
reconstruct deformations of the sample during the whole measurement process. As pre-
viously described in [190], this method extracts a vector-based time-dependent deforma-
tion field, which is then used on the tomographic projections and back-projections. The
NCT method can effectively model and correct the deformations of the sample during
measurement, and allows us to use a simplified model for the local change of density in
individual voxels. Using the non-rigid correction, we can assume that the changes are
‘localized’, such that local electron density changes in the sample can be represented at
their starting position throughout the whole process. This simplifies the local dynamics
significantly, as it allows us to exclude any intertwining effects between neighbouring
voxels caused by deformation or movement, and to use a much simpler model to encode
the remainder dynamics as changes are constrained within each individual voxel. A more
detailed description and results of the NCT method can be found in the methods section.

In our approach, we assume that the imaged quantity of each voxel changes like a
step function in time, as shown in Fig. 5.3, which shows a transition from the start value
N0 to the end value N1 at a certain time point T . This assumes that the local changes
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at each voxel occur within one of the tomographic time frames, we further discuss the
performance of the reconstruction algorithm when this assumption is not satisfied in the
Methods subsection “Numerical simulations”.

Dynamics that consist of a step function for each voxel can be uniquely defined by
the three variables N0, N1 and T, shown in Fig. 5.3a. These three quantities can be
interpreted as the initial state, the final state, and the transition time of each voxel, and
can be used to reconstruct a full 3D volume for each time interval. This is illustrated in
Fig. 5.3b for a simulated dataset of a liquid-filling process.

The reconstruction problem is then reduced to reconstructing the N0, N1 and T ,
variables for each voxel of the 3D volume. We developed a method based on iterative
refinement where we use adapted projections and back-projections according to the re-
constructed deformation field. Refinements are applied simultaneously to the N0, N1 and
T variables at each voxel based on differences between the projections generated by the
current iteration of the variables and the measured projections. As a result, the method
is able to reconstruct the start and end states of the sample at full spatial resolution,
and retrieve the transition time values with a temporal resolution equal to the length
of a time frame, i.e. the measurement time of one sparsely-sampled tomogram. A more
detailed description of the reconstruction algorithm can be found in methods section.
Note that the transition-time T can be used to directly extract contours or isosurfaces
of phase transition or water filling. Already these reduced volumetric parameters can be
considered one step ahead in the analysis of the 4D dataset.

During the reconstruction we do not apply any spatial constraint nor any restriction
on the values of N0, N1 nor on the difference between them. Instead, we only assume
a transition between two states for each voxel and the local values can either increase,
decrease or stay unchanged. This also means that apart from capturing water conden-
sation in empty pore space, i.e. an increase in electron density, the method also allows
reconstruction of other structural changes, such as crack formation or a decrease in den-
sity accompanied by a volume expansion or swelling process, as it is demonstrated in the
experimental results.

5.5 Vapor Condensation and Water Uptake in a PEFC Cat-
alyst Layer

We demonstrate our approach by imaging vapor condensation and the structural response
upon water uptake in a standard platinum / carbon (Pt/C) catalyst. Layers of these
catalysts are used in fuel cells as the cathode electrode of a membrane electrode assembly
for a PEFC stack. A schematic representation of a PEFC stack is shown in Fig. 5.4a, in
which the two gases H2 and O2 undergo an electrochemical reaction to generate electricity
and water in an environment with complex surface chemistry. Within the catalyst layer,
the electrochemical reactions are driven by catalytic active sites of small hydrophilic Pt
nanoparticles with an average diameter of 3 nm. The nanoparticles are distributed on
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Figure 5.3. a) Step function model of dynamic process in a voxel. The step function is
uniquely defined by values N0, N1 and T . b) Time frames of the dynamic liquid filling
process, and c) the variables N0, N1 and T that model the process. The colormap for T ,
represents transition time, ranging from the start to the end of the process, with colors
from blue to red.

the surface of a hydrophobic carbon support, Vulcan XC72R, and partially covered by
a binder, i.e. the ionomer, which is the hydrophilic polymer NafionTM. Understanding
water condensation in this environment is greatly desired. Liquid water saturation, either
from vapor condensation or as the product of the electrochemical reaction, hinders the
transport of gaseous components, i.e. H2 and O2, to the Pt nanoparticles. Moreover,
since these nanoparticles and the relevant porous network are only a few nm in size, it
is important to understand vapor condensation within the catalyst on the nanoscale.

The uptake of water molecules plays another important role within the catalyst layers.
The ionomer acts as a binder, but also as the proton conducting element between anode
and cathode catalyst layer. It can only fulfil this role in its hydrated state, which also
explains why PEFCs are usually operated at high relative humidity (RH) of 80-100%
because this humid atmosphere is beneficial for their performance. However, upon water
uptake the nanoscale structure of the ionomer is expected to change with a decrease in
density and an expansion into unoccupied space [198]. These structural changes may
additionally hinder the transport of the gaseous components within the catalyst layers
together with liquid water condensation. Therefore, understanding the role of water
in this complex environment is desired for further improving the performance of PEFC
materials.

We prepared a 20 µm-diameter pillar extracted from a catalyst coated membrane for
a membrane electrode assembly of a PEFC. A scanning electron microscope (SEM) image
of the sample is shown in Fig. 5.4b. Experiments were performed at room temperature
while the atmospheric conditions surrounding the sample were controlled by an airflow
system, the latter providing humidified nitrogen with a RH ranging between 80-93%. As
shown in Fig 5.4c, the RH was slowly increased from 81% to 92% in steps of 0.1% over a
time span of 34 h. The sample is then kept at a RH reading of 92%, which was found to
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saturate the humidity sensor. The sample continues to absorb water after the saturated
humidity reading is reached, as shown in the water intake in Fig 5.4c, which is calculated
from the integrated electron density of the sample, calculated from the 2D projections.

For each time interval, indicated in Fig. 5.4c, a tomography measurement is made with
sparsely sampled angular orientations. Each of these sparse tomograms contain 25 sample
angular orientations in the range from 0 to 180 degrees, which corresponds to a sparsity
ratio of 2.2% compared to the 1,122 projections required by the Crowther criterion for
a 28 nm half-period resolution. As mentioned above, the starting angles at each time
frame were adjusted using a golden ratio approach [129,167,187] for more efficient spatial
sampling. Each sparse tomography measurement took 12 minutes, including overhead,
while the relative humidity was increased by 0.1% after each sparse acquisition.

5.6 Reconstruction and Analysis

Using the NCT method, we obtained a deformation vector field that characterizes the
expansion of the sample, as shown in Fig. 5.5c. After the non-rigid correction, we recon-
struct the N0, N1 and T variables that define the dynamic process, shown in Figs. 5.5a,
5.5b, and 5.5d, respectively. A comparison of the improvement obtained by using the
NCT method, and more details on the reconstruction procedure, can be found in the
methods section.

During the controlled hydration process, we observe water condensation in the outer
layer of the sample pillar. This is shown in Fig. 5.5a and 5.5b which depict axial to-
mography slices from the reconstructed tomograms of the start and the end states of the
sample. We can clearly see the difference in electron density between these states at low
and high relative humidity, especially the filling of pores in the outer layer. The transi-
tion time T shown in Fig. 5.5d can further be correlated with the readout of environment
relative humidity during the dynamic measurement.

With these variables, N0, N1 and T , we can reconstruct the tomograms at each time
frame during the whole dynamic hydration process. To identify the actual changes in
electron density as well as to illustrate the high resolution of our method, we zoom in
to examine two 1.7 × 1.7 µm2 regions inside the sample, as shown in Fig. 5.6. In the
first region, Fig. 5.6a-5.6d, we can clearly observe the process of water condensation into
the porous catalyst structure over the timescale of a few hours. Initial changes in the
electron density (ED) become visible after the RH approaches 91%. Focusing on the
two highlighted regions (red & blue boxes), we observe that these changes take place
within about 5 hours. In this time-interval, the average ED in the highlighted region in
Fig. 5.6a increases by approximately 0.34 e/Å3, as shown in Fig 6b, a value that matches
the tabulated ED of water of 0.333 e/Å3. We further note that our method is able to
capture multiple stages of the condensation process, since a total of 25 time frames are
reconstructed for this time-span of 5 h, some of the representative frames are shown in
Fig. 5.6a.
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Figure 5.4. a) Schematic of the structure of a polymer electrolyte fuel cell, black
square indicates the interface from which the sample was taken. b) SEM image of the
sample pillar. c) Blue dots show the environment relative humidity versus time, each
dot represents the starting time of one sparsely sampled tomographic measurement. Red
dots show the amount of water intake, which is estimated from the integrated electron
density obtained from 2D projections.
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The ED difference between final and initial state is shown in Fig. 5.6c. The difference
clearly shows that the porous regions of the catalyst become filled with water. Looking
at the transition time T in Fig. 5.6d, it seems that the water condensation in the larger
pores occurs in 2 steps. Initially, some condensation is visible already early on at the
edge of the larger pores followed by a rather quick filling of the full volume. This agrees
with the expected behaviour of the catalyst material. Water will initially not adsorb on
the hydrophobic carbon surface, but on the small hydrophilic Pt nanoparticles as well as
get absorbed in the ionomer of the catalyst. Once condensation starts, it continues to
draw water from the humid atmosphere and starts to fill up the pores rapidly.

The second region, Fig. 5.6e to 5.6h, exhibits an entirely different behaviour. During
the increase of humidity, the electron density in the central part of the ionomer decreases
(blue box) from 0.64 e/Å3 to 0.55 e/Å3 and increases in the adjacent pore volume (red
box) from 0.26 to 0.47 e/Å3. The quantitative change in electron density, in particular
the decrease in the ionomer, cannot be explained by water condensation but is instead
related to structural changes within the ionomer. The ionomer is expected to change its
nanoscale structure upon water uptake. A significant decrease in density of up to 25% has
been observed in literature [198], which is accompanied by swelling on a molecular level,
which is below the resolution limits for our measurements. The fully wetted ionomer
is expected to have an electron density of 0.434 e/Å3 compared to 0.593 e/Å3 in its
dry state. With a half-period resolution of 28 nm, we cannot resolve the high-density Pt
nanoparticles, which are of approximately 3 nm in diameter and have an ED ∼5.167 e/Å3,
due to partial volume effects the ED measured in each voxel is potentially higher due
to the presence of these unresolved particles. In addition, each voxel may also contain
the carbon support, with an ED of 0.59-0.61 e/Å3 that does not change with hydration.
Nevertheless, we still observe a clear decrease in ED for multiple voxels within the second
region, as highlighted in Fig. 5.6g, from which we can deduce which voxels are mostly
occupied by the ionomer. Our method is also able to resolve the ionomer swelling into the
surrounding pore-space and its decrease in ED in 3D and with a half-period resolution
of 28 nm which is, to the best of our knowledge, not yet reported in the literature before.

The significant changes of the ionomer’s nanostructure demonstrate that water sat-
uration and absorption in the PEFC catalyst layer plays not only a role in empty pores
but can also induce significant changes in the nanostructure of the ionomer. Optimiz-
ing the ionomer content is an important parameter that correlates with PEFC perfor-
mance [199,200]. Its swelling may further hinder the diffusion of gaseous components to
the catalytic active sites, in particular when taking into account that in operando con-
ditions additional water is generated as a product of the electrochemical reaction. The
capability to directly image the ionomer swelling in-situ will play an important role to
study its structural response upon water uptake from nanometre to micrometre length
scales, and our method is ideally suited to capture these changes.
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Figure 5.5. Dynamic tomography reconstruction of the catalyst sample. a)
Axial tomographic slice of the reconstructed electron density tomogram at start state.
Scale bar is 3 µm. b) The same slice of electron density tomogram at end state, where
filling of the pores can be observed. c) Reconstructed deformation vector field of the
sample between the low and high humidity state. Arrows indicating the vector field are
upscaled 15 times to improve visibility. d) Map of the transition time T (or corresponding
environment relative humidity) of the same slice. This map shows with color coding the
time point when localized changes occur in each voxel.
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Figure 5.6. Reconstruction inset of 1.7x1.7 µm2 areas of an axial tomography
slice. a) Reconstructed time-lapse electron-density tomograms showing pore condensa-
tion. b) Evolution over time of the average electron density of the rectangle regions in
a marked by blue and red. Vertical lines represent time frames of the tomogram insets
shown in a. The increase in electron density matches that of water, 0.333 e/Å3. c) Elec-
tron density difference between the start and end states. d) Transition-time map of the
region. e) to h) show the same but for a second region that contains water absorption
and swelling of the ionomer.



5.7. Discussion

5.7 Discussion

We have introduced a novel experimental and reconstruction method for dynamic sparse
X-ray nanotomography and demonstrated it by imaging the controlled hydration process
of a polymer electrolyte fuel cell catalyst. During the hydration process, this sample
experienced a combination of representative changes including deformation, water con-
densation, and pore filling. For the first time we have observed in the nanoscale the
wetting, including local expansion and decrease in ED, of one of its central components:
the hydrophilic ionomer. We have shown that 3D dynamics are reconstructed with quan-
titative electron density values, as demonstrated by the recovered water ED upon pore
condensation.

The reconstructions, with a 3D half-period spatial resolution of 28 nm, were obtained
from a dataset that was measured with 1/40 of the conventionally required number
of projections. This corresponds to one 3D temporal frame every 12 min, which is
a marked improvement over the conventionally needed 8 hours. Measurement time is
a severe bottleneck for 3D imaging nanoscale dynamics in representative volumes, our
demonstration here reaches a rate of almost 362,000 resolution elements per second, which
improves nanoscale scanning rates at this resolution by almost 2 orders of magnitude.
Given that synchrotron experimental time is scarce and valuable, our development opens
the door to a whole new regime of possible dynamical studies.

Further, the implementation of NCT correction allows our method to have excel-
lent stability against sample movement or deformation, which enables identification and
quantification of dynamic events with higher precision. The step-function model also
allows the transition time to be directly reconstructed instead of being obtained from
post-processing of tomograms, this greatly eases the analysis steps in many dynamic
studies where the key information is given by the time of transition.

Thanks to the versatility and robustness of our method, it can be applied at various
length-scales and illumination probes with minimal changes to the hardware and mea-
surement protocols. As examples, these include X-ray microtomography, transmission
electron tomography, and optical tomography. The technique can be readily generalized,
for example by modelling dynamics using a sequence of step transitions, as opposed to
just one. In this manner the method could be applied to more complex or periodic
systems, such as operando imaging of the charge-discharge cycle of batteries. With the
emerging upgrade to 4th generation synchrotrons, and concomitant improvement of op-
tics and instrumentation, an increase of two orders of magnitude in the available coherent
flux is expected. With this increase the speed of the method can be brought down to sec-
onds for nanoscale characterization, granting great potential for elucidating mechanisms
of biological or chemical systems.
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5.8 Methods

5.8.1 Sample Preparation

The catalyst sample was taken from a membrane electrode assembly for a polymer-
electrolyte fuel cell. The membrane was produced by spray coating a commercial NafionTM

(NR-211, Ionpower) with a catalyst ink using a custom-built coating system. The cata-
lyst ink was prepared by dispersing 20 mg of catalyst powder (HiSPEC 3000, Johnson
Matthey) in a mixture of 138 µl of deionised water with less than 1.1 S cm-1 and 4841 µl
2-propanol (99.9 % VLS grade, Roth®) with a vial tweeter. 20 wt% NafionTM resin solu-
tion (EW 1100, Sigma Aldrich) was added to the mixture to achieve an ionomer/carbon
weight ratio of 0.54. The custom-built setup comprises a computerized numerical control
system equipped with an ultra-sonic spraying nozzle, for which argon is used as the car-
rier gas. The catalyst-coated membrane was prepared by spraying 160 cycles at a flow
of 60 µl/min over an area of 2.5× 2.5 mm2 of the NafionTM membrane, which is placed
on a heated plate beneath an infrared lamp to accelerate the drying process.

The imaged µ-pillar was milled down to a diameter of 20 µm from the catalyst coated
membrane using a focused ion beam-scanning electron microscope (FIB-SEM). It was
then transferred to a copper sample holder [117] using a micro manipulator. The final
sample pillar is shown in the SEM image in Fig. 5.4b.

5.8.2 Measurement and Data Pre-processing

The sparse dynamic nanotomography measurements were performed at the cSAXS beam-
line, Swiss Light Source, Paul Scherrer Institut, Switzerland. An X-ray energy of 6.2 keV
was selected using a double-crystal Si(111) monochromator. A set of slits were located 22
m upstream of the sample and the horizontal aperture was set to 20 µm opening, which
creates a secondary source that coherently illuminates a Fresnel zone plate downstream
with 200 µm diameter and 60 nm outermost zone width. The Fresnel zone plate was de-
signed with locally displaced zones to improve imaging quality and phase accuracy [118].
The sample was placed 1.48 mm downstream the focal point of the zone plate to get
an illumination of 5 µm diameter. Coherent diffraction patterns were acquired using
an in-vacuum Eiger 1.5M area detector placed 5.23 m downstream of the sample inside
a flight tube under vacuum [121]. Ptychography scans of the sample were measured
using the flexible tomography nano imaging end-station flOMNI [122], a dedicated in-
strument for X-ray scanning microscopy which achieves positioning accuracy better than
10 nm by using laser interferometry feedback [123]. The 2D projection field of view was
27× 10 µm2. 2D ptychograms were measured following a Fermat spiral trajectory [119]
with an average step size of 1 µm and a 0.05 second exposure time per point, each 2D
scan took 23 seconds. For this experiment, we have modified the setup to be able to
measure under controlled relative humidity via an air flow system that mixes dry and
humidified nitrogen gas, combined with a humidity sensor that monitors and controls
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the relative humidity of the air surrounding the sample.

Prior to the dynamic tomography measurement, several groups of 2D scans were
measured at different relative humidities to locate the ionomer rich regions in the catalyst
and to estimate the amount of water intake. Before ramping up the RH we waited 10
hours for the sample to stabilize at 81% RH, as shown in Fig. 5.7a. We define the
stabilized time point, at which the dynamic tomography measurements were started, as
t0 = 0, as shown in Fig. 5.7a. All measurements before that time were excluded from
the present analysis.

As described in the main text and in Fig. 5.4, sparsely sampled tomograms were
measured repeatedly while the relative humidity was gradually increased from 81% to
92% in 35 hours. The sparse-tomography measurement strategy is shown in Fig. 5.7b.
For each sparsely-sampled tomogram, the sample was rotated to 25 different angles from
0 to 180 degrees, and one ptychographic 2D projection was taken at each angle. After
each tomogram, the sample was rotated back to 0 degrees, and the process was repeated
with an angular offset given by the golden ratio [167]. In total 173 sparsely sampled
tomograms were measured, for simplicity we define the starting time of each sparsely
sampled tomogram as t = t0, t1, . . . t171, t172 ,and use Proj (ti) to denote the set of 25
projections measured between ti and ti+1.

Ptychography scans were reconstructed with an iterative phase retrieval algorithm,
with of 300 iterations of difference map [35] followed by 500 iterations of maximum likeli-
hood [45], using the PtychoShelves package [50]. Then from the reconstructed complex-
valued images, we extract the phase component, we then use phase unwrapping [201] and
we remove constant and linear phase offset terms [126]. We denote the outcome phase
projections as P (ti) = phase {Proj (ti)} for further analysis.

All projections were subsequently pre-aligned with a tomography alignment approach
based on multi-resolution projection matching with deep subpixel accuracy [170]. The
volume percentage of water intake at each time frame, shown in Fig. 5.7a, is estimated
from the 2D projections as

Wi =
A

ρVpNAZ
ηED

(∑
P (ti)−

∑
P (t0)

)
, (5.1)

where A = 18 g/mol is the molecular mass of water, ρ = 1 g/cm3 is the density of water,
Vp is the volume of the sample pillar, NA is the Avogadro constant, and Z = 10 is the
number of electrons in a water molecule. The coefficient ηED, used for converting phase
into electron density [17], is given by

ηED =
1

λlr0
, (5.2)

where λ is the X-ray wavelength, l is the side length of pixel in the projection, and r0 is
the classical electron radius.
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Figure 5.7. Acquisition for the dynamic hydration process. a) The full measure-
ment process, including 10 hours wait time for the sample to stabilize after initial tests
of the humidity environmental chamber. Each dot represents the starting time of one
sparsely-sampled tomogram, with relative humidity values shown in blue and the amount
of water intake shown in red. The latter is estimated using the integrated electron density
obtained from 2D projections. b) Measured projection angles in each sparse tomogram.

5.8.3 Nonrigid Computed Tomography

In micro- and nanotomography applications, deformations of the sample often have a
significant effect on the measurement of dynamic processes, and in some cases can become
the limiting factor of the imaging method [202]. In our case, as deformations of the sample
structure can be observed during its water uptake process, we adopted the nonrigid
geometry computed tomography (NCT) method [190] to quantitatively reconstruct the
deformation field.

A deformation vector field Γ (~r, t) describes the deformation of the sample structure
at time t relative to its starting state at t0, with the latter used as the reference state.
At any time point ti, projections of the reconstructed model considering the deformation
field can be calculated as

P̂ (ti) = AN (Γ (~r, ti))N (~r, ti) , (5.3)

where N (~r, ti) is the reconstructed sample at ti, and AN (Γ (~r, ti)) is the projection
matrix under curved geometry given by deformation field Γ (~r, ti), as defined in Eq. (3a)
in [190].

In the NCT method [190], the time-evolving deformation vector field Γ (~r, t) is cal-
culated from discretized vector fields Γ (~r, ti) which describe the deformation of the ith

tomogram. However, in our case a large number of tomograms were measured with a very
low sparsity ratio, making it unfeasible to reconstruct one discretized vector field for each
tomogram. Therefore, we approximate the dynamics of the deformation field as a linear
function of the environment relative humidity. This is a reasonable assumption consid-
ering that the changes are driven by the RH and since the deformation field is small,
namely with an average of 1.5 voxels (26 nm) and a peak value of 5 voxels (87 nm). We
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found that a linear approximation proportional to the environmental relative humidity,
RH (ti), was sufficient to describe the time evolution of the deformation field. We then
modelled the latter as

Γ (~r, ti) = rH (ti) Γ (~r, tend) , (5.4)

where rH (ti) is a linear ratio calculated from the environmental relative humidity

rH (ti) =
RH (tend)−RH (ti)

RH (tend)−RH (t0)
, (5.5)

and where tend = t172 is the starting time for the last sparse tomogram.

In this approximation, one 3D volume estimate can be reconstructed from the pro-
jections at each time frame:

gi (~r) = FBPΓ(~r,ti) {P (ti)} , (5.6)

where FBPΓ(~r,t) { } denotes filtered back projection with a curved projection geometry
given by the deformation field Γ (~r, t), using the adjunct matrix Aᵀ

N , as given by Eq. (3b)
in [190]. Using these reconstructed volumes, the iterative update of the final deformation
field Γ (~r, tend) can be described as

Γ(k+1) (~r, tend) = Γ(k) (~r, tend) +
∑
i

1

rH (ti)
∆Γ {gi (~r) , g0 (~r)}, (5.7)

where ∆Γ is the update term based on the tomography reconstructions of the measured
projections, given by Eq. (4) in [190]. Γ(k) (~r, tend) denotes the reconstructed deformation
field in iteration k. Starting from an all-zero initial guess, five iterations were applied to
the deformation field to get the final result, shown in Fig. 5.5c.

The improvement provided by the non-rigid tomography correction can be demon-
strated by taking the difference of the tomography reconstructions from the first 20
sparse tomograms, which are measure at 81% RH in the first hour, and the last 20 sparse
tomograms, which are measured at 92% RH in the last hour. Such reconstructed tomo-
grams of the start state and the end state are shown in Figs. 5.8a and 5.8b, respectively.
Figs. 5.8c and 5.8d show the difference between the two states without and with the non-
rigid correction, respectively. In Fig. 5.8c we can see outline layers around the sample
and around individual pores, such edge artefacts are expected if the sample is expanding
from its starting state during the dynamic process. In such case, the difference between
the starting and end state is dominated by the geometrical deformation of the sample, if
not corrected, these artefacts are difficult to separate from water uptake effects, because
an increase of density at a voxel which starts empty can either be caused by water con-
densation, or by nearby high-density material expanding into the voxel. This ambiguity
affects the precision of further reconstruction of dynamics. For comparison, Fig. 5.8d
shows the difference with the NCT correction, which accounts for the geometrical ex-
pansion of the sample. The latter shows effects that can be largely attributed to water
uptake and absorption, for example showing empty voxels being filled with water.
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Similar to Eq. (4) in [190], a spatial convolution with a Gaussian filter, with a
standard deviation of 30 voxels, is applied to the calculation of the deformation vector
field to regularize the result and avoid local variations. This step avoids abrupt changes of
the deformation field at a small length scale, typically smaller than 20 pixels, i.e, 350 nm,
which would result from overfitting noise and sparse-sampling artefacts. Deformations
at a smaller scale can be captured by the localized dynamics, as shown in Fig. 5.6e-5.6h.

5.8.4 Sparse Dynamic Tomography Reconstruction

Once the time-dependant deformation field is obtained, we proceed to reconstruct the
local voxel-wise dynamics. Following the step-function model described in Fig. 5.3, we
can define the initial state, final state, and transition time for each voxel in the 3D volume
as N0 (~r), N1 (~r), and T (~r), such that for any given time frame ts, the state of the sample
is given by:

N (~r, ts) =

{
N0 (~r) , ts ≤ T (~r)

N1 (~r) , ts > T (~r)
. (5.8)

The reconstruction problem is then reduced to retrieve N0 (~r), N1 (~r) and T (~r). For
this purpose, we developed an iterative refinement approach. The initial guess for the
starting state, N0 (~r), is

N0 (~r) =
〈
FBPΓ(~r,t) {P (t)}

〉
t0≤t≤(t0+20)

, (5.9)

where 〈〉 denotes average over several time frames, in particular here the first 20 time
frames are used. Similarly for the initial guess of N1 (~r) we used the average of the last
20 time frames, namely

N1 (~r) =
〈
FBPΓ(~r,t) {P (t)}

〉
(tend−20)≤t≤tend

(5.10)

For the transition time T (~r) the initial guess are constant values:

T (~r) =
t0 + tend

2
. (5.11)

Figure 5.9 shows a schematic of one iteration of the reconstruction process. In each
iteration, one time frame ts between t0 and tend is randomly selected. The modelled
sample state at ts is then calculated based on the current reconstruction with the step
function model given in Eq. (5.8). Applying the conditional process to the whole sample
volume then gives us the tomogram N (~r, ts). From this modelled tomogram we then
apply a forward projection:

P̂ (ts) = FPΓ(~r,ts) {N (~r, ts) , θ (ts)} . (5.12)

Here FPΓ(~r,ts) { } represents the projection operator under the curved projection geom-
etry given by the deformation field Γ (~r, ts) and θ (ts) denotes the sample orientation
angles which were measured in the s-th sparse tomogram.
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Figure 5.8. a) Axial tomography slice from the starting state of the sample. b) Same
tomography slice from the end state of the sample. c) Difference of electron density
between the start and end state of the sample without NCT, an outline layers around
the pore edges are clearly visible and the difference is heavily dominated by the sample
geometrical expansion. d) Difference after correction with NCT method, the outline
artefacts are mostly removed, and the difference matches water filling of pores in the
sample.
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We then compute the difference between the modelled and measured projections, fol-
lowed by a back-projection of this difference in order to compute a 3D map of corrections,
namely

Nc (ts, ~r) = R1 (~r) ∗ BPΓ(~r,ts)

{
R2 (ts) ∗

(
P (ts)− P̂ (ts)

)}
, (5.13)

where BPΓ(~r,ts) { } denotes the back projection with curved projection geometry given
by the deformation field Γ (~r, ts), R1 and R2 denote normalization arrays that are used
in the simultaneous algebraic reconstruction technique (SART) [59, 140], which can be
calculated with unit-valued projections and a unit-valued tomogram, respectively

R1 (~r) =
1

BPΓ(~r,ts) {P (ts) = 1}
, R2 (ts) =

1

FPΓ(~r,ts) {N (~r) = 1}
. (5.14)

The correction map in Eq. (5.13) adopts a strategy similar to SART to estimate the
update corrections to the current reconstruction [140].

In the next step we apply refinement corrections to N0 (~r), N1 (~r), and T (~r) based
on values of Nc (~r, ts). The correction values are given by:

N0 (~r) = N0 (~r) + ∆N0 (~r) ,

∆N0 (~r) =

{
ε ∗Nc (~r, ts) (ts ≤ T (~r))

0 (ts > T (~r))
,

(5.15)

N1 (~r) = N1 (~r) + ∆N1 (~r) ,

∆N1 (~r) =

{
0 (ts ≤ T (~r))

ε ∗Nc (~r, ts) (ts > T (~r))
,

(5.16)

T (~r) = T (~r) + ∆T (~r) ,

∆T (~r) =


0 , ts ≤ T (~r) &sign(N1 (~r)−N0 (~r))Nc (ts, ~r) ≤ 0

−ε ∗ τ ∗ δ (ts, ~r) ∗Nc (~r, ts) , ts ≤ T (~r) &sign(N1 (~r)−N0 (~r))Nc (ts, ~r) > 0

−ε ∗ τ ∗ δ (ts, ~r) ∗Nc (~r, ts) , ts > T (~r) &sign(N1 (~r)−N0 (~r))Nc (ts, ~r) < 0

0 , ts > T (~r) &sign(N1 (~r)−N0 (~r))Nc (ts, ~r) ≥ 0

,

(5.17)
where ε is an update relaxation factor that is gradually reduced during iterations for
convergence, we typically use

ε = 10−4 ∗ 0.998k, k = 1, 2, . . . , (5.18)

where k is the iteration number, and τ is a scaling ratio based on the units used for time
and tomogram values. It can be estimated using quantitative values of T and N0,

τ =
〈T (~r)〉
〈N0 (~r)〉

(5.19)
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where 〈〉 denotes average over the whole sample volume, and δ (ts, ~r) is the time relaxation
ratio given by

δ (ts, ~r) =
1

8

(tend − t0)

(tend − t0) + 8 |T (~r)− ts|
, (5.20)

which reduces the correction if the transition time of the target voxel is far from the
current time frame ts, adding this relaxation ratio is important for dealing with noise in
the data.

In this iterative reconstruction method, Eqs. (5.15) and (5.16) are used to calculate
the updates applied to the start and end state tomograms, respectively. These updates
are similar to the conventional SART method, but with changes constrained to the voxels
that apply to each of them at the time frame ts. For voxels in which T (~r) is smaller than
ts the update is applied to the start state, and conversely to the end state for voxels for
which T (~r) is larger than ts.

As illustrated in Fig. 5.9, the refinement of transition time in Eq. (5.17) is applied
times based on the sign and amplitude of the correction, Nc (ts, ~r), and the state of
the voxel at time ts. In the example illustrated in Fig. 5.9 for ∆T , we have ts <
T (~r) , sign(N1 (~r) − N0 (~r)) > 0, and Nc (ts, ~r) > 0, for this case the correction ∆T
is in the negative direction, since the error would be potentially reduced if the value of
T of that particular voxel was reduced. This situation corresponds to the second line of
Eq. (5.17). When iterated over all the time frames, the transition time of all voxels will
converge at the time frame where the change occurred.

After one iteration of refinement, another time frame ts is selected randomly and the
whole process is iterated until convergence. In our case we applied 2500 iterations for
the numerical simulations and 5000 iterations for the experimental data.

5.8.5 Spatial Resolution Estimate

To estimate the spatial resolution of the reconstruction, the measured data was split into
two subsets by taking every second time frame, namely the first set containing projections
{P (t0) , P (t2) , · · · , P (t172)} and the second set containing {P (t1) , P (t3) , · · · , P (t173)}.
The non-rigid correction and sparse dynamic tomography reconstruction method was
then applied to both sets independently, to reconstruct two separate sets of results,
namely

{
N

(1)
0 (~r) , N

(1)
1 (~r) , T (1) (~r)

}
, and

{
N

(2)
0 (~r) , N

(2)
1 (~r) , T (2) (~r)

}
.

With these two sets of reconstructed results, at each time frame ti, we calculate
the reconstructed sample volume as given by equation (5.8), namely N (1) (~r, ti) and
N (2) (~r, ti). Then we compute the Fourier shell correlation (FSC) [124] between the two
reconstructed volumes and compare the correlation curve to the 1/2 bit threshold, as
shown in Fig. 5.10. The estimate of spatial resolution is given by the coordinate of the
first intersection. For all reconstructed time frames in the process, the half-period spatial
resolution was estimated to be in the range of 27.8 nm to 28.7 nm. The correlation curves
of a few example time frames are shown in Fig. 5.10.
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Figure 5.9. Illustration of the sparse dynamic reconstruction technique. Sub-
figures within the “update calculation” box illustrate the update strategy, where the
step-function represents the current model, the red cross represents an example of a
change suggested by the back-projected correction Nc (ts, ~r). For illustration purposes
we portray corrections at three different values of ts. The arrows represent direction of
refinement for different variables N0, N1 and T given by Eqs. (5.15)-(5.17).
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Figure 5.10. Fourier shell correlation (FSC) curves of selected timeframes
reconstructions from two independent subsets of the data. Half-period spatial
resolution is given by the first intersection with the 1/2 bit threshold curve.

5.8.6 Numerical Simulations

For demonstration and characterization of the sparse dynamic reconstruction method, we
carried out numerical simulations and reconstructions. In this manner we could study,
for example, the effects of noise and other mismatches between the dynamics and the
models used for reconstruction.

For the first scenario, we simulate a liquid filling process in a two-phase porous
material. The model is generated with a pillar shape within an array of 200 × 200 × 5
voxels, and the pores are filled with simulated liquid starting from the pore surfaces to
the centre, as shown in the top row of Fig. 5.11a. The diameter of the pillar is 160 voxels,
which means that the number of projections needed to satisfy the Crowther criteria is
250. Within each time frame, 6 projections were simulated at different sample rotation
angles, which corresponds to a sparsity ratio of 2.4%. A total of 80 time frames were
simulated, the liquid filling starts at the 20th time frame and finishes at the 50th frame.

The reconstructed dynamic process from these projections is shown in the bottom
row of Fig. 5.11a. The results agree quite well with the ground truth, both on the filling
time and shape of the liquid-filling front. Quantitative comparison of the total amount
of liquid intake, shown in Fig. 5.11c, also shows good agreement between the model and
reconstruction. Figure 5.11b shows the values of N0, N1 and T , which uniquely define
the dynamic process, top and bottom panels show the model and the reconstruction,
respectively. The normalized root-mean-square error (NRMSE) for the transition time T
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was 1.38 time frames, which indicates a relatively accurate reconstruction of the dynamic
process with 30 time frames duration.

The second simulation is intended to evaluate the robustness of the reconstruction
method against noise, in particular to understand the effect of sparse sampling and
compare directly to conventional sampling that satisfies the Crowther criteria. The
liquid-filling simulation was repeated with different sparsity-sampling ratios ranging from
1% to 50%. Random noise of Gaussian distribution with 2% standard deviation of the
average value of the projections was added to the projections to simulate measurement
noise. The error on the reconstruction was estimated using the NRMSE, given by

e =

√∑
t

∑
~r [N (~r, t)−Nm (~r, t)]2

nV nt
, (5.21)

where N (~r, t) denotes the reconstructed tomograms at each time frame, Nm (~r, t) denotes
modelled tomograms at each time frame, or ‘ground truth’, and nV and nt denote the
total number of voxels and time frames, respectively.

The NRMSE versus sparsity ratio is shown in Fig. 5.12. The results were compared
with the reference value of conventional filtered back-projection (FBP) reconstructions
with the same amount of noise added per projection and with full angular sampling,
which corresponds to 250 projections. As expected, the error drops with higher sparsity
ratio, and even outperforms the conventional FBP method at >15% ratio. This is due to
the iterative refinement, and the fact that we use in our reconstruction a large number of
projections, i.e. all time frames simultaneously. In the range of 3% to 15% sparsity ratio,
the error is relatively constant, and it grows more sharply when the ratio goes below
2%. Notice that two sample states, N0 and N1, are to be reconstructed from 80 sparsely
sampled tomograms at different time frames. The latter gives lower-bound ratio of 2/80
or 2.5% sparsity ratio, in order to have enough total projections to reconstruct the two
sample states, which agrees with the observed sharper increase of the error below 2%
sparsity ratio.

Another important aspect to consider is the performance of the reconstruction code
when the assumption of a single step-function change per voxel is not satisfied. Here
we consider the case of a gradual linear transition of material density. Again, a pillar of
porous material was generated with 160 voxels diameter within an array of 200x200x5
voxels. In the dynamic process, the density of part of the structure is increased linearly
over 40 time frames, within a total period of the simulation of 80 time frames. The same
sparsity ratio of 2.4% was applied, with 6 projections simulated at each time frame. The
model and reconstructed results are shown in Fig. 5.13a.

The dynamics per voxel are modelled in the reconstruction with step function, which
does not allow representation of a gradual change. The reconstruction algorithm resolves
this by splitting the temporal transition into several voxels, such that each voxel has a
step function but the average of a few voxels undergoes a more gradual transition. In
the reconstruction in Fig. 5.13b this can be observed as noise that resembles a salt-and-
pepper pattern. In effect, the algorithm creates a compromise of the spatial resolution of
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Figure 5.11. Numerical simulation of liquid filling process in a porous sample.
a) Model and reconstructed time-lapse tomograms of the dynamic process. b) Model and
reconstructed N0, N1 and T . c) Comparison of total amount of liquid intake over time
calculated from the model and the reconstruction. Dashed lines refer to the time frames
shown in (a).
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Figure 5.12. Noise level of the reconstructions at different sparsity ratios. The
NRMSE were calculated between the reconstruction and the model, or ‘ground truth’.
Dashed line represents the noise level of the conventional filtered back-projection (FBP)
method, which is applied without sparse sampling, as reference.

the dynamics in order to accommodate a more complex temporal behaviour. In Fig. 5.13a
one can also see that the changing voxels were correctly identified, so the spatial locations
of the transition are recovered correctly.

The value for the average density of a region of 20×15 voxels, indicated by a red square
in Fig. 5.13a, is shown in Fig. 5.13c. The average shows a relatively good match with
the model, indicating that the method still provides useful information for these cases.
In Fig. 5.13c, small differences of the average values for the start and the end states
can be observed. These differences are potentially due to the step-function model not
being able to capture the small changes at the very start and very end of the transition,
resulting in a slight delay of the reconstructed start time of transition, and conversely,
an earlier end time for the end of the dynamics. This mismatch in the reconstruction
of the exact start and end of the dynamics also causes a small bias in the reconstructed
densities of N0 and N1. While these effects can be removed by introducing a more
complex function for the voxel-level response, they can alternatively be alleviated by up-
sampling the reconstruction voxels. With the latter strategy a resolution element in the
reconstruction contains several voxels, which the algorithm can then leverage to represent
more complex dynamics. It should be noted that in our experimental demonstration we
apply this spatial oversampling by using a reconstruction voxel size of 17.4 nm, while the
resolution is about 28 nm.
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Figure 5.13. Simulation of gradual linear local dynamics. a) Model and recon-
structed time lapse tomograms of the dynamic process based on slow linear changes. b)
Reconstructed results of N0, N1 and T . c) Comparison between model and reconstructed
average density dynamics of a 20× 15-voxel region marked by red rectangle in a).
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Chapter 6

Nanoscale operando Laminography
of Solid-state Lithium Battery

This chapter includes work in collaboration with Bingkun Hu and Ziyang Ning, and is
part of their PhD projects in Department of Materials, University of Oxford, UK.

6.1 Introduction

Lithium-based rechargeable batteries have become a cornerstone for modern life, with
their applications extending from electronics to transportation. In lithium batteries, the
cathode material is the fundamental component which stores and releases electric energy
during charge and discharge cycles. Therefore, the electrochemical properties of cathode
materials and their structural and compositional changes during charging and discharging
processes directly determine the performance of the batteries [203–205].

When studying the dynamic changes of cathode materials during working cycles,
the main challenge is that the most interesting changes usually occur at a nanoscopic
length scale, and nanoscale imaging resolution is required to characterize them [206,
207]. This is due to the fact that the working mechanism of these materials is based on
insertion and removal of Li-ions at the atomic level, and it is the unique electrochemical
response to this lithiation / delithiation process that defines the characteristics of different
materials [208, 209]. Moreover, this demand for nanoscale resolution makes it extremely
challenging to conduct operando imaging on cathode materials, because of both the
difficulties of designing the imaging hardware and battery setup for such experiment,
and the limitations of imaging speed due to the long measurement time required for
high-resolution imaging [210].

Due to these difficulties, previous studies on operando imaging of cathode materials
were mostly conducted in two alternative ways. The first is to image specimens of cathode
materials extracted from of cycled batteries at different states of charge [113,211], which
can achieve nanoscale resolution on a micrometer-sized sample volume, but is prone to
changes and/or damage to the material during the extraction process, and cannot image
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the same specimen twice at different stages of working cycle. Therefore, one cannot be
sure that fractures or other defects have occurred because of charge or discharge, or if they
were the result of mechanical stress. The second way is to use a low rate for cell cycling, or
to pause the cycle during charge or discharge, in order to gain enough time for nanoscale
imaging [65, 212]. While this approach can track the same specimen through the whole
process at high resolution, the functional properties of cathode materials are often rate-
sensitive, and their performance and degradation might be significantly different when
working at slow cycling speed compared to normal working speed [213,214].

We here propose a new imaging approach, which uses all-solid-state lithium batteries,
ptychographic X-ray laminography, and sparse dynamic imaging to conduct operando
imaging on single particle of cathode materials with sub-100 nm spatial resolution and
at a cycle rate of 0.1 C, or 10 hours per charge / discharge. The method is employed
to investigate batteries with two different types of commonly-used cathode materials,
polycrystalline LiNi0.8Mn0.1Co0.1O2 (NMC811) and LiCoO2, and to resolve the dynamic
transitions of these materials in the first two charge-discharge cycles.

All-solid-state lithium batteries with ceramic solid electrolytes are considered as next-
generation batteries because of their greater stability and safety, as well as higher energy
density compared to conventional liquid-state lithium-ion batteries [215, 216]. This new
technology also facilitates nanoscale imaging of the cathode materials, because the all-
solid-state battery designs provide high resilience and stability against X-ray radiation
damage and scanning motion.

Computed X-ray laminography is a three-dimensional microscopy technique where the
axis of rotation is not perpendicular to the illumination direction [39, 217]. This tilted
measurement geometry allows imaging of large-area planar samples without extraction of
pillars, thus is especially suited for operando imaging of solid-state battery cells. For this
measurement, we are able to focus the imaging field of view on a single cathode particle
of 10 µm diameter, buried within the cathode layer of battery cells with 5 mm diameter
and 350 µm thickness. This configuration of imaging of a small volume contained in
the whole sample, known as interior laminography, greatly enhances measurement speed
and allows nanoscale resolution to be reached, while avoiding drastic modifications of
size and shape of the battery cells, which might change their electrochemical behaviors
significantly.

Lastly, by applying an extended approach of the sparse sampling method for dynamic
imaging, as described in Chapter 5, to the laminography geometry and to a model that
includes several dynamic changes per voxel, we were able to reach a temporal resolution
27 times higher than that of conventional laminography imaging. This enables dynamic
imaging on the cathode particles at a rate of 0.1 C, or 10 hours per each charge / dis-
charge, of the battery cells, with around 10 hours pause between each charge / discharge.
This configuration allows operando imaging at charge rates closer to the normal working
conditions of these batteries, which are also comparable to the rates commonly used for
performance benchmarking in labs [218,219]. The increased-speed of our method gives it
higher potential to resolve the degradation mechanisms of these cathode materials under
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their designed working conditions.

6.2 Methods

6.2.1 All-solid-state Battery Cell

The design of the battery cells used for the experiment is illustrated in Fig. 6.1. The core
of the battery cell is composed of a lithium metal anode, the Argyrodite (Li6PS5Cl) solid
electrolyte, and the composite cathode in the bottom layer of the electrolyte. For this ex-
periment we used two types of materials as the cathode: LiNi0.8Mn0.1Co0.1O2(NMC811)
(D50: 9-15 µm) and LiCoO2. The composite cathode powders were prepared by mix-
ing NMC811 / LiCoO2, Li6PS5Cl, and carbon nanofiber at a weight ratio of 20:70:10.
The loading of cathode active material is reduced to 0.4 mg/cm2 to make a sparsely
distributed layer of cathode particles. To prepare the solid-state batteries, composite
cathode powders and 10 mg argyrodite powders are pressed together into a pellet in a
stainless steel die set at a pressure of 400 MPa. A 5 mm Li foil with a thickness of about
50 µm is then pressed onto the pellet as the anode. The size of the battery core is 5 mm
in diameter and 350 µm in thickness. Two current collectors made of thin foil of copper
and aluminum are attached to anode and cathode sides, respectively. A hole of 3 mm
diameter was punched in the center of the copper collector, to allow the X-ray beam to
go through without interacting with the copper foil. All components were packed and
sealed into a pouch made of plastic and aluminum foil under vacuum without exposure
to air.

6.2.2 X-ray Ptychographic Laminography

The experiments were performed at the cSAXS beamline, Swiss Light Source, Paul Scher-
rer Institut, Switzerland. The laminographic nano-imaging (LamNI) instrument, which is
designed for high-resolution 3D scanning X-ray microscopy via hard X-ray ptychographic
laminography, is used for the measurements [39,40].

In the LamNI, the battery cells were mounted onto a tilted plane with respect to
the X-ray beam, as shown in Fig. 6.2. The design of the battery allows the X-ray
beam to penetrate through the whole cell at this tilted geometry while avoiding the Cu
current collector, which is important since the X-ray absorption factor of copper is much
higher compared to other components. As the X-ray beam passes through the whole
cell, the only non-uniform layer in the beam path is the cathode particles embedded
inside the solid electrolyte, which also generates the strongest X-ray diffraction. This
configuration enables interior laminography, which focuses on a small thickness range
around the particle of interest, instead of the thickness of the whole battery cell, and in
turn greatly enhances the speed of laminography imaging.

For ptychography imaging, an X-ray energy of 12.4 keV was selected with a double
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Figure 6.1. Solid-state battery design. a) and b) Side view and top view of the
battery cell design. c) Photograph of a real cell.
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crystal Si(111) monochromator. This energy is higher than the optimal operation energy
of the beamline, which is at 6.2 keV, and it causes less coherent flux to be available and
lower efficiency of the Fresnel zone plate lenses, resulting in reduced imaging quality.
However, it is needed in this interior laminography configuration to penetrate the entire
thickness of the battery cell. The X-ray beam is focused with a Fresnel zone plate of
100 µm diameter with designed wavefront perturbations [118], which is located 56.5 mm
upstream of the sample to create an illumination of approximately 6 µm diameter on
the plane of the sample particle. The X-ray diffraction patterns were measured with a
detector downstream. For 2D projections, a circular field of view of 30 µm diameter on
the plane of the sample was used, with scanning step size of 1 µm and exposure time
of 0.2 seconds. Each 2D ptychography measurement took 89 seconds. The battery cell
was then rotated in its plane around a rotation axis that is tilted to an angle of 61◦ with
respect to the X-ray beam propagation direction, and is perpendicular to the battery
plane, as shown in Fig. 6.2. In this laminography geometry, multiple projections are
measured at different rotation angles in a range of 0° to 360°, and the three-dimensional
image of the sample can be reconstructed from these projections.

The cathode layers in these battery cells were fabricated with a reduced density of
particles, such that the sample can be positioned with only one cathode particle in the
beam path for the whole rotation. This way we can image a volume of 30 µm diameter
that contains only the particle of interest, compared to the total thickness of 350 µm
of the entire cell. This adaptation of interior laminography speeds up the measurement
significantly and concomitantly improves achievable resolution for a given measurement
time.

The battery cell was connected to a potentiostat to control the charge / discharge
cycles and monitor the voltage of the cell. For operando imaging, the charge and dis-
charge processes were synchronized with image acquisitions using the potentiostat control
software.

6.2.3 Sparse operando Laminography

For the operando measurements, two pristine battery cells were selected with different
types of cathode material, namely cell A with NMC811 and cell B with LiCoO2. Both
cells were set to undergo two full cycles of charge-discharge, while acquiring continuously
the lamingraphy projections.

The configurations of battery cycles were similar for both cells, as shown in their
voltage profiles in Fig. 6.3. The cells were first measured in a static state for 10-15 hours
to acquire images at their pristine states, and were then charged to 4.3V for NMC811
and 4.2V for LiCoO2 under constant current. The charging current is calculated from
the total capacity of the cell based on their loaded amount of cathode material, and
corresponds to a charge / discharge rate of 0.1 C for these batteries. After the cells were
fully charged, the charging current was removed by opening the circuit, and they were
kept at charged state for 10 hours for the second set of static measurements. After that,
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Figure 6.2. X-ray laminography measurement setup. The battery cell was
mounted on a tilted plane with respect to the X-ray beam for laminography imaging.
Imaging field of view was focused on a single particle in the cathode layer.

the cells were discharged under the same current until 2.7V, followed by another pause
for 10 hours. This is followed by the second charge-discharge cycle with the same current
settings and slightly shorter pause time for scheduling purposes.

During the first charging process of cell B, a fraction of the data were lost due to
unexpected beamloss of the synchrotron. Apart from this glitch, the voltage profiles of
both cells match quite well with the standard curves of these cathode materials. This
confirms that the sample particles were measured under operando conditions that are
very similar to their normal working states.

To enable dynamic 3D nanoscale imaging at this speed, we applied a sparse sampling
method to the laminography rotation angles. This implementation is very similar to the
approach for tomography as described in Section 5.3 of Chapter 5. As shown in Fig. 6.4,
20 projections were measured from 0◦ to 360◦ rotation angle in each sparsely sampled
laminography dataset, or laminogram, which corresponds to 3.7% of the 544 projections
required by the laminography sampling criteria [39] at 100 nm resolution. An angular
offset was added to the start of each laminogram for more efficient angular sampling.

6.2.4 Reconstruction

The 2D ptychograms were reconstructed using the PtychoShelves package [50], by ap-
plying 300 iterations of difference map [44] followed by 100 iterations of maximum like-
lihood refinement [45]. After that, all the projections for each sample were aligned with
a tomography alignment approach based on multi-resolution projection matching via to-
mographic consistency [170]. The aligned projections were then used as input for the
sparse dynamic reconstruction method for laminography.

This reconstruction method is based on the same concept as the sparse dynamic
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Figure 6.3. Voltage profiles of the battery cells during measurement. Each
battery cell went through two charge-discharge cycles, with pauses between each charging
and discharging process, for the operando measurements. For cell B, an unexpected
beamloss caused some data to be missing during the first charge.
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Figure 6.4. Acquisition scheme of laminography rotation angles. In each
sparsely sampled laminogram acquisition, 20 projections were measured with rotation
angles from 0°to 360°. An angular offset was added between each lamingram measure-
ment for more efficient spatial sampling.

tomography reconstruction method described in Section 5.8.4. In the case of cathode
particles, the nonrigid correction method was not applied because the particles were
embedded in solid electrolyte and did not show signs of strong deformation during the
measurement. The reconstruction of the dynamic process uses the same model as in Sec-
tion 5.4, which represents the dynamic changes with the starting state N0, the end state
N1 and the transition time T . In the case of the battery cells, this modelling is applied
sequentially to each charge and discharge process, resulting in a total of 5 sample states
for each static period, and 4 transition times for each charge or discharge. For laminog-
raphy reconstruction, the tomographic forward and back projections used in Eq. (5.12)
to (5.14) were replaced with the equivalent forward and back projections under laminog-
raphy geometry. The iterative update functions were the same as given in Eq. (5.15) to
(5.20). The updates were applied sequentially for four randomly selected time points,
one in each charge and discharge process, and repeated over for 5000 iterations until
convergence.

As demonstrated in Chapter 5, the sparse dynamic reconstruction method allows the
dynamic process to be reconstructed at a temporal resolution that is almost two orders
of magnitudes higher than conventional methods, without loss in spatial resolution. The
sparsity method relies on the changes to be monotonic during the dynamic process,
which is a reasonable approximation for each charge or discharge of the battery cathode
particles. In this case, the temporal resolution of the reconstruction is given by the
measurement time of one sparsely sampled laminogram, which is around 30 minutes,
as shown in Fig. 6.4. This temporal resolution allows for 16 to 20 time frames to be
reconstructed for each charge or discharge process of the cathode particles, which provides
a great amount of information for resolving their dynamic changes.
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6.3 Results

To showcase the reconstructed results, we took a horizontal slice at a plane parallel to
the flat surface of the battery cell, from the reconstructed 3D volume of the cathode
particle. The resolved timeframes of this slice at different stages of the battery cycles
are demonstrated. Shown in Fig. 6.5 are the results for the NMC811 sample, which
include four time frames at different cell voltages in each charge or discharge process.
The diameter of the particle is around 10 µm and the pixel size of the images is 70 nm.
The color-coding of the images is based on relative electron density (ED) values of the
particle with respect to the surrounding electrolyte, noting that for laminography, only
the difference in ED values can be quantitatively resolved [39]. Therefore, reference
densities of the substrate material are needed to derive absolute values of ED.

The presented results contain abundant information, with clear indications of different
types of changes in the particle. First is the decrease and increase of ED of the whole
particle during the charge and discharge, respectively. This is more clearly demonstrated
by computing the difference of relative ED before and after each charge and discharge,
shown in Fig. 6.6a. These changes in density match the expectation based on delithiation
and lithiation of the NMC811 particle, which acts as the fundamental mechanism for the
cathode material to store and release energy.

The high temporal resolution of the method allows fine characterization of ED changes
in the whole process, for example, the average relative ED of the extracted slice of
the NMC811 particle was calculated at each time frame, and the results are shown in
Fig. 6.6b. Comparing with the voltage profile of the battery cell in Fig. 6.6c, most of the
periodic changes of average ED matches the charge and discharge cycles. However, in
some time periods, marked by red arrows in Fig. 6.6b, the density changes appear to be
toward the opposite direction of the charge or discharge process they are in. This finding
remains to be validated while taking into account possible changes of the density of the
electrolyte, which affects quantification of relative density. Nevertheless, this response
may suggest a different behavior or non-equilibrium state of the NMC811 particle during
normal charging cycles.

Moreover, the nanoscale imaging resolution allows changes at a smaller scale to be
detected. For example, the formation of a crack in the center of the particle can be
observed in both charging processes, marked by red arrows in Fig. 6.5, and the crack
disappears during discharge. This phenomenon has been reported in previous studies, and
is believed to be caused by the volume shrinkage and expansion of the NMC811 during
charge and discharge [113,220]. Obtaining operando images of the crack formation is an
important step forward toward understanding the structural changes of NMC materials
in battery cycles.

For the LiCoO2 sample, results with similar arrangements are shown in Fig. 6.7,
with one frame missing in the first charge due to beamloss. Again, the same trends of
density changes as result of delithiation and lithiation can be observed in the charging
and discharging process, respectively. Differences between the start and end state of each
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Figure 6.5. Reconstructed images of a horizontal tomographic slice in the
NMC811 sample at different time frames. Shown are four time frames at different
voltages in each charge and discharge process. Red arrows point to a crack inside the
particle that appeared during both charging process.
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6.3. Results

Figure 6.6. Analysis of ED changes in the NMC811 sample. a) Changes of
relative ED in each charge / discharge process, i.e. differences of relative ED between
reconstructed images before and after each process. b) Average relative ED of the demon-
strated slice in the whole measurement. Red arrows indicate time periods in which the
ED changes are opposite to the normally expected direction. c) Voltage profile of cell A
during the whole measurement.
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charge and discharge are shown in Fig. 6.8a. However, the volume changes of LiCoO2
particle are the opposite of NMC811, namely the unit cell volume of LiCoO2 expands
while charging to 4.2 V (Li0.5CoO2) and shrinks during discharge [221]. This behavior
can be observed in the reconstructions, by looking at the gap between smaller particles
marked by the red arrow in Fig. 6.7, which appears to be squeezed when charging, and
opens again when discharging.

The evolution of the average ED of this tomographic slice is shown in Fig. 6.8b,
and the voltage profile of this battery cell is shown in Fig. 6.8c. Apart from the first
charge, trends of ED changes in the whole time period match the battery cycles. The
increase of relative ED at the start of the first charge, marked by red arrow in Fig. 6.8b,
might be caused by the decomposition of argyrodite at high voltage in pristine LiCoO2
battery, which can result in density changes of the surrounding electrolyte and affects
the reconstructed relative ED of the particle.

In this section, we presented the sparse tomography reconstructions and preliminary
analysis of the results. Already, these results show the capability of sparse laminography
approach to conduct operando nanoscale imaging of the cathode particles with high
temporal resolution. We believe that further analysis of the results could potentially
provide new insights towards understanding the working mechanisms of these promising
cathode materials.
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Figure 6.7. Reconstructed images of a horizontal tomographic slice in the
LiCoO2 sample at different time frames. Shown are four time frames at different
voltages in each charge and discharge process. The red arrow points to a gap between
two particles that closes and opens in each charge and discharge process, respectively.

119



6. Nanoscale operando laminography of solid-state lithium battery

Figure 6.8. Analysis of ED changes in the LiCoO2 sample. a) Changes of
relative ED in each charge / discharge process, i.e. differences of relative ED between
reconstructed images before and after each process. b) Average relative ED of the demon-
strated slice in the whole measurement. The red arrow indicates a time period at the
start of the first charge in which the ED change is opposite to the normally expected
direction. c) Voltage profile of cell B during the whole measurement.
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6.4 Conclusion and Outlook

Presented in this chapter is a generalization of the sparse dynamic 3D imaging method,
utilized for operando laminography of solid-state batteries. The approach uses the same
concepts, including sparse sampling, state-transition model, and iterative reconstruction
method, as the dynamic tomography method covered in Chapter 5, but is different from
the original method in two aspects. First, it uses the laminography geometry instead of
conventional tomography for three-dimensional imaging, and second, it is applied to a
series of monotonic processes, namely the charge / discharge cycles of battery cells, that
are combined into a full dynamic imaging procedure. Moreover, the approach utilizes
interior laminography configuration to significantly speed up the measurements for thick
samples. Although the imaging quality and spatial resolution are worse compared to
previous chapters, mainly due to the higher X-ray energy, this configuration allows mea-
surement of normal-sized battery cells, instead of miniaturized designs, which provide
higher stability as well as more flexibility for future studies.

In the preliminary analysis, dynamic changes of the NMC811 and LiCoO2 particles
show good agreement with known properties of these materials, including the density
changes from lithiation or delithiation process, and opposite types of structural changes
in these two materials. Moreover, the nanoscale imaging resolution and relatively fast
cycle speed, enabled by high temporal resolution of the method, allow operando char-
acterization of nanoscopic changes inside these cathode particles under their designed
working conditions.

To conclude, our method is able to provide operando images of the cathode material
particles inside all-solid-state battery cells, with minimal changes to the design and work-
ing conditions of these cells. As a result, the voltage profile of these cells matches well
with the standard behavior of the electrolyte and cathode materials. With nanoscale
imaging resolution, we are able to resolve the lithiation / delithiation process as well
as the structural changes of the imaged particle inside a working battery. Our results
provide highly valuable information for understanding the working mechanism of these
materials at nanoscopic level.

While further analysis is still in progress, the results already demonstrate the capabil-
ity of our method to resolve 4-dimensional images of operando battery cathode particle
samples accross multiple charging cycles. Together with the results in Chapter 5 for the
hydration of fuel cell catalyst, we have demonstrated the effectiveness and potentials of
the sparse dynamic 3D imaging approach for boosting the speed of operando imaging with
nanoscale resolution, and open the possibility of its applications to various other samples
in a wide range of research fields, including biology, chemical industry, and electronics.
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Chapter 7

Summary and Outlook

Presented in this thesis is a novel approach of sparsity implementation for hyperdimen-
sional imaging. It is demonstrated in three applications: hyperspectral ptychographic to-
mography in Chapter 4, dynamic ptychographic tomography in Chapter 5, and operando
ptychographic laminography in Chapter 6. The main goal of this approach is to alleviate
the speed limitations of tomographic imaging, and to allow hyperdimensional measure-
ments with larger sample volume, higher spatial resolution, and faster speed. These
improvements are especially useful in cases where nanoscale spatial resolution is desired.
As in such cases, the measurements are much slower, and the total acquisition time or
radiation dose on samples become the limiting factors for hyperdimensional imaging.

In the case of hyperspectral tomography of VPO catalysts, demonstrated in Chap-
ter 4, the sparse synthesis is able to reduce the total measurement time by a factor of
9, or to 11% of the time required by conventional methods. This reduction allowed hy-
perspectral imaging of specimens with 12 µm diameter size at resolution of sub-30 nm
half-period to be conducted within days, instead of weeks, which greatly enhances the
time and dose efficiency of the imaging method without loss of spatial resolution. It also
enables imaging of more samples or larger sample volume in the scheduled measurement
time, which is crucial for studies of functional materials, such as these VPO catalysts, in
order to obtain statistics over multiple samples or representative sample volumes.

In the case of dynamic tomography and laminography, demonstrated in Chapter 5
and 6, sparse sampling ratios of 1/40 and 1/27 are applied to the acquisitions for mea-
surements of the dynamic process of controlled hydration of a fuel cell catalyst sample,
and cathode particles in operando solid-state battery cells, respectively. The sparse syn-
thesis in this scenario improves the temporal resolution of 4D imaging method by up
to 40 times compared to conventional approaches, enabling its application to dynamic
processes which would otherwise be too fast for nanoscale tomography imaging.

The concept of the reconstruction techniques for sparsely sampled measurements is
based on modelling of hyperdimensional changes and reducing the number of indepen-
dent functions to be reconstructed. In most applications of hyperdimensional imaging,
changes of the three-dimensional sample properties are not arbitrary and follow certain
patterns or correlations across the spectral, time or other extra dimensions. In other
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words, instead of reconstructing one independent volume of the sample at each frame
of the extra dimension, reconstruction models are applied to capture the majority of
these changes to reproduce a close approximation of the hyperdimensional process. In
the case of hyperspectral tomography, this is achieved by using a linear PCA model for
the voxel-level spectral responses of the catalyst samples and reconstructing the first
four PCA components. In the cases of dynamic tomography / laminography, the re-
construction is based on a step-function model for the density changes, which consists
of three parameters: the initial state, the final state, and the transition time. These
reconstruction models are specifically designed for the presented applications, yet can be
easily generalized, or adapted, for various similar instances of hyperdimensional imaging.
Their effectiveness is proved by numerical simulations, and by validation and analysis of
the results of real samples.

Apart from the methodological advances, this thesis also covers detailed descriptions
of the experimental realization of these studies. These experimental details, including
sample size and shape, battery cell design, energy step size, and angular sampling, are
key to the efficiency and resolving power of sparse hyperdimensional imaging techniques.
They provide valuable guidelines for application of similar methods in future studies.

To note, as discussed in Sections 4.5 and 5.8.6, in both cases the number of indepen-
dent components reconstructed in the model can be correlated with the total number of
tomography measurements multiplied by the sparsity ratio. In other words, the amount
of independent parameters that are effectively reconstructed is roughly equal to the total
number of projections measured divided by the number of projections required for one
static tomography measurement, which is given by the Crowther criterion. This corre-
lation can be understood as an upper threshold for the measurement and reconstruction
based on sparse sampling synthesis. More specifically, sparse synthesis does not straight-
forwardly increase the amount of independent information that can be extracted from the
data beyond the tomography sampling requirements, and its implementation is highly de-
pendent on the purpose of the hyperdimensional imaging technique, and on the property
and response of the samples.

The hyperdimensional imaging methods presented in this thesis can find applications
in a wide range of studies. Hyperspectral ptychographic tomography can be used for
XANES- or XTNES-based chemical speciation for multiple elements with absorption
edges in the hard or soft X-ray energy ranges. For example, similar chemical analysis
could be applied to copper in Cu-Zn catalysts, iron in neural cells, or manganese and
nickel in battery NMC or LMNO materials. Similarly, the dynamic ptychographic tomog-
raphy / laminography method is also applicable to various types of dynamic processes,
as long as their speed is not too fast for ptychographic imaging, and they can be mod-
elled with a series of monotonic changes. These applications include operando imaging of
industrial catalysts, studies of pressure or temperature response of structural materials,
or even in-vivo imaging of organic specimens.

Another future application of hyperdimensional ptychographic tomography is polar-
ization vector tomography. As demonstrated in Chapter 3, 2D ptychography with po-
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larization imaging contrast can resolve and differentiate crystal grains inside vanadium
pentoxide particles. By applying rotations in the measurement and orientation mod-
elling in 3D, this polarization imaging contrast can be extended to vector tomography
for unique orientation determination of crystal grains or nanostructure orientations. Such
capability can find applications in a wide variety of fields, from polycrystalline materials
to additive manufacturing. This topic, as well as possible implementations of sparsity in
vector tomography, are to be investigated in the future.

Furthermore, the implementation of sparse sampling requires little to no modifica-
tions to the tomography imaging device or setup. This means that its application is not
limited to ptychographic tomography, but to virtually all tomography imaging techniques
based on different imaging modalities and at different length scales. The ability of sparse
tomographic synthesis to provide high-resolution results with fewer measurements is de-
sirable in most applications, thus its wider implementations can be expected in other
hyperdimensional imaging scenarios of various imaging modalities, as enhancement in
measurement speed and efficiency is a universal pursuit within all fields of tomographic
imaging.

The more general concept of hyperdimensional imaging is not limited to four dimen-
sions. For example, based on the two methods of 4D imaging covered in this thesis,
a combined five-dimensional study can be proposed for dynamic chemical speciation of
operando catalysts or battery cathodes, to reveal changes of their local chemical states
and compositions during operation. Such an approach would provide an unprecedented
level of information that has the potential to revolutionize current understandings of
these materials, however it also poses enormous challenges to the speed and stability of
existing imaging techniques, especially when aiming for nanoscale resolution.

These difficulties encountered by more ambitious studies of hyperdimensional imaging
will soon get a major advance from the ongoing upgrade to 4th-generation light sources
worldwide. The upgrades include extensive improvements to these synchrotron facilities
that are designed to provide much higher coherent flux compared to the current gener-
ation, and are expected to significantly boost the speed of X-ray imaging, especially for
coherent-based imaging techniques such as ptychography. The work presented in this
thesis suggests that sparsity implementations will play a key role in future applications
of hyperdimensional tomography, in that it exploits the full potentials of new-generation
light sources to reach the fastest imaging speed at the highest resolution. Moreover, in
X-ray imaging, the amount of information that can be extracted from a sample is funda-
mentally limited by radiation damage, which can affect both the structure and chemical
composition of the sample. This makes it particularly important to develop methods
that reduce the number of measurements required, as those presented in this work. In
summary, further developments of sparse hyperdimensional tomography will provide a
broad range of new opportunities for future studies of advanced imaging and material
characterization.
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