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Optimistic fair exchange using trusted devices *

Mohammad Torabi Dashti

Abstract optimistic protocols are preferred over those which in-

volve the TTP in each exchange.

E_ff|C|er1cy of qpt|m|st|(_: fair exchange using trusted_ de- In this paper, we study optimistic FE betwaensted
vices is studied. Pfitzmann, Schunter and Waidner

. computing device€IDs). TDs, by construction, follow
(PoDC1998) have shown that four messages in the majn

b i il wh handing id eir certified software, and are guaranteed to observe
su —protgco is optimal w en exchanging i empotepl, tarms of use and distribution of digital contents.
items using non-trusted devices.

Itis stra|ghtfoma%ese devices are nowadays becoming prevalent, par-

that when using trusted devices for exchanging notri]éularly in entertainment and multimedia industries. A

idempotent items this number can be reduced to three, C . .
Very common application of TDs pertains to protecting

This however comes at the cost of providing trusted d(%'gital contents from unauthorized access (e.g. render-

vices with an unlimited amount of storage. We prove I S
) } ] i ing a media file) and illicit distribution.
that exchanging non-idempotent items using trusted de-

vices with a limited storage capacity requires exactje/ Using TDs In F)pt|m|st|c FE protogols is hardly neYV'
four messages in the main sub-protocol. Ds have previously been used in order to enrich

services provided by FE protocols, e.g. for exchang-

ing time-sensitive data [25], for exchanging electronic
1 Introduction vouchers [21], and for robust efficient multi-party com-

putation, which is a general form of fair exchange [9].
Fair exchange protocols (hereafter called FE) aim at édereover, in [7] a class of FE protocols using TDs is
changing items in &ir manner. Informally, fair meansdeveloped which also tolerate accidental failures of de-
that all involved parties receive a desired item in exices. Note that TDs are not necessarily operated by
change for their own, or none of them does so. Detdmwnest owners, and usually have to communicate over
ministic fair exchange protocols cannot be constructatsecure media. Therefore, using TDs does not entirely
with no presumed trust in the system [6]. Thereforepliterate the need for security protocols to ensure fair-
many FE protocols rely on impartial processes whictess in exchange. One would however expect that using
are trusted by all the protocol participants, hence call&@®s results in simpler, more efficient, or value-added
trusted third parties (TTPs). In tleptimisticfamily of FE protocols. Our main contribution here is a negative
FE protocols, normally the participants execute an opesult concerning two-party FE between TDs: Using
timistic (or, main) sub-protocol which does not involv8 Ds does not increase tlefficiencyof optimistic fair
the TTP at all. However, if a failure maliciously or acciexchange protocols ibpommon practical scenariosn
dentally occurs, the participants are provided with fallhe following, we describe what is meant by efficiency
back scenarios, which enable them to recover to a faitd common practical scenarios.
state with the TTP's help. When failures are infrequent, The premise of optimistic FE is that failures are in-

“Technical report TR 635. Dept. Computer Science, EThich. frequent, and consequently fallback sub-protocols are
August 2009. executed rarely. Therefore, a meaningful measure of




efficiency in these protocols is the number of messagege have proved to be a useful tool in deriving commu-

exchanged in the main sub-protocol. This number wilication lower bounds in various distributed systems,

serve as our measure of efficiency for FE protocols efs [8].

well. As a convention we refer ta-message FE pro-

tocols, wheren refers to the number of messages ex-

changed in their optimistic sub-protocol. Related work. In this paper, we investigate to which
Most existing protocols for fair exchange assume thektent using trusted computing devices can increase the

the items subject to exchange aempotentmeaning efficiency of optimistic FE protocols. The only papers

that receiving (or possessing) an item once is not din the optimal efficiency of FE protocols, to our knowl-

ferent from receiving it multiple times [1, 17]. For in-edge, are [18] for two-party protocols, and [15] for pro-

stance, once Alice gets access to Bob’s signature otbeols with more than two participants. The bounds de-

contract, receiving it again does not add anything to Adived in these work are relevant for non-trusted partici-

ice’s knowledge. The idempotency assumption reflegiants, and their focus is on exchanging idempotent dig-

mass reproducibility of digital contents. Certain digitatal signatures over contracts.

items are however not idempotent. Electronic vouch-

ers [12, 11] are prominent examples of non-idempotent

items. Depending on the implementation, right tokefigoad map. Section 2 gives an informal introduc-
in various digital rights management schemes are @ to optimistic FE protocols, idempotent and non-
well digital non-idempotent items, e.g. see [3, 14, 22Hempotent items, TTP logic, etc. In section 3 we de-
As mentioned above, a common approach to secure Ygpyp a knowledge-based model for optimistic FE pro-
and dissemination of non-idempotent items is to limigcols using TDs. The main result of this section is to
their distribution to TDs. We focus on practical scenaformally determine theesolve pattermf three-message
ios in which fair exchange between TDs needs to ensigimistic FE protocols, by proving that a Tibcan suc-
that non-idempotent items are not cloned arbitrarily. cessfully complete an exchange onlypifknowsthat

his opponent can also successfully complete the ex-
Contributions. We confine to two-party exchangechange. Intuitively, a resolve pattern describes alterna-
protocols. Pfitzmann et al. [18] have shown that fotives available to protocol participants in case they are
messages in the optimistic sub-protocol are sufficiemtiting for a message from their opponent and the mes-
and necessary for secure fair exchange of idempoteage does not arrive in time, or received messages at that
items between non-trusted devices. We show that whasint do not conform with the protocol. Section 4 con-
exchanging non-idempotent items between TDs, therns FE of non-idempotent items between TDs with
number of messages in the optimistic sub-protocol climited storage capacity. We give a four message proto-
be reduced to three. This would however come atcal which satisfies the desired security requirements. To
cost which is often intolerable in practice: The TDprove that four messages in the optimistic sub-protocol
need to keep record @l their previous exchanges. Ifare necessary, we build upon the result of section 3 and
TDs are provided with limited non-volatile storage cagive a generic replay attack on all the three-message
pacity (hence not being able to store fingerprints of gtotocols between TDs with limited storage which aim
their previous exchanges), four messages in the maitrexchanging non-idempotent items. We also show that
sub-protocol are proved to be necessary. In orderttee mentioned replay attack can be countered if TDs
prove our minimality results, we give a knowledgepossess an unlimited storage capacity, by presenting a
based model of optimistic FE protocols between TD3:message protocol for this case. Section 5 concludes
Our formalization mainly follows [2]. Logics of knowl- the paper.



2 An informal introduction to op-  The owner of a TD can deliberately turn the device
timistic FE off, or permaner?tly destroy it. We assyme that TDs are

stateful: If a TD is abruptly turned off, it would resume

its previous state when turned on later. This can be real-

Non-idempotent items. We consider electronic . ] ogai o
vouchersas a generic model for non-idempotent item!sz.ed using various logging systems. For TDs, thus, we

An electronic voucher, according to RFC 3506, is gssume the crash-recovery failure model with no amne-

digital representation of the right to claim goods o €9. 5e€ [13]. For the moment, we ignore the possi-

services” [11]. A vouches is a tuplev = ((I, P, H), bility that the owner delays, blocks or tampers with the

where T is the voucher's issuer, who guarantees yhaessages destined to the device, or transmitted by the

contents of the voucher is the vouchers owner, device. Thes_e |§sues are discussed within the system
and P is I's promise to the owner of the vouche?nd communication model below.

(i.e. H). Voucher forgery and alteration are assumedThe TTPis atrusted device, W.h'(_:h Is Immune to f"f“l'
infeasible: No one, except, can create(T, P), and ures, and has access to an unlimited secure persistent

once it is created, no one can alter This can be database. It is assumed that the identity of the TTP is a

. : - . common knowledge in the system.
realized, e.g., using secure digital signature schemés.

Duplicating vouchers is nonetheless possible, and hasA computltr:g fde\lnce Wh:.h 's not t.ruste%c;alllledn—h
0 be prevented. trusted can be faulty. In this case, it would follow the

o . . Byzantine failure model.
Two voucher duplication scenarios are conceivable:

(1) local duplication, wheré, the owner of I, P), du-
plicates the voucher for its own (excessive) use, and
remote duplication, wheré&l’, a device different from

stem and communication model. We assume a
ully connected asynchronous message passing net-
work which connects all TDs; computations are asyn-

H, gets a copy of I, P) and stores it for its own use, o :
. L __chronous, and communication delays, although being
without H destroying its copy of the voucher. Using. . .
nite, are not bounded. The communication channels

TDs to store and spend vouchers can prevent local du .
. ) . .. between any two devic& andY are assumed to be
plications. Security protocols designed for distribution . .
. reliable, meaning:
exchange and use of vouchers are in charge of prevent-
ing remote dup“cauonS’ by ensuring thAt destroys ) (reSIllence) No messages are lost in transition.

({1, P), H) beforeH' stores the voucher. o (authenticity) A message delivered¥t has been

previously sent byX.

Trusted computing devices. Trusted devices are
tamper-proof hardwaré that, though possibly oper-

ated by malicious owners, follow only their embed- _
ded sealed software. Trusted devices typically coWe remark that over reliable channels messagexe

tain a secure scratch memory and (a limited amount gﬁlayed, re'ordered or replayled. These ope.rat|ons are
non-volatile storage capacity. Devicé maintains a usually attributed to an omnipreseativersaryin the

multiset of voucherd/x. Before adding the voucherSyStem
Authenticity and confidentiality can be guaranteed

v = ((I,P),Y) to Vx, the device transforms to
(I, P), X) using standard secure encryption and digital signature

¢ (confidentiality) Messages sent froi to Y are
readable only td".

2Note that confidentiality is an attribute for channels, bot an
1We do not address the problem of detecting, and revoking, taattribute for messages transmitted over channels. For exagitiler

pered trusted devices. An extensive body of work exists mrtdipic, the sender or the receiver of a message transmitted over a@atidid

see e.g. [4]. channel may deliberately share the message with other paits.




schemes, assuming a deployed secure public key infragOptimistic protocols typically consist of three sub-
tructure. Below, we discuss the prerequisites and implirotocols: main or optimistic sub-protocolabort sub-
cations of the resilience condition. protocol andrecoverysub-protocol. Figure 1 depicts a

Assuming resilient channels, as observed in [1], g&neric main sub-protocol betweehand B. The re-
unavoidable, in order to guarantee termination of Fgons in which the other two sub-protocols are alterna-
protocols (cf. Gray’s generals paradox). In practice, tive possibilities are numbered (1-4) in the figure. In the
two principals fail to properly establish a channel ovenain sub-protocol, that does not involve the TTP, the
computer networks, they can ultimately resort to othagents firscommitto release their items and then they
communication means, such as various postal servicsually release them. The items subject to exchange,
These services, although being much slower, are venryd commitments are respectively denotedilyip
reliable and well protected by law. andca(ia),cp(ip). Infigure 1 we haven; = ca(ia),

The resilience assumption may however seem to e = cp(ip), ms = ia andmy = ig. If no fail-
unrealistic when TDs are operated by malicious ownres occur, the participants exchange their items suc-
ers, who may block messages destined to the deviggassfully using the main sub-protocol.

Below, we argue that such communication failures arelf an expected message does not arrive in time, or
subsumed in our device failure model and communicie arrived message does not conform to the protocaol,
tion model. Assume thak is a TD which expects to then the participant expecting that massage can resort
receive a message. Device either (1) has alternativeto the TTP using abort or recovery sub-protocols. Here
actions to take if the message does not arrive in time va¢ introduce the notion afesolve patterns This no-
(2) no such option is available. The effect of blockingion helps us in reasoning about optimistic FE proto-
the message in case (1) is the same as delaying the ngets. Consider again the generic four message protocol
sage in the communication network, which is alloweshown in figure 1. A resolve pattern characterizes the
in our model. As a convention, when a message is dgternative sub-protocols which are available to partic-
layed long enough so that the intended recipient devigants when they are waiting for a message from their
takes an alternative action, we say that the message tygsonent in the main sub-protocol; namely, the alterna-
beerintercepted In case (2), however, the device wouldive sub-protocols envisaged for points 1, 2, 3 and 4 in
not take any steps unless it receives that very messdggire 1.
Preventing the message to ever arrive, thus, correspondsour different symbols can be assigned to a point in
to turning the device off; this is indeed allowed in oufhe resolve patterrabort (a), recovery(r), quit (q), and
device failure model (see above). none(—). Intuitively, a (r) means that the device can
initiate an abort (resolve) sub-protocol, agdneans
Optimistic fair exchange. Below, we briefly intro- that in case the expected message does not arrive in
duce optimistic FE. For an extensive exposition of FE time, the participant can safely quit the exchange. Nat-
general see [1]. In the following, we opt for a high levalrally, if no message has been exchanged, the patrtici-
description that underlines the exchange patterns, graht quits the protocol, e.d@3 is figure 1 quits the ex-
for the moment we do not focus on exchanges betwegrange, if it does not receive the first message in time.
TDs. Exact message contents are abstracted away, Aridone’ option (—) indicates that the participant has
all messages are assumed to contain enough informa-alternatives but following the optimistic protocol. It
tion for protocol participants to distinguish differentvill be proved later (in theorem 3) that ‘none’ options
protocol instantiations, and different roles in protocolsndermine termination of optimistic FE protocol. This
Detailed specification of these issues is orthogonalitintuitively because TDs may crash and never send
our current purpose. the message their opponent is waiting for. When com-



municating with the TTP (using resolve sub-protocols),
however, TDs know that the message they send to gnd A B

expect to receive from the TTP will be delivered in a fi-
nite time. This is due to resilience of the channels, and my 1
the fact that the TTP is immune to failures (see TT|P 2 ma
assumptions, above). We use tuples for representing|re- m3 3
solve patterns. For instance, a resolve pattern for the 4 My

protocol of figure 1 can be = (q, a, r, r); then we write
T = q, T = a, etc. I I

The resolve sub-protocols (abort/recovery) invole
the TTP. Without loss of generality we assume that the O ar
participant sends its message history (all messages sgn’t @ i
and received up to now by the participant in the cur-
rent execution of the protocol) to the TTP, and based on A =
these the TTP either returns abort tokenA, or are- @
covery tokerR. TokenA often has no intrinsic value;
it merely indicates that the TTP will never send Rn Figure 1: Generic four message protocol (top); Abstract
token in the context of the current exchange. ToRenMealy machine of TTP (down)
should however help a participant to recover to a fair

state. Although it is impossible faB alone to derive ¢rash. Due to our assumptioETP is always correct.
ia from ca(ia) (and vice versa), it is often assumed fajr exchange protocol isecureiff it satisfies the fol-

that the TTP can generatg from ca(i4), andip from  |owing conditions in presence of any number of faulty
cp(ip), and thatR containsiy andip. In case the processes [1f

TTP cannot do so, usually an affidavit from the TTP

is deemed adequate, gfeak fairnes§17]. e Timeliness: Any correct process can terminate the
The TTP logic matching the resolve pattéea, r, r) protocol in a finite amount of time, with no help

for the protocol of figure 1 is also shown in figure 1. For ~ from its opponent.

each exchanged item, the finite state (Mealy) machine ) . )

of the TTP is initially in theundisputedstatesy. Ifthe ~ © Faimess: When the exchange terminatesAif

TTP receives a valid abort request (froff) while be- ownsiz (or R) and 3 does not owni,, then we

ing at statesy, then it sends back an abort token, and fsa.y .the protocgl isinfair for 3. A protocol isfair

moves toabortedstatess. Similarly, if the TTP is in iff it is not unfair for any correct process.

statesy, and receives a valid resolve request (from ei- .

ther A or B), then it sends bacR, containingi4 and

i, and moves toecoveredstatesg. When the TTP is

in either ofs, or sk states, no matter it receives an abort

or a recovery request on this exchange, it consistentlyFurthermore, any secure protocol for exchanging

replies withA or R, respectively. non-idempotent items (between TDs) has to guarantee

the following requirement [11]:

Py

Functionality: If A andB are correct, and commu-
nication delays are negligible, then thegetsip
and B getsi 4, with no contact to the TTP.

Security requirements. A process igorrectif it does P , . o

g .~ . °Fairness is a safety trace property, timeliness is a livetrase
not deviate from the terms of the protocol; otherwise dFoperty, while functionality is not a trace property: ltno@rns exis-
is faulty. In particular, a TD is correct if it does nottence of particular traces in the system.



¢ No-duplication: The total number of instances aff sending a message, aad= S stands for the corre-
any non-idempotent item is never increased insponding receive event. Arocessis a prefix closed
the system (i.e. in th& sets collectively main- subset ofAct*™. A protocol P is a finite number of
tained by TDs). processes. We assume the set of actions appearing in

. L L different processes are disjoint. This makes it possi-
The scenario in which issudrinjects new vouchers to P ) P

. . e to associate a unique process to each action. Let
the system is here considered to occur out-of-band. \R}e ) _ que p _
x € Act”, and writex,, for the sequence of actions that

remark that assigning unique (serial) numbers to non- ) )
. : . r%sults frome after erasing all the actiomot performed
idempotent items does not in general address the prob- i i
. . by proces®. We sayz is acomputatiorof protocol P
lem of ensuring no-duplication. i (1) for all P o bel ¢ 42
. ora , elongs to procegs an an
We recall the following theorem from [18]. ! _ pe %_ ) 9 P %_ y
a € S which appear inc is preceded by in x. It fol-
Theorem 1. Four messages in the main sub-protocebws that computations of protocols are prefix closed.
is sufficient and necessary for secure fair exchangeTHat is, any protocol can be seen as a process in itself.

idempotent items, using non-trusted computing devicege writea € z, with a € Act,z € Act*, if a appears

Remarkl. The four-message FE protocol that is givew * - N

in [18] as a witness has the resolve patteffi — Let us fix a finite nonempty set of propositioftsand
(q,a,r,r). It can easily be verified that” is the an interpretationfunctionZ : Act* — & — {tt,ff}
only resolve pattern suitable for secure fair exchan§éich assigns truth values to the element@ogiven a

of idempotent items using non-trusted devices. computation. We augment the set of propositions with
the standard negation and disjunction operators, and
.. . also a knowledge-based operafyrin order to define
3 A formal model for Optl mistic the syntax of our knowledge-based lodié: (1) Every
FE using TDs element of® is an EL formula; (2) If e is an ELL for-
mula andp a process, theéi,(e) is an EL formula; (3)
We introduce a minimal formal system for reasonini§ e ande’ are EL formulas, then so aree ande V ¢’
about FE protocols. The formalization mostly follow&eadf,(e) as “p knowse”.
the knowledge-based approach of [2], see also [8]. In the following we introduce the notion agomor-
phism Two computationz andy are isomorphic w.r.t.
A formal model for protocols. For finite sety we procesy iff 2, = y,. Clearly the isomorphism relation
write ¥* for the set of all finite sequences of elemenis an equivalence relation on the set of all computations.
of X, containing the empty sequeneeConcatenation Isomorphism is the core dfL's semantics: Processes
of sequences andy is denotedry. For two sequenceshave only local views, and cannot therefore distinguish
z,y € ¥, we writex < y iff z is a prefix ofy, i.e. computations which are isomorphic in their view [2].
3z € ¥*. 2z = y; we writey — z for z. We writex <y Models of EL formulas are computation$. For com-
if z < yandz # y. Theprefix closureof setY C ¥* putationz and EL formulae, the relationz = e is in-
isdefineday = {x € ¥* |y € Y. 2 < y}. SetY is ductively defined as:
prefix closedff Y =Y.
We define the set of actions a:t = SUSUI, e xewithee @iff Z(z)e = tt.
WherE:\S, Sandl are pairwise. diSjOint-’ and respe-CtiVEh/ “Executions of a protocol yield a Kripke structure, and weldou
contain the Set_ of Se_'_’]d’ _recelve a_md mterljal actions. \kll\ése defined the semantics B based on these stru(y:tures. This is
assume thereJS a bijective function.S — S such that however unnecessary for our analyzes. We have thus opteatidor
Vs € S.a € S. Intuitively, a« € S denotes the eventsimpler setting of computations as modelsi#t formulas.




e z = &y(e) iff y = e for all computationgy that e If R(p) appears in: for procesy, thenA(q) does
are isomorphic ta: w.r.t. p. not appear irx for anyq € P.

o r E —eiff =(z [ e). We also need to assert that if a correct process has the
choice to, e.g., contact the TTP in computatienthen
the computations: also allows (or, covers) this possi-

] . bility. That is, we confine only tanaximalcomputa-

A formal model for fair exchange protocols using .. . .
tions. For a computation of protoc#l like z, we sayz
TDs. Below, TDs are referred to as processes. We as-__ . .
o T T IS maximal iff

sume that any procegswhich finishes the optimistic
sub-protocol successfully executes an internal actione For anyp € P, for all y € p such thatz, < y
T(p) and terminates: (Recall that the set of computa- and L(p) € y — x,, we havexz(y — x,) iS not a

tions ofp is prefix closed.) computation irP.

erkEeveiffameora=e¢.

Veep. T(p)ex = —-Jyep.x<y This constraint, intuitively, implies that computatian
is considered maximal only if no procgssan progress
Since communications with the TTP are over relfyrther in computation: except by crashing. Note that
able channels, and the TTP is indeed always corregihce processes are prefix closed; ifan progress fur-
we choose to model these communications as intergi@r thanz,, then there exists @ € p such thaty — z,
actions for processes. We wrik{p) andA(p), with  contains only one action.
p € P, for receiving the recovery and abort tokengby  TTP-consistence and maximality can be seefains
NotationQ(p) denotegp quiting the exchange. Imme-ness constrainton protocol computations, cf. [10].
diately after executing any of these actions, the procgsgm this point on, by a computation we mean a TTP-
terminates: consistent and maximal computation, unless otherwise
stated.

Ve €p.Alp) €z VR(p) € 2V Q(p) € =

— —Jyecpr<y Fair exchange security requirements. A protocol P

is a secure fair exchange protocol iff it satisfies the fol-
This condition in particular implies that only one ofowing properties. Here; : P stands for “computation

A(p), R(p) or Q(p) can appear in any execution z belongs to protocaP”.
When a procesg crashes it simply executes(p) _ _
and terminates: e Functionality:
Vrep L(p)exr = —-Jyepr<y dz: ProtvNpeP. T(p) € x

Since any procegs(except TTP) may crash at any mo- e Timeliness:

ment (before terminating) we assume:
Ve :PN¥peP.Qp) €xVAp) ex

Veep T(p)daALp)gxANAlp) € VR(p) exVT(p)exV Lp) ex

AR(p) €2 N Q(p) ¢z = zL(p) €p .
e Fairness:
The consistent behavior of the TTP is captured via
considering onlyTTP-consistentomputations, as de- Vo :P.Vp,q €P.

fined below. Computatiom of an FE protocol is TTP- (R(p) €2V T(p) €2) =
consistent iff (R(q) €2V T(q) €xV L(g) € @)



The following theorem is the main technical result of
our formalization that relates fairness to knowledge.
For a computatiorr andp € P, we writeZ(z)G(p) =
ttiff T(p) € 2 VR(p) € x.

Theorem 2. For any computation: in a protocol be-
tweenp and q that satisfies fairness; = G(p) only if

z |= &, (G(g) V L(g)).

Proof. Letz = G(p), and assumgis any computation
in the protocol such that, = y,,. We need to show that
y = G(g) vV L(g). Fromz, = y, we concludey =

G(p). As the protocol is assumed to satisfy faimess we ~ Figure 2: Generic three message protocol.

gety = G(q) vV L(g). O

Intuitively, the theorem states thattan add an item
iq t0 V, iff p knowsthat a correct; would addi, to V.

Below, in order to capture the intuitive meaning of re-
solve patterns we require that given resolve pattetn
(1,79, m3) @and any computatiom in which only, say
p, contacts the TTP at a point correspondingripthe
TTP answer witlR if m; = r and the TTP will answers
TDs with A if 7; = a. This is in accordance with the descrip-

In this section we determine the resolve pattern of aH§" ©f TTP logic in section 2. The proof of the follow-
three-message FE protocol that satisfies functionalfjg theorem relies on theorem 2, and can be found in

timeliness and fairness. Figure 2 shows a generic thRRPENdix A.

m?s_sage protocol. Our focus in this s_ectlon ISopu- Theorem 3. The resolve pattern of any three-message
mistic non-redundanprotocols, as defined below. Aoptimistic FE protocol betweep and ¢ that satis-

protocol is opt|m-|st|c-:.|ff It Sa-tISerS. func.t|c.>r1allt.y andﬁes fairness, timeliness and functionality, is necesgaril
m & {r,a}. The intuition behind this definition is thatﬂ — (q,a,1)

by functionality the protocol has at least one successful

computation without contacting the TTP, and the condi- The resolve pattern determined in theorem 3 is a nec-
tion m; ¢ {r,a} implies that in case the receiver of thessary, but not generally sufficient, condition for satis-
first message, say Bob, in the protocol does not recefying fairness, timeliness and functionality. In case pro-
this message he can either wait, or quite the exchangesses are not trusted, there is no three-message proto-
but may not contact the TTP. In other words, if no mesel for secure FE, cf. theorem 1.

sages are exchanged in Bob's view, then he does not

contact the TTP. .
An optimistic protocol with /¢ messages is non-4 OptlmlStIC FE of non-

redundant iff the protocol has no computation of length  jdem potent items between TDs

less that2¢ + 2 which contains bothr (p) and T (q).

Here,2/¢ counts all then; andm,; for 1 < ¢ < ¢, and Below, we focus on exchanging non-idempotent items
then two actionsT (p) and T (¢) are added to the resultbetween TDs. In section 4.1 we give a four-message FE
Intuitively, this implies that all the messages of the prgrotocol for exchanging non-idempotent items between
tocol are required to be exchanged in order to succe$®s with limited storage capacity. It is worth mention-
fully complete the protocol, with no TTP interventionsing that the resolve pattern of the protocol of section 4.1

3.1 Three-message protocolsfor FE using



is different fromz® (see remark 1); using’® would be in place. The cryptographic apparatus are assumed
require TDs with unlimited storage capacity. In sede beideal, as in [5].

tion 4.2 we show that four messages in the Optimis%eorem 4. Resolve patternr ( ) can be
. = q7 q7 a7 r

sub-protocol are necessary by giving a generic repla . . .
P yygvngag P uged for secure fair exchange of non-idempotent items,
attack on any three-message FE protocol between TDs

L ) ) using TDs with limited storage capacity.
with limited storage capacity. Protocols with one or
two messages in the optimistic sub-protocol are not dRroof. Consider an instantiation of the 4-message pro-
cussed, due to their trivial inadequacy. In section 4.3 w@col and the TTP logic of figure 1, with resolve pat-
give a three-message FE protocol for exchanging ndefn. Initially v € Vy4, v’ € Vi, andA and B want to
idempotent items between TDs with unlimited storagachange for v’. We assume that

capacity. 1. A temporarily removes from V4, when starting

the exchange. Ifi receives toker, it putsv back
4.1 A four-message FE protocol between into V4. Upon a successful exchange wilh or
TDswith limited storage receiving tokerR, A addsv’ to V4 and destroys.

) - , A similar assumption is made fds.
It can be easily verified that the resolve patterit

is not suitable for exchanging non-idempotent items2. A andB are programmed such that once they start
Namely, there exists a generic replay attack on proto- the resolve sub-protocols, they will ignore all the
cols with resolve patterm” which can be countered =~ messages from the main sub-protocol.

only if the TDs have access to an unlimited amount %ese assumptions are tenable, sinteand B are

secure storage. The attack is due to the no-duplicat'&(r)lr}sted devices

requirement. The proof of the following proposition is

given in appendix A. Algorithm 1 Specification of initiatord in theorem 4
' Va = Vs \ {v}

Proposition 1. The resolve pattern™ = (q,a,r,r)iS  gendm, to B

not secure for fair exchange of non-idempotent items,recy 1, from B

using TDs with limited storage capacity. if recv times outhen

quit

sendms to B

recvmy from B

if recv times outhen

send recovery requesto TTP

if recv abort tokem\ from TTPthen
Va:=VaU {U}

elseif recv recovery tokeR from TTPthen
Va=VyaU {U’}

else
Vai:=VuaU {v’}

Next, we present a protocol with resolve pattern
(9,4, a,r) for exchanging non-idempotent items using
trusted devices with limited storage capacity. This pro-
tocol is inspired by a protocol of Terada et al. [21].

In order to give a detailed description of the protocol,
we relax the integrity, authenticity and confidentiality
assumptions on communication channels (cf. section 2)
for proving theorem 4, and also theorem 6. Below,
[M]x denotes messadd signed by participank’; and
M can be extracted from\]x. We write h(M) for
the hash value a#/, whereh is a one-way secure hash
function. A secure PKIl infrastructure is also assumed to

The specifications for initiatod and respondeB are
5Terada et al. first presented a similar, but flawed, protod@ah P P

We have spotted the flaw, and upon contacting the authorizeda given in algorithm 1 and algorithm 2, respectively. We
the protocol has been patched in [21]. assume that confidentiality of the voucherandv’ is



Algorithm 2 Specification of respondéd? in theorem4 e R := [ack(f2), 4, B,v,v',n, h(n')|r7p
recvm; from A

if recv times outhen Here f1, fo and ack(f1) and ack(f2) are unique flags
quit respectively denoting an abort request, a resolve re-

Vg = Vg \ {v'} guest, an abort token, and a recovery token. Notice that

sendm. to A in this protocol, the TTP can readily extractand v’/

from m; andms,. In fact, to recover to a fair state, the
participants do not require the contents of their oppo-

recvms from A
if recv times outhen

send abort requestto TTP nent’s item, but rather the permission to add the item to
if recv abort toker from TTPthen their local voucher set.
Vg =V U{v'} A complete security analysis of the protocol is omit-
elseif recv recovery tokeR from TTPthen ted due to space constraints. We however note that as-
Vg =V U {v} sumption (1) in the beginning of this proof, and fairness
dse imply that during exchanges no items are duplicated.
sendm, to A A subtlety here is to ensure that replay attacks are not
Vg =V U{v} possible. Note thatbort option for B (that isw3 = a)

thwarts the replay attack described in proposition @

not a concern (otherwise, communications betwden
B and the TTP have to be encrypted in the followingft-2 FOUr messages are necessary for FE

The message contents for the protocol (referred to in ~ between TDswith limited storage

algorithms 1 and 2) are described below. We reCaljheorem 3 maps out the resolve pattern of any three-

that messages are communicated over resilient chan- ., . o
message FE protocol that satisfies fairness, timeliness
nels, and4d and B are TDs.

and functionality; namelyr = (q,a,r). Below, we

e m; := [v,v',B,n]4, wheren is a fresh nonce use this result to show that any three-message protocol
generated byl. that is used for exchanging non-idempotent items be-
tween TDs with limited storage capacity is susceptible
o my = [h(v,v', A, B, n), h(n')]p, wheren’ is & (4 5 generic replay attack.

fresh nonce generated 8.

Theorem 5. There is no three-message protocol for se-
cure exchange of non-idempotent items between TDs
/ with limited storage capacity.

e my :=[h(n')]a

We assume upon receiving a message, the TDs ch@ekof. Assume there exists a three-message FE proto-
the integrity of the message, and its conformance to tbel for secure exchange of non-idempotent items. The
protocol. A bogus message is destroyed, and considetegblve pattern of the protocol needs to(hea, r), due

as not having been received. For contacting the TTP, tetheorem 3. Now, assume the protocol is repeatedly
following messages are used: executed between procesgeandq. Let computation:

be one of these computations which has completed suc-
cessfully without resorting to the TTP. Such a computa-

o r:=[fs, A, B,v,v',n, h(n')]a tion exists due to the functionality property. Let

e a:=[f1,A B,v,v n h(n)]p

o A= [aCk(f1)7Aa B,’U, U’,TL, h(n/)]TTP Tr = m1m1m2m2m3m3T(p)T(Q)

10



Since the processes have limited storage capacit. A andB are programmed such that once they start
there exists a point in time, when all the information the resolve sub-protocols, they will ignore all the
about computation: is erased from the storage pf messages from the main sub-protocol.
andg. Note that at t@eﬂ), the adversary (.:an rer_JlayThese assumptions are tenable, sinteand B are
my. Now the computatioy = m,m;moR(q) is a valid trusted devices
computation: It is maximal, and indeed TTP-consistent.

Note thatp has no actions to perform in this computa?!gorithm 3 Specification of initiator4 in lemma 6
tion, and is in fact not even “aware” that the exchange isVa := Va \ {v}

happening. Clearly violates the no-duplication prop- Sendm; to B

erty of non-idempotent items. It is worth mentioning fecvmz from B

that fairness is not violated in computatign O  ifrecvtimes outhen
send abort requestto TTP
Remark that simply assigning sequence numbers t0 i recv abort toker from TTPthen
different transactions between TDisand B doespre- Vi = VaU{v}

vent the replay attack described in theorem 5. How-  gssif recy recovery tokeR from TTPthen
ever, such sequence numbers must be of an unbounded v, ._ v, U {v/}

length, in order to prevent repetition. That is, TDs re- gge

quire an unbounded storage capacity to store the se- sendms to B

guence numbers in general. V= VyU{v'}

4.3 A three-message FE protocol between  pe specifications for initiatad and responde are

TDswith unlimited storage given in algorithm 3 and algorithm 4, respectively. We
) . h
In this section, we give a three-message FE prof’i\)s_sume that confldentllallty of the v.ouc.herandv is
not a concern (otherwise, communications betwden

col with resolve patterriq, a, r) for exchanging non- ) k
B and the TTP have to be encrypted in the following).

idempotent items between TDs with unlimited storaglgh for th | (ref ditoi
capacity. The main idea of the protocol is that TDs can e message contents for the protocol (referred to in

. - algorithms 3 and 4) are described below. We recall
use their unlimited storage to counter the replay attac : -

. . that messages are communicated over resilient chan-
described in theorem 5.

nels, andA and B are TDs.

Theorem 6. Resolve patterm :.(q, a,r) can'be used. o m1 = [v,0, B, h(n)], wheren is a fresh nonce
for secure fair exchange of non-idempotent items, using

i o ) generated byl.
TDs with unlimited storage capacity.

o my = [h(v,v', A, B,h(n))]5

Proof. Consider the 3-message protocol of figure 2

with the TTP logic of figure 1 and resolve pattern o mgz = [n]a

Initially v € V4, v € Vg, andA and B want to ex- e assume upon receiving a message, the TDs check
changev for v". We assume the integrity of the message, and its conformance to the

protocol. A bogus message is destroyed, and considered
as not having been received. For contacting the TTP, the

following messages are used:

1. A temporarily removes from V4 when starting
the exchange. Ifi receives toker, it putsv back
into V4. Upon a successful exchange with or
receiving tokerR, A addsv’ to V4 and destroys. e a := [fi, A, B,v,v’, h(n)] 4, wheref; is a unique
A similar assumption is made fds. flag denoting an abort request.

11



Algorithm 4 Specification of respondds in lemma 6 not receivems, timeliness is violated (as observed in
REQUIRES History of previous exchanges 8 called [1]), since A can terminate the protocol only whe

Hp takes actions. The resolve pattgtna, r) of theorem 6

recvm, from A has also been used in [19] and [24] for secure fair ex-

if m; € Hp or recv times outhen change of the so-callaévocabledigital contents; intu-
quit itively the TTP’s testimony is necessary for the validity

Vg :=Vp\ {v'} of (some of) the exchanged items in these protocols.

Hp :=HpU {ml}

sendms to A )

recvims from A 5 Concluding remarks

if recv times outhen
send recovery requesto TTP
if recv abort tokerA from TTPthen

We analyze the efficiency of optimistic protocols for
fair exchange of non-idempotent items using trusted de-
vices. Four messages in the main sub-protocol is proved

Vb = VpU{v]) to be necessary, given that the trusted devices have ac
elseif recv recovery tokeR from TTPthen o Y. 9 , o
v Vi U {o} cess to a limited amount of storage. With an unlimited
= v
dse B B non-volatile storage, this number can however be re-
duced to three.
Vi := Ve U{v}

If (some) non-idempotent items are only of tempo-
rary value, it is possible to identify and eliminate those
e r:=[fo, A, B,v,v', h(n)]g, Wheref, is a unique fingerprints of the previous exchanges which are obso-

flag denoting a recovery request. lete, hence irrelevant, for the security of the protocol.
such “garbage collection” procedures can reduce the
amount of required secure storage on trusted devices.

o R:= [ack(fs), A, B, v,0', h(n)] prp Investigating this area is left for future work.

Also, it must be interesting to explore (the efficiency
Hereack(f1) andack(f2) are unigue flags respectivelyof) the fair exchange protocols which guarardaézmic-
denoting an abort and a recovery token. A compleity for non-idempotent items, that is no-duplication and
security analysis of the protocol is omitted due to spaaéso no-destruction. Atomicity is a typical requirement
constraints. We however note that assumption (1) in tfer financial transactions [23].
beginning of this proof, and fairness imply that during
exchanges no items are duplicated. A subtlety here is to
ensure that replay attacks are not possible. Note that lﬂ@fer ences
history setH in device B is used prevent the replay
attack described in theorem 5.

o A= [ack(f1), A, B,v, ', h(n)] rrp
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A Proofsomitted in the text computation of the protocol. Assume towards a con-
tradiction thatry(A) = Q(A). Due to lemma 2, then
A.1 Proof of theorem 3 m3(B) = R(B), and indeed the computatiar would

The results below concern optimistic non—redundapl? TTP-consistent. This computation, however, clearly

protocols. We continue with a few auxiliary Iemmas\{IOIateS the faimess property. Thereforg, € {a, r}.

By abusing the notation, in the following we may Writg'ven(ﬂ’ we concluder; = a. -

7i(p) instead of TTP's answer to requestsent by pro-  Theorem 3 is now immediate by lemmas 1, 2 and 3.
cessp.

Lemma 1. In any three-message protocol with resolvA.2  Proof of proposition 1
pattern(my, mo, m3) betweerp andq that satisfies time-

i ) The resolve patterfy, a, r, r) is not secure for fair ex-
liness, we have; # —, fori =1,2,3.

change of non-idempotent items, using TDs with lim-
Proof. Let 7, = — for somei. Consider the com- ited storage capacity.

putationz in which the process who has to send . . )
N Proof. Consider the generic protocol of figure 1. Let us
crashes:z = z11(p) for somexz; € Act*. Note

. . . assumed sendsn; to B, butms is intercepted. Next,
that « is maximal sinceg # p cannot progress (due

to7; — —) andp has already crashed. The computag runs the recovery sub-protocol and obtainsand

. . . . . estroysip (recall that: 4, andip are non-idempotent
tion z is a counterexample to timeliness if the protocgl ysis ( . Zf4 . 'B ) P .

. items). When this session is terminated frétis point
is non-redundant.

of view (while A is still waiting), messagen; is re-
Lemma 2. In any three-message protocol with resolvplayed (by the adversary), antland B finish this ex-
pattern(my, 2, m3) betweerp andq that satisfies fair- change session successfully. Suppose that at the begin-
ness, timeliness and functionality; = r. ning A had one instance 6f;, andB had two instances
of 5. At the end of this scenario} has one instance of
1p, while B has two instances afy;. Therefore; 4 is
duplicated, witnessing that the pattern is insecure. This
attack can be countered B does not reply to the re-
play of messagen; (note that freshness the messages
is not guaranteed over reliable channels). Detecting re-
plays would however requir8 to keep record of (fin-
Lemma 3. In any three-message protocol with resolvgerprints of) all its previous exchanges, which is not
pattern(m, w2, m3) betweerp and g that satisfies fair- possible forB with a limited storage capacity. O
ness, timeliness and functionalityy = a.

Proof. By lemma 1, =3 € {q,a,r}. By func-
tionality and non-redundancy, computation =
mymymamaemsms T (A)T(B) is a computation of the
protocol. Sincey = mimimaomomsT (A)ws(B) is
isomorphic tox w.r.t. A, theorem 2 impliesrs(B) =
R(B). Thatisms =r.

Proof. By lemma 1,7 € {q,a,r}. Consider compu-
tationsx = mym(A)m(B) andy = em(B). Iny, B
quits the exchange, due to the protocol being optimistic.
Since computations andy are isomorphic w.r.tB, we
haver; (B) = Q(B) in z. Then, fairness fox implies
that eitherma(A) = A(A) or ma(A4) = Q(A). That is
w2 € {a,q} (). Below, we showr, # q.

Consider the computation =z’ =
mymymame(A)ms(B). Clearly 2/ is a maximal
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