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Abstract

This thesis presents mixed-signal circuit design, system integration and experi-
mental results of two complementary-metal-oxide-semiconductor (CMOS)-based
microsensor arrays: a high-density (HD) microelectrode array (MEA), used to
interface with neuronal cells, and a microhotplate-based gas sensor system.

The CMOS-based HD-MEA for bidirectional interaction with neuronal cells was
designed with the aim to achieve a high spatial resolution while maintaining a
high signal-to-noise ratio (SNR). To this end, a recon�gurable analog switch-
matrix was implemented that allows for simultaneous recording from an almost
arbitrary subset of 126 electrodes out of 11,011 electrodes in an array with an
electrode density of 3,150 electrodes/mm2. In contrast to other approaches,
that scan the entire array, this approach enables low-noise signal ampli�cation
and �ltering with the front-end circuitry placed outside the array. The readout
channels with two ampli�cation stages limit the bandwidth to between 0.3 Hz
and 4 kHz and achieve a noise level of 2.4 µVrms (1 Hz-100 kHz). The data are
sampled by on-chip analog-to-digital converters with 20 kSamples/s per channels
and transmitted o� chip through a digital interface, which was designed to reduce
the complexity at the board level while providing a reliable communication.

A custom-designed printed-circuit board (PCB) was built that provides sockets
for �ve HD-MEAs that can be operated simultaneously. The data from the �ve
devices are multiplexed to a single LVDS twisted-pair cable and sent to a �eld-
programmable gate array (FPGA) board at a rate of 16 MB/s. The FPGA
provides data processing features, such as CRC error detection, digital �ltering,
event detection and data reduction/compression before the data are sent to a PC
for visualization, analysis and storage.

The software to handle the switch matrix and the large amount of data recorded
was developed. A spike-sorting algorithm was implemented that exploits the
high spatial density of the electrodes relying on independent-component-analysis
(ICA) techniques.

Data recorded with the HD-MEA from more than 100 cultures with rat car-
diomyocytes have been analyzed to conduct a study on pharmacological e�ects
on the electrical properties of these cells.

The HD-MEA has been used to record activity from neuronal cells in acute rat
cerebellum slices. The shape of the extracellular action potentials was revealed
by applying the developed spike sorter. The action potential distribution was
in good correlation with the anatomical arrangement of Purkinje cells in the
cerebellum. The recorded extracellular action potentials included a wealth of
information on subcellular dynamics. To better understand the recorded data,
biophysically realistic compartment-model simulations of Purkinje cells have been
carried out, which were in good agreement with the recorded data.

ETH Zurich, U. Frey, ©2007 v



Abstract

The CMOS-based microhotplate gas sensor system comprised an array of three
metal-oxide-coated microhotplates with integrated MOS transistor heaters and
the needed driving and signal-conditioning circuitry. Three digital PID con-
trollers enabled individual temperature regulation for each hotplate. The oper-
ating temperature of the SnO2 metal-oxide sensors may amount up to 350◦C.
A serial interface and the temperature control units have been digitally imple-
mented. With its small overall size of 5.5×4.5 mm2, it's digital interface and it's
good hotplate thermal e�ciency of 6◦C/mW, the system represents a signi�cant
development on the way to low-cost mobile gas sensor systems. The limit of de-
tection at constant temperature has been assessed to be below 1 ppm for CO and
approximately 100 ppm for CH4. The mainly digital implementation o�ers the
advantage to apply temperature modulation techniques to enhance the analyte
discrimination capability.
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Zusammenfassung

Die vorliegende Arbeit enth•alt analogen und digitalen Schaltungsentwurf, Sys-
temintegration und experimentelle Resultate zweier CMOS-Mikrosensorsysteme:
(a) einer Mikroelektrodenanordnung mit hoher r•aumlicher Au
•osung zur Kom-
munikation mit Nervenzellen und (b) eines Gassensorsystems.

Das CMOS basierte Mikroelektrodenarray (CMOS-MEA) ist geeignet f•ur eine
bidirektionale Kommunikation mit Nervenzellen und wurde mit dem Ziel entwick-
elt, einerseits eine hohe r•aumliche Ausl•osung zu erreichen und gleichzeitig Mes-
sungen mit hohem Rauschabstand durchf•uhren zu k•onnen. Deshalb wurde eine
kon�gurierbare Schaltermatrix entworfen, mithilfe derer sich 126 frei w•ahlbare
Elektroden aus insgesamt 11'011 Elektroden in einer Anordnung mit einer Dichte
von 3'150 Elektroden/mm2 gleichzeitig ansteuern lassen. Im Gegensatz zu an-
deren Ans•atzen, bei denen alle Elektroden des Arrays gleichzeitig ausgelesen
werden, erlaubt der hier gew•ahlte Ansatz, auch gr•ossere Eingangsstufen mit
tiefem Rauschen zu implementieren, da diese ausserhalb der Elektrodenanord-
nung plaziert werden k•onnen. Die eingesetzten Ausleseverst•arker begrenzen die
Bandbreite der Signale zwischen 0.3 Hz und 4 kHz und erreichen einen Ein-
gangsrauschpegel von 2.4 µVrms (Bandbreite: 1 Hz-100 kHz). Die Signale wer-
den auf dem Chip mit 20 kHz/Kanal abgetastet und digitalisiert. Die digitale
Schnittstelle, die die Daten weiterleitet, wurde darauf ausgelegt eine m•oglichst
einfache Anbindung des Chips an externe Komponenten zu erm•oglichen, und
gleichzeitig die Integrit•at der Daten zu gew•ahrleisten.

Ausserdem wurde ein Messsystem entwickelt, das gleichzeitig f•unf CMOS-MEAs
ansteuern kann. Die Daten von allen f•unf CMOS-MEAs werden auf einer einzi-
gen LVDS Leitung geb•undelt und mit einer Datenrate von 16 MB/s an ein
FPGA geschickt. Auf dem FPGA werden die Daten dann weiter prozessiert,
•Ubertragungsfehler werden ermittelt, Ereignisse in den Signalen gesucht, und
die Datenmenge wird reduziert und komprimiert. Zur weiteren Verarbeitung,
Visualisierung, und Speicherung werden die Daten zu einem PC •ubertragen.

Zur Ansteuerung der kon�gurierbaren Schaltermatrix und zur Verarbeitung der
grossen Datenmenge wurde spezielle Software entwickelt. Zudem wurde Soft-
ware zur Klassi�zierung der extrazellul•ar gemessenen neuronalen Aktionspoten-
tiale, die auf der Methode der 'Independent Component Analysis' (ICA) basiert,
entwickelt.

In einer ersten Anwendung wurden die elektrischen Eigenschaften von Herz-
muskelzellen von Ratten in •uber hundert Zellkulturen analysiert, um die E�ekte
diverser, pharmakologisch aktiver Substanzen zu untersuchen.

Zudem wurden die CMOS-MEAs dazu eingesetzt, die Aktivit•at von Nervenzellen
in akuten Schnitten des Kleinhirns von Ratten zu messen. Mit der entwickelten
Software zur Klassi�zierung der entsprechenden Signale konnte die Verteilung
und Form der extrazellul•aren Aktionspotentiale hochaufgel•ost dargestellt wer-
den. Die Resultate spiegelten die anatomische Anordnung der Purkinjezellen im
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Zusammenfassung

Kleinhirn wider. Die Details und Au
•osung der aufgezeichneten Daten bein-
halten umfassende Information •uber subzellul•are Abl•aufe in den Purkinjezellen.
Um die Daten besser verstehen zu k•onnen, wurden Simulationen mit einem bio-
physikalisch realistischen Kompartmentmodell durchgef•uhrt. Es ergab sich eine
sehr gute •Ubereinstimmung zwischen gemessenen Daten und Simulation.

Das Gassensorsystem basiert auf einem Array von drei mit Metalloxid beschich-
teten Mikroheizplatten und wurde in CMOS Technologie gefertigt. Die Tem-
peratur auf den Mirkoheizplatten wird mit Hilfe von Temperatursensoren, drei
PID Reglern und drei transistorbasierten Heizern kontrolliert. Die m•ogliche Be-
triebstemperatur der sensitiven SnO2 Schichten reicht von Raumtemperatur bis
350C. Die Temperaturregler und die serielle Schnittstelle zum Mikrochip wur-
den in digitaler Schaltungstechnik realisiert. Durch die kleine Systemgr•osse,
die digitale Ansteuerung und den guten thermischen Wirkungsgrad der Heiz-
platten von 6C/mW kann das Sensorsystem auch in mobilen oder batteriebe-
triebenen Ger•aten eingesetzt werden. Die Nachweisgrenze betr•agt 1 ppm f•ur
Kohlenmonoxid und rund 100 ppm f•ur Methan, wenn das System bei konstanter
Temperatur betrieben wird. Zur Verbesserung der Diskriminierung verschiedener
Analyten erlaubt die gr•osstenteils digitale Systemimplementierung eine individu-
elle Temperaturmodulation auf jeder Heizplatte.

viii ETH Zurich, U. Frey, ©2007



Chapter 1

Introduction

This thesis describes two sensor array systems co-integrated with dedicated cir-
cuitry in CMOS-technology. Both systems feature highly specialized circuitry to
drive and readout the sensors, together with elaborate post-CMOS processing to
fabricate the sensors.

The microhotplate-based gas sensor array requires sophisticated micromachin-
ing in order to realize the membrane structures including the transistor-based
heaters, temperature sensors and interface contacts to the sensing material. Co-
integration with driving and sensing circuitry leads to a very compact system.

The post-CMOS processing for the microelectrode array requires fewer steps,
however, achieving long-term biocompatibility is none-the less challenging. For
this device, co-integration has the immediate advantage that it allows to over-
come the interconnection limitation found in passive devices, and therefore allows
for sensor arrays with performances not otherwise possible.

1.1 Structure of the Dissertation

The core of this paper dissertation consists of a selection of four publications,
three of which are related to the CMOS-based microelectrode array, and one of
which describe the CMOS-based microhotplate gas sensor device. Therefore, the
thesis is structured into two parts:

� High-Density Microelectrode Array, Part I

� Microhotplate Gas Sensor, Part II

The major fraction of the thesis is on the CMOS microelectrode array, in ac-
cordance with the time and e�orts spent on the projects. Both parts feature
separate introductions, conclusions, and bibliographies.

ETH Zurich, U. Frey, ©2007 1



Chapter 1. Introduction

1.2 Major Results

Analog Switch Matrix for Sensor Readout.
Achieving, at the same time, a high spatial and
temporal resolution in recording from large sen-
sor arrays is a major challenge. The approach
selected here includes to readout a subset of elec-
trodes with low-noise ampli�ers placed outside
the array and to provide a highly 
exible rout-
ing with a recon�gurable switch matrix (Chap-
ter 3.2.1 on page 14).

CMOS-based HD-MEA. The high-density mi-
croelectrode array was integrated with record-
ing and stimulation circuitry, AD converters
and a digital interface fabricated in industrial
0.6 µm CMOS-technology with additional post-
CMOS processing steps to achieve biocompati-
bility (Chapter 3 on page 11).

Dissociated Neuronal Cultures. Dissociated
chicken and rat neuronal cells have been success-
fully cultured. Measurements after 16 DIV from
hippocampal rat neurons have been successfully
conducted (Figure 4.10 on page 44).

Neonatal Rat Cardiomyocytes. Data analy-
sis for recordings from NRCs was fully automated
to enable experiments for targetting the modu-
lation of electrical properties of cultured NRCs.
Results from more than 100 cultures demonstrate
the reliability and usabillity of the technology in
conducting biological, and pharmacological ex-
periments (Chapter 5 on page 51).

2 ETH Zurich, U. Frey, ©2007



Chapter 1. Introduction

ICA-based Spike Sorter. Neural recordings
at high spatiotemporal resolution open new
possibilities for spike sorting. An ICA-based
spike sorter has been developed and tested
using arti�cially generated data. The algorithm
has also been applied to real data and helped to
reveal distinct features of extracellular action
potentials (Section 4.4.4 on page 46).

Recordings from Acute Brain Slices.
Signals from acute cerebellar slice preparations
have been recorded. Single units could be sepa-
rated from the multiunit recordings. The shape
and distribution of the recorded extracellular
�elds could be correlated to the orientation of
Purkinje cells in the cerebellum (Chapter 4 on
page 29).

Validation against a Purkinje Cell Com-
partment Model. The recorded data have
been compared to simulation results of a
detailed, biophysically reallistic compartment
model. The results show a good agreement be-
tween experimental and modeling results. The
device o�ers the potential to record neuronal
dynamics at a subcellular level (Section 4.2.2
on page 38).

CMOS-based Microhotplate-based Gas
Sensors. A monolithically integrated mi-
crohotplate gas sensor array with transistor
heaters, and interface electronics has been de-
veloped. Measurements of CO and CH4 have
been conducted using temperature modulation
techniques (Chapter 9 on page 85).

ETH Zurich, U. Frey, ©2007 3
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Part I

CMOS-based High-Density
Microelectrode Array
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Chapter 2

Introduction

This part of the thesis includes the design, fabrication and application of a high-
density (HD) microelectrode array (MEA) implemented in complementary metal-
oxide semiconductor (CMOS) technology. MEAs are arrangements of usually 60
electrodes that are used for multisite extracellular recordings from electrogenic
cells such as neurons, heart cells, retinal cells or muscle cells. They are used
in the �elds of neuroscience and biosensing to study fundamentals of learning
processes, aging and mental diseases, or to assess the behavior of electrogenic
cells in vitro1 [Marom and Shahaf, 2002, Jimbo and Robinson, 2000, Wagenaar
et al., 2006a], for screening of pharmacological agents [Gross et al., 1995, Fennrich
et al., 1996, Stenger et al., 2001, Meyer et al., 2004], or for the detection of
hazardous substances [Kovacs, 2003].

Even though early publications on MEAs date back already several decades
[Thomas et al., 1972], the �eld of MEAs is still growing and new applications
are emerging. MEAs have become commercially available just within the last
decade2. However, software tools that are able to handle the vast amount of
data obtained from such devices and that are easy to use and can be customized
for di�erent experiments are still largely lacking. For a summary of in vitro and
in situ3 applications of MEAs, see Stett et al. [Stett et al., 2003b].

The use of CMOS-based devices can overcome some limitations of passive MEAs,
such as performing measurements at a high spatial and temporal resolution, as
will be shown in Chapter 3.

Developing a CMOS-based MEA also means developing a complete system in an
interdisciplinary �eld. It is not about obtaining another incremental improve-
ment of an already highly optimized system, it is more about realizing novel

1In vitro (Latin: \within glass"), means outside a living organism, as opposed to in vivo
(Latin: \within the living").

2For example: multichannelsystems GmbH, Germany, www.multichannelsystems.com;
Panasonic, Japan, www.med64.com; Plexon Inc., USA, www.plexoninc.com.

3In situ (Latin: \in the place"), which in biology usually means somewhere between in vivo
and in vitro.

ETH Zurich, U. Frey, ©2007 7



Part I: CMOS-based High-Density MEA

complex systems. The major challenge is to combine knowledge from di�erent
�elds such as mixed-signal circuit design, software engineering, micromachining
and packaging while keeping the biological application in mind.

A large fraction of this part of the thesis (and the e�orts during the dissertation)
is focused on applications of the HD-MEA. The power of the technology and its
advantages for measuring biologically relevant data that are di�cult (or impos-
sible) to obtain otherwise are demonstrated (Chapter 4). Moreover, by showing
a larger study with more than 100 cultures of cardiomyocytes the reliability, ap-
plicability and usability of the developed technology for biological experiments
is demonstrated (Chapter 5).

The core team in the project, which was partially founded by an ETH-internal
grant4, included:

� Frauke Greve and Donat Scheiwiller: post-CMOS processing.

� Jan �Sediv�y: Measurement setup.

� Carlota Diaz Sanchez-Bustamante: NRC experiments.

� Urs Frey: Device concept, design, testing, software, measurements and data
analysis.

The project was started on the basis of the already very evolved INPRO5 project,
the major contributors of which include Flavio Heer, Sadik Ha�zovi�c and Wendy
Franks. For more details, refer to their dissertations [Heer, 2005, Ha�zovic, 2006a,
Franks, 2005].

4ETH-internal grant TH-1-03-1
5European IST-FET program, contract number IST-2000-26463.

8 ETH Zurich, U. Frey, ©2007



Chapter 2. Introduction

2.1 Structure

The following part consists of three papers:

1. CMOS High-Density Microelectrode Array
U. Frey, F. Heer, J. Sedivy, S. Ha�zovic, K.-U. Kirstein, and A. Hierlemann
in preparation, (Chapter 3)

2. Recordings from Acute Cerebellar Slices
with a CMOS-based Microelectrode Array
U. Frey, U. Egert, F. Heer, S. Ha�zovic, and A. Hierlemann
in preparation, (Chapter 4)

3. Modulation of Electrical Properties of Cardiomyocytes
by Regulated BMP-2 Expression
C.D. Sanchez-Bustamante, U. Frey, J.M. Kelm, A. Hierlemann,
and M. Fussenegger
Tissue Engineering, 2008, in publication, (Chapter 5)

The �rst paper focuses on the CMOS-based microelectrode array. It introduces
the recon�gurable switch matrix implemented on the device, which is crucial
for enabling low-noise recordings while ensuring a high spatial and temporal
resolution. The paper then describes the circuitry implemented on the device,
and shows the measurement setup used to interface with the device. The second
paper shows recordings from acute cerebellar slices. It highlights the possibilities
that the device o�ers in, e.g., observing subcellular dynamics of Purkinje cells.
The recorded data are compared to a compartment model and demonstrates
the spatial resolution that is required to sample the full signal dynamics. The
third section presents a short version of a paper originating from a collaboration
with C.D. Sanchez-Bustamante6. It is a study about using lentivirus-derived
particles to regulate the gene expression to modulate the electrophysiological
characteristics of cardiomyocytes. The contribution of the Physical Electronics
Laboratory in this study included rendering the devices available, performing the
data analysis and preparing most of the �gures. Additional methods and results
can be found in the original paper [Sanchez-Bustamante et al., 2008], which also
describes a gaseous acetaldehyde-inducible system and co-cultures of microtissues
and monolayer of cardiomyocytes that have been omitted here. Chapter 6 then
concludes the CMOS MEA part of the dissertation.

6Institute for Chemical and Bio-Engineering, ETH Zurich, Switzerland.

ETH Zurich, U. Frey, ©2007 9



Part I: CMOS-based High-Density MEA

10 ETH Zurich, U. Frey, ©2007



Chapter 3

CMOS High-Density
Microelectrode Array

Urs Frey, Jan Sedivy, Flavio Heer, Sadik Ha�zovic,
Kay-Uwe Kirstein, and Andreas Hierlemann

in preparation

Physical Electronics Laboratory, ETH Zurich, Switzerland

Abstract | We report on a CMOS-based microelectrode array (MEA) featuring
11,011 metal electrodes and 126 channels, each of which comprises recording
and stimulation electronics, for extracellular bidirectional communication with
electrogenic cells, such as neurons or cardiomyocytes. The important features
include: (i) high spatial resolution at (sub)cellular level with 3,150 electrodes
per mm2 (electrode diameter 7 µm, electrode pitch 18 µm); (ii) a reconfigurable
routing of the recording sites to the 126 channels; and (iii) low noise levels.

ETH Zurich, U. Frey, ©2007 11



Part I: CMOS-based High-Density MEA

3.1 Introduction

Microelectrode arrays (MEA) are an important tool for multisite extracellular
recording in the �elds of neuroscience and biosensing [Gross et al., 1995, Pine,
1980, Naja� and Wise, 1986]. Conventional and commercially available MEAs
are arrangements of usually 60 electrodes with diameters ranging between 10 µm
and 30 µm and densities of up to 100 electrodes per mm2. It is very appealing to
conduct biological or electrophysiological experiments at cellular or subcellular
resolution. Neuronal cells range between below 10 µm diameter for vertebrates
and up to 100 µm for invertebrates in size. Three di�erent approaches to achieve
cellular resolution have been realized so far: (i) constraining the cells with regard
to the electrode positions [Rutten, 2002, Zeck and Fromherz, 2001], (ii) adapting
the electrode layout to the biological structure [Gholmieh et al., 2006] or (iii)
using high-density arrays that record from all electrodes simultaneously [Evers-
mann et al., 2003a, Berdondini et al., 2005]. The high-density arrays are usually
CMOS-based devices that overcome the interconnect limitation by making use of
on-chip signal multiplexing. The simultaneous recording from all electrodes re-
quires the front-end ampli�ers to be placed in each pixel (recording site), which,
due to area constraints, entails rather high noise levels. Instead of scanning
the entire electrode array, the approach presented here provides a recon�gurable
electrode/readout-channel routing to select an arbitrary subset of electrodes for
recording and stimulation. This enables both, low-noise signal recording, and cel-
lular or subcellular resolution, since the front-end circuitry can be placed outside
the array (Figure 3.1), where su�cient area for a low-noise circuit implementation
is available.

The paper is organized as follows: Section 3.2 describes the implementation of
the microsensor, Section 3.3 details the measurement setup to operate the chip,
Section 3.4 includes experimental results, and Section 3.5 concludes the paper.

3.2 System Description

The 126 channels providing signal ampli�cation and stimulation are located out-
side the recon�gurable electrode array, as depicted in the block diagram in Fig-
ure 3.2. The electrode array with the implemented switch matrix is described in
Section 3.2.1. The block of the readout and stimulation channels includes two
ampli�cation and �lter stages. They are implemented with Miller-compensated
2-stage ampli�ers, which are detailed in Section 3.2.2 and Section 3.2.3. Both
stages feature digitally con�gurable gain and �lter settings. The �rst stage pro-
vides a high-pass �lter (HPF), a low-pass �lter (LPF) and a gain of 30 dB. The
second stage provides additional gain of either 0 dB, 20 dB or 30 dB with a
second LPF. An o�set compensation scheme as described in Section 3.2.3 was
implemented in this stage. Ampli�er settings, such as gain and LPF cut-o�, are
set to the same values for all channels. Eight channels are then multiplexed and

12 ETH Zurich, U. Frey, ©2007



Chapter 3. Circuitry and Chip Architecture
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Figure 3.2: Block diagram of the chip architecture and the on-chip electronics.
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Figure 3.3: Sketch of a reconfigurable switch matrix enabling a 
exible subset selec-
tion for readout and stimulation. (a) Illustrates the principle of routing a subset of
electrodes (1-6) to channels (A-F) for readout and stimulation. (b) Shows a general
implementation of a pixel (illustrated with the dashed line) within such an array (the
implemented switch matrix is drastically simplified, see Figure 3.4).

bu�ered by a third stage with an additional gain of 0 dB, 6 dB, 14 dB or 20 dB,
and �nally digitized at 20 kHz using successive-approximation (SAR) analog-
to-digital converters (ADCs) with a resolution of 8-bit. The digital transmitter
then transfers the data o� chip on a 9-bit bus together with chip-status infor-
mation and a CRC (cyclic redundancy check) for error detection, as described
in Section 3.2.4. The transmitter also controls the ADCs and the multiplexers.
A one-time programmable 16-bit ID was included on the device, that allows for
keeping track of the devices and enables automated database access for retriev-
ing device-speci�c calibrations (such as electrode impedance data), and storing
recording protocols. Two additional channels are used to monitor the tempera-
ture and the DC potential on a separate electrode.

The receiver and transmitter are implemented in their own clock domains, which
allows for a simple interfacing circuitry on the PCB level. The receiver decodes
commands that are used to con�gure the array, to de�ne the ampli�er and bias
settings, and for stimulation.

The stimulation capability is provided through two 10-bit 
ash DACs and stim-
ulation bu�ers, operable in both, voltage and current stimulation mode. Each
stimulation bu�er can be connected to the two DAC outputs, so that two stim-
ulation patterns can be simultaneously applied on two selectable subsets of elec-
trodes.

3.2.1 Switch Matrix

The 
exibility in electrode selection is attained by the use of an analog switch
matrix integrated underneath the electrode array. The switch matrix consists of
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Figure 3.4: Subset of the implemented switch matrix.

13k SRAM cells and analog switches (PMOS, W/L = 4/0.6) to de�ne the routing
from the electrodes to the ampli�ers as illustrated in Figure 3.3a. Figure 3.3b
shows a general form of such a switch matrix, which resembles routing schemes
of �eld-programmable gate arrays (FPGAs). The small squares in this �gure
represent the switches required to connect the electrodes to the wires. Each
electrode is connected through connection boxes (C-Boxes) to horizontal (Wh)
and vertical (Wv) readout wires. The readout wires are then interconnected
by switch boxes (S-Boxes) that contain switches to connect two wires, either a
horizontal to a horizontal, a vertical to a vertical or a horizontal to a vertical
wire. Wires can also go through the S-Box without being interrupted by a switch.

The memory bits that drive the switches are located within the array and are
implemented as standard 6T-SRAM cells, made of minimum-size transistors.
An SRAM cell has the advantage of very small power consumption in static
mode, thereby reducing the power dissipation within the array to a minimum.
The feature size of the CMOS technology used for the fabrication of the device
(0.6 µm) and the constraints on the pixel area limited the number of switches
within each pixel to one. As at least one C-Box with at least one switch is
required for each electrode, some electrodes need to be sacri�ced for pixels that
contain a minimal version of an S-Box without any electrode. However, the
resulting 'holes' are covered up by slightly shifting the other electrodes, so that
�nally the electrodes are evenly distributed (Figure 3.11). The actual wiring is
implemented as illustrated in Figure 3.4.

To obtain the con�guration for the switches, the switch matrix is represented
as a graph, as illustrated in Figure 3.5, and the routing problem is solved. The
problem resembles a binary max-
ow, min-cost problem, with the 'interesting
spots' being the sources and the 'channels' being the sinks. The switch con�gu-
ration should provide a maximum '
ow' with a minimum cost. However, there
are some constraints that set the problem apart from the standard max-
ow,
min-cost problem and also from constraints normally used in FPGA routing al-
gorithms: one electrode can, e.g., pick up the signal from two (or more) neurons.
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Figure 3.5: Representation as a graph to solve the routing problem.

This means that we have a larger in
ow into a node than out
ow. To deal with
this issue and with other special routing constraints, the optimization problem is
solved with a general integer linear program (ILP) solver that permits any linear
constraints. The ILP can be written as:

Minimize

cTx

subject to
l ≤ x ≤ u,

where x is a vector of integers to be sought for, c is the cost vector and l and
u are vectors of de�ned lower and upper bounds. For our routing problem, x
represents the state of the switches, i.e., arcs in the graph. The constraint that
renders them either open or closed, i.e., binary, is

0 ≤ xi ≤ 1

The constraints for all the di�erent node types shown in Figure 3.5, are:

For each neuron :
∑

out
ow = 1
For each electrode :

∑
in
ow−#inarcs ∗

∑
out
ow ≤ 0∑

out
ow ≤ 1
For eachwire :

∑
in
ow−

∑
out
ow = 0∑

in
ow ≤ 1∑
out
ow ≤ 1

For each channel : 0 ≤
∑

in
ow ≤ 1

Additionally, an excess node is added with arcs from all neurons. Those arcs are
assigned a high penalty cost to allow for convergence in the case that a neuron
cannot be connected.
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The solution of the ILP provides the state of all the switches within the array.
The array is programmed row-by-row by serially shifting bits into a shift register
located below the electrode array and by then transferring the content to one row
of SRAM cells. Some optimizations on the con�guration stream are performed
in software to reduce its length and thereby the necessary con�guration time.

An example of the routing performance is given here. The cost of the �rst
arcs is given as the Euclidian distance from the electrodes to the center of the
spots of interest. Simulations have been carried out for routing 126 randomly
distributed spots of interest to the 126 channels. The average distance from any
spot of interest to the closest electrode was found to be 6.75 µm for the used
set (number of simulated experiments: 2000) and provides the lower bound of
the achievable routing performance. The implemented routing scheme provides
an average distance to the connected electrode of 7.1 µm, whereat 114.6 out of
the 126 spots of interest are read out via the closest electrode, 10.1 through the
second closest and the remaining 1.3 via the third or fourth closest electrodes. 102
electrodes in a 6×17 rectangular con�guration constitute the largest obtainable
coherent electrode block.

3.2.2 Front-end Amplifier

O�set and drift that occur at the electrode can signi�cantly exceed the signal
amplitude. O�sets of up to 1 V and drifts in the electrode potential of 100 mV
within a few seconds have been measured [Heer et al., 2006a]. For this reason,
a HPF, with a cut-o� frequency below 1 Hz has been used in the �rst stage, as
shown in Figure 3.6. As the wiring within the electrode array is single-ended, the
ampli�er was also implemented in a single-ended way with a pseudo-di�erential
input stage.

The gain of the �rst stage is 30 dB and is de�ned by the capacitance ratio C1/C2.
The value of C2 represents a tradeo� between gain accuracy, corner frequency and
area. A value for C2 of 150 fF was chosen, leading to a total area of 150×280 µm2

for the �rst stage. The cut-o� frequency of the �rst-order HPF is given by the
capacitance C2 and the resistive part of the feedback, which is implemented with
two diode-connected transistors D1 and D2 [Naja� and Wise, 1986, Delbruck and
Mead, 1994, Harrison and Charles, 2003]. To achieve a low cut-o� frequency, the
resistance must be large; therefore, the transistor is of minimum width. In order
to reduce substrate leakage currents, the length was also kept small (1 µm). To
improve the symmetry of the structure and to get a more linear behavior for
small values of VD, a second diode was added in reverse direction yielding better
de�ned values of R even for VD < 0. This structure results in a cut-o� frequency
of below 1 Hz.

The opamp used in the �rst stage was implemented with a two-stage ampli�er
with a di�erential input stage and a common-source output stage. M1 and M2

are operated in weak inversion:

ETH Zurich, U. Frey, ©2007 17



Part I: CMOS-based High-Density MEA

-+
V

re
f

V
in

E
le

c
tro

d
e

P
N P

N

PN

P N

V
re

f_
1

C
2

C
1

C
1

R
e

s
e

t

- +
M

U
X

B
y
p

a
s
s

- +

V
re

f_
2 R

3
C

2

R
2

R
1

A
/D

R
4

R
5

V
re

f_
3

B
u

ffe
rm

o
d

e

A
m

p
lific

a
tio

n
M

o
d

e

1
R

e
a

d
o
u

t
S

ta
g

e
s
t

2
R

e
a
d

o
u
t S

ta
g
e

n
d

3
R

e
a

d
o

u
t S

ta
g
e

rd

V
o

u
t

A
m

p
lific

a
tio

n
M

o
d

e

F
o

u
r

a
m

p
lific

a
tio

n
m

o
d

e
s

c
a

n
b

e
s
e

t.

P
NG

S
D

B

L
P

L
P

D
1

D
2

D
1

D
2

Figure 3.6: Amplification stages of the readout channels, with the first stage featuring
a low HPF cut-o� frequency.
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Figure 3.7: Miller-compensated two-stage opamp used in the first stage.

gm =
ID

nVth

.

The other transistors are operated with VDSAT = VGS − Vth > 200 mV and
therefore:

gm =

√
2k′W

L
ID.

For noise considerations, the transistors M1..4 have to be considered. The equiv-
alent input noise of a di�erential input stage is

v2
eqT = v2

eq1 + v2
eq2 + (

gm3

gm1

)2(v2
eq3 + v2

eq4),

which shows that the in
uence of M3 and M4 is smaller, if the ratio of gm3

gm1
is

small. For a good tradeo� between low noise and small area the terms v2
eq1, v2

eq2

should be roughly equal to the term (gm3

gm1
)2(v2

eq3 + v2
eq4). Additionally, a tradeo�

between the thermal- and the 1/f -noise must be made. The 1/f -noise depends
on the area of the transistor

v2
1/f =

Kf�f

CoxWLf
,

and does not depend on the bias current. A larger area of the transistor cannot
be achieved by increasing L, as this would lower gm ∼

√
W/L, which results in

larger thermal noise. The thermal noise is given by

v2
th = 4kT (

2

3gm

)2�f.

The thermal noise is dominant in the 5-kHz signal band. A larger bias current
will decrease the thermal noise, as gm ∼

√
ID, but it will also increase the power
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consumption and compromise stability. The transistor size of M1, M2 was chosen
as 360/2 and that of M3, M4 as 10/30, with a bias current of I1=2.7 µA and
I2=16.4 µA. The simulated noise level then results in 3.2 µVrms (output noise
divided by the midband gain).

The LPF cut-o�, fLP , is realized using the Miller capacitance CM . The gain-
bandwidth product of the opamp is

GBW =
gm

CM

= A · fLP ,

with gm being the transconductance of the �rst stage and A the gain. The Miller
capacitance is implemented as a 1.8 pF capacitor and a second capacitor (4.8 pF)
that can be switched on and o�, which produces an LPF cut-o� frequency of
v15 kHz or v50 kHz. The exact value depends on the bias current, which, in
turn, can be digitally adjusted at the chip level. A zeroing resistor was included
to improve the stability, with a value of Rz = 1

gm5
=7.7 k
. Additionally, the

�rst stage can be bypassed, which provides a useful means to test features in DC
mode, such as the array routing wires, the DACs and the ADCs.

3.2.3 Second Stage and Offset Compensation

The second ampli�cation stage is a non-inverting ampli�er also implemented as a
two-stage Miller compensated opamp. The adjustable gain of either 0 dB, 20 dB
or 30 dB is achieved by switching between di�erent resistors R1, R2 and R3 in the
feedback, as shown in Figure 3.6. An LPF with a cut-o� of ∼5 kHz or v16 kHz
is implemented in the same way as in the �rst stage. This stage also contains an
o�set compensation mechanism. It is implemented by making the width of the
current mirror transistor M4 digitally adjustable (5 bits), as shown in Figure 3.8.
The length of the current mirror transistors M3, M4 and MS4..0 is 12 µm, M3 has
a width of 28.8 µm, M4 of 19.2 µm and MS4..0 feature values of 12.8 µm, 6.4 µm,
3.2 µm, 1.6 µm and 0.8 µm. An input o�set of ±55 mV can be compensated in
steps of 5 mV or less.

3.2.4 Digital Part

The digital part is split into two clock domains, one for the transmitter side,
which also controls the ADCs and the multiplexers, and another one for the
receiver side, which decodes and executes con�guration commands.

The 16 ADCs in the transmitter part run at a clock frequency of 3.2 MHz, and
need 10 clock cycles for one conversion at an 8-bit resolution. One frame of
output data consists of 160 bytes, 128 of which are used for the ADC data.
The additional frames are used to transmit status information about the device,
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Figure 3.8: Second amplifier stage with o�set compensation.

such as the multiplexer settings, the DAC values and ampli�er settings. Addi-
tionally, the chip address, a 16-bit frame counter and the command counter are
inserted. A CRC (CRC-16/CITT) used for error detection concludes the frame.
For convenience, an additional pad is used to send frame synchronization pulses.

On the receiver side, the commands are received as a bitstream, clocked in by
the separate receiver clock. The commands are in the following format:

Chip Address Cmd Length Cmd Data CRC

1 a3 a2 a1 a0 l3 l2 l1 l0 c2 c1 c0 dn−1 ... d0 r3 r2 r1 r0

A command starts with a start-bit, followed by the chip address, the length of the
command in nibbles, the command, the command arguments and it ends with a
CRC (CCITT-4). A command is only executed, if the chip address is matched
or if the chip address is the broadcast address 0xF and when no CRC error is
detected. Upon each successful command execution, the command counter is
incremented. The command counter is implemented as a Gray counter, which
simpli�es the synchronization between the receiver and transmitter clock domain.
Commands are used to program the on-chip PROM ID, to con�gure the switch
matrix, to de�ne the ampli�er settings (gain, LPF, biasing), to set the multi-
plexer switching scheme, to set the stimulation DACs, to adjust the DC-o�set
compensation FFs, to con�gure the stimulation bu�ers, and to execute the HPF
reset.

Before executing any commands, the receiver checks the integrity of the received
commands by means of the CRC. It also increments a command counter on
successful execution of commands. The command counter is then transmitted
o� chip, providing a means to track the chip status.
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Figure 3.9: Block diagram of the system. On the left side a photograph of the support
board with plugged-in chips is shown.

3.3 Measurement Setup

The system as depicted in Figure 3.9 consists of three main blocks. A custom-
designed PCB was built that provides sockets for �ve HD-MEAs that can be
operated simultaneously. It is essential to avoid mechanical perturbation by
handling devices with plated cells prior to measurements so that a multichip
setup has been developed [Wagenaar et al., 2006a]. The board provides all nec-
essary clock and digital control signals, as well as all required analog references
to the chips. The value of the references can be programmed using the on-board
microprocessor. This processor also monitors the environmental conditions (tem-
perature and humidity). To minimize the amount of required connections, the
data are serialized on the board and sent via two twisted-pair links at 16 MB/s.
By using a serial LVDS protocol, a 6-wire ribbon cable is su�cient to connect
the board with the rest of the system.

The main data acquisition and feedback control unit is realized using the plat-
form Xilinx Virtex II Pro FPGA. This component features fast data-processing
algorithms implemented on the programmable logic and also hosts two PowerPC
cores, both capable of running a Linux operating system with clock frequencies
up to 300 MHz. The data are converted back to a parallel representation, the
data streams from the di�erent chips are separated, and a CRC check is per-
formed. The extracted data are then distributed via an internal data bus to the
data processing units, e.g., compression and spike-detection units. These units
use direct memory access (DMA) to write the results into the system memory
DRAM, where they can be accessed from applications running on the PowerPC.
As the chips produce large amounts of data, which need to be stored for later
processing, a compression block was designed. It is a lossless compression that
encodes the di�erence between two data points in time using Rice coding [Rice,
1979] with an adaptive algorithm to update the compression parameters depend-
ing on the measured signal properties. The application program running on the
PowerPC core is responsible for the data transport between the FPGA core and
the supervising computer.
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Figure 3.10: Chicken dorsal root ganglion neurons on a high-density microelectrode
array and chip cross section.

The third component is the software running on the PC. It consists of a server
application and several clients connected to the server. As HD-MEAs have a
complex structure with an electrode routing matrix and a programmable gain,
the server implements �ve chip-emulator modules. Every time the real chip
con�guration is changed, the same changes are applied to the corresponding
emulators. The client applications can then retrieve the currently connected
electrodes, gain and �lter settings from the emulators.

All communication links from the chip to the PC are protected by CRCs in either
direction, allowing for error detection and thereby ensuring data integrity.

3.4 Experimental Results

3.4.1 Fabrication

The chip was fabricated in an industrial 0.6 µm 3-metal, 2-polysilicon CMOS-
process. A micrograph of the device is shown in Figure 3.1. The total device size
is 7.5×6.1 mm2, and the electrode array covers an area of 2.0×1.75 mm2. Special
post-CMOS processing and packaging steps are required to render the chip capa-
ble of operating in physiological solution with cell cultures on top. The 2-mask
post-processing step includes sputtering Ti:W (20 nm) and platinum (200 nm) as
electrode materials and patterning of the metals with the help of a lift-o� process.
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Figure 3.11: Uniform electrochemically grown Pt-Black. Scale bar: 50 µm

Thereafter a 1.6-µm-thick passivation layer stack (SiO2 and Si3N4) is deposited
for corrosion protection [Heer et al., 2006a]. The Pt electrode openings are shifted
away from the locations of the original CMOS aluminum contacts to ensure long-
term stability. Together with the electrodes an integrated on-chip Pt-electrode is
fabricated that can be used as a reference in measurements. It is placed around
the electrode array and has a total area of roughly 0.6 mm2. Figure 3.10 shows
the fabricated chip, on which chicken dorsal root ganglion neurons have been
cultured for 2 days in vitro (DIV). The inset illustrates the post-processing steps
with the shifted-electrode design. This 2-mask post-CMOS processing sequence
yielded good results and chips being operable for several weeks. During long term
culturing of several months, however, it was found that the areas, where the thick
insulating passivation stack has been opened to access the Pt electrodes are the
weak spots in the overall protection, since the CMOS foundry passivation is the
only protection there. Therefore the post-processing was changed to a 3-mask
sequence with the �rst and additional step being a deposition of 500 nm Si3N4

to increase the thickness of the bottom passivation (not shown in Figure 3.10).

To reduce the electrode impedance, Pt-black can be electrochemically deposited
on the electrodes, using 1.0 nA/m2 current density in a solution containing 7 mM
hexachloroplatinic acid, 0.3 mM lead acetate, and hydrochloric acid to adjust the
solution pH to 1. A platinum wire was used as a counter electrode, connected to
an external current source, and the on-chip stimulation circuitry was used to set
the electrode to a de�ned potential. A uniform platinization could be obtained
as it is shown in Figure 3.11.
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Figure 3.12: Packaged device.

3.4.2 Packaging

To allow for culturing of cells, the chips have been packaged as illustrated in
Figure 3.12. The processed chip is mounted and wire-bonded on a custom-
designed printed-circuit board (PCB) with an electroplated nickel/gold edge-
connector. A glass ring is then glued on the PCB, and a water-resistant medical
epoxy (EPOTEK 302-3M), is used to encapsulate the bond wires and the pads.

3.4.3 Electrical Characterization

The measured transfer function of the readout channels is shown in Figure 3.13,
measured for a gain of 1,000 and the lowest possible LPF cut-o� frequency.
The bottom part shows the noise spectrum using the same settings for three
di�erent cases: (i) the ampli�ers with shorted inputs (2.4 µVrms output noise
from 1 Hz to 100 kHz, divided by the midband gain), (ii) use of bare Pt-electrodes
(3.9 µVrms) and (iii) use of dendritic Pt-black electrodes (3.0 µVrms) in saline
solution. Compared to [Heer et al., 2006a], the noise has been reduced by 10 dB,
which is mainly due to the use of the diodes, D1,2, and the relaxed area constraints
(i.e., larger input transistors). The ADC contributes 0.5 LSB quantization noise.
Worst-case signal crosstalk within the array (2 mm long, parallel readout wires
with minimum spacing) was assessed to be 67 dB in a saline solution using Pt-
black electrodes. The standard deviation of the input-referred o�set is 0.7 mV
(version 1). The overall chip power consumption is 135 mW, 115 mW of which
are consumed by the third stage, the ADCs and the digital core located more
than 2 mm away from the array (Figure 3.1). The power dissipation within the
array itself is negligible. One readout channel (stage 1, 2) consumes 160 µW in
an area of 0.07 mm2.
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Figure 3.13: Measured transfer function of the three amplifier stages for a gain of
1,000 and the lowest possible LPF cut-o� settings. The bottom part shows the input-
referred noise spectrum for the same settings.
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Figure 3.15: The left panel shows a microtissue that was derived from neonatal rat
cardiomyocytes placed on the HD-MEA. Overlaid are the measured signal shapes. In
the right panel, the raw signal traces are shown for seven selected electrodes. The
triangles mark the detected peaks.

3.4.4 Electrophysiological Measurements

Figure 3.14 shows spontaneous electrical activity in several biological prepara-
tions as recorded using the HD-MEA to illustrate the broad applicability of the
microsystem. The top trace was obtained from neonatal rat cardiomyocytes
(3 DIV). The middle trace stems from dissociated rat hippocampal neurons cul-
tured for 16 DIV. The two traces at the bottom show recordings with spike
activity from acute brain slices (parasagittal slice of the cerebellum of a Long-
Evans rat). The preparation was performed at room temperature, as described
in [Egert et al., 2002]. Oxygen was supplied through a perfusion system con-
taining arti�cial cerebrospinal 
uid. The on-chip counter electrode was used as
a reference for recording. The two exemplary recordings shown here are from
electrodes located at a distance of 38 µm. Action potentials of single cells are
visible on several neighboring electrodes.

Figure 3.15 shows neonatal rat cardiomyocyte (NRC)-derived microtissues. In
order to enable gravity-mediated microtissue production in hanging drops [Kelm
et al., 2003, 2004c], isolated monodispersed NRCs were seeded at 2,500 cells/well
into 60-well plates and cultivated with plating media (67% DMEM, 17% M199,
10% horse serum, 5% fetal bovine serum and 1% penicillin/streptomycin solu-
tion) for 4 days. After four days, the resulting myocardial microtissues were
placed onto the microelectrode array previously coated with 20 µg/mL laminin.
Within six hours, the NRC microtissues attached to the surface of the chip, and
recordings from the NRCs embedded in a three-dimensional arti�cial tissue were
performed after the addition of 10−2 mM phenylephrine. The microtissues did
not need to be precisely positioned, as there is a large area covered with elec-
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Table 3.1: Performance summary
Technology 0.6 µm 3M2P CMOS
Area 7.5×6.1 mm2

Supply voltage analog 5.0 V
Supply voltage digital 3.3 V
Clock frequency transmitter 3.2 MHz
Clock frequency receiver 8 MHz
Number of electrodes 11,011
Sensor area 2.0×1.75 mm2

Electrode density 3,150 1/mm2

Power consumption overall 135 mW
Power consumption front-end (stage 1&2) 160 µW/channel
Front-end input-referred noise (1 Hz to 100 kHz) 2.4 µVrms

Ampli�cation 0-80 dB (18 steps)

trodes. The signal quality is very good, and the output noise divided by the
midband gain in this measurement is 2.3 µVrms (incl. quantization noise, digital
HP at 10 Hz). Such low noise levels are only achievable, if there is no signi�cant
background activity. Signals around 10 µV are detectable.

3.5 Conclusion

A system to record extracellular activity from electrogenic cells in culture or
tissue at high spatial and temporal resolution has been presented. The high-
density microelectrode array has been fabricated in CMOS technology combined
with additional post-CMOS processing steps. The device enables the simulta-
neous recording from and stimulation of 126 electrodes selected out of 11k elec-
trodes. The implemented recon�gurable switch matrix provides a high degree
of 
exibility in the electrode selection and allows for low-noise ampli�er imple-
mentations outside the array. A system for data acquisition has been developed.
The functionality of the overall system has been veri�ed with electrical tests and
measurements in biological preparations. A summary of the main parameters of
the microsystem is given in Table 3.1.
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Part I: CMOS-based High-Density MEA

Abstract | Simultaneously recorded multiple-neuron action potentials (AP)
contain a wealth of information on the dynamics in neuronal networks and on
the properties of individual neurons that is di�cult to obtain with intracellular
recordings. Here, we present a high-density planar microelectrode system (HD-
MEA), based on complementary metal-oxidesemiconductor (CMOS) microelec-
tronics technology for in vitro recordings of extracellular potentials at subcellular
resolution. From an array of 11,011 microelectrodes (3,150 electrodes per mm2),
126 electrodes can be arbitrarily selected and can, via a reconfigurable rout-
ing scheme, be connected to on-chip recording and stimulation circuits featuring
noise-levels of 7-9 µVrms. With this HD-MEA we analyzed the distribution and
dynamics of extracellular potentials in the somatic and dendritic compartments
of Purkinje Cells (PCs) in acute cerebellar slices. The field structures match those
generated by compartmental models of PCs in the recording situation, revealing
local current densities and backpropagation of APs into the proximal dendrites.

4.1 Introduction

Mapping the extracellular, spatio-temporal dynamics of neuronal activity in vivo
and in vitro has gained considerable interest as new methods for the extrac-
tion of information from electrophysiological microelectrode array data become
available, e.g., in the context of the development of implanted neuroprosthetic
devices. Information acquired through extracellular recordings has enabled the
reconstruction of activation sequences in cultured networks, slice preparations
and intact brains [Buzsaki, 2004], and it potentially enables the characterization
of ion channel properties and ion channel distributions in single cells.

The detailed structure of the extracellular-potential landscape of a neuron, how-
ever, is mostly unknown. This prevents an unambiguous reconstruction of neu-
ronal networks as a consequence of the low signal-to-noise ratio and the low
spatial resolution in the respective electrical measurements. In particular, spa-
tial undersampling prevents a complete reconstruction of current sink/source
distributions. Commercially available planar microelectrode arrays for in vitro
experiments [Pine, 1980, Gross et al., 1995] usually comprise ∼60 electrodes,
with diameters up to 30 µm and feature up to 100 electrodes per mm2. Optical
methods, such as 2-photon microscopy and calcium imaging, provide high spatial
resolution (even in 3 dimensions) [Gobel et al., 2007], however, su�er from poor
temporal resolution or low signal-to-noise ratio.

HD-MEAs potentially increase the information content of extracellular record-
ings. HD-MEAs presented so far [Eversmann et al., 2003a, Berdondini et al.,
2005], however, su�er from a low signal-to-noise ratio that renders the extracel-
lular detection of spike activity and the decomposition into single-unit signals
di�cult. These devices record simultaneously from all electrodes, which requires
the front-end ampli�ers to be located directly at each recording electrode. To
achieve high spatial resolution, the space at each electrode is severely constrained,
so that high-end signal conditioning units cannot be e�ectively realized. Instead
of scanning the entire 11,011 electrodes of our HD-MEA (electrode density: 3,150
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Figure 4.1: CMOS-based microelectrode array: (a) micrograph of the chip
(7.5×6.1 mm2). The electrode array is surrounded by the two first amplification and
filtering stages (1S and 2S) and the stimulation bu�ers (Stim). Below the array are
the shift register (SR) used to program the array and on the right-hand side the third
amplifier stages, analog-to-digital converters (3S, ADC) and the digital core. (b) Scan-
ning electron microscope cross-section of the chip showing the post-CMOS processing
needed for biocompatibility (scale bar: 2 µm). (c) Colored Scanning electron mi-
crograph of chicken dorsal root ganglion neurons cultured on the HD-MEA (2 days
in vitro) illustrating size and density of the microelectrodes (blue) in comparison to
the neurons (green); scale bar: 30 µm. (d) Sketch of the switch matrix for readout
and stimulation. The electrodes (1-6) are connected to the amplifiers (A-F) through
switches represented as open or filled small squares. (e) Block diagram of the on-chip
circuitry.
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Part I: CMOS-based High-Density MEA

electrodes/mm2; pitch 18 µm; electrode diameter 7 µm), we use a recon�gurable
routing scheme to connect an arbitrarily selectable subset of 126 electrodes (e.g.,
cohesive blocks, lines, or selected single electrodes) to recording and stimulation
electronics channels. The channel circuitry, in particular the front-end ampli-
�ers, are placed outside of the electrode array, where there is enough space to
realize high-performance circuitry in standard CMOS technology (Fig. 4.1), en-
abling low noise levels between 7 and 9 µVrms. Moreover, a selection approach is
reasonable because (i) the signals from HD-MEAs are largely redundant (extra-
cellular potentials of a cell or unit are simultaneously recorded on several neigh-
boring electrodes), (ii) there is usually enough time to sequentially scan di�erent
regions of interest (ROIs), (iii) a high percentage of electrodes does often not
provide relevant information, and, most importantly, (iv) this approach enables
high spatio-temporalresolution, low-noise recordings for a detailed mapping of
the extracellular potentials in the ROI.

To illustrate the performance of the developed devices, we analyzed the extracel-
lular potential landscape of PCs in acute slices of the cerebellum. The electrical
activity of individual cells was revealed by applying spike sorting and spike-
triggered averaging methods to the recorded high-resolution data. The results
were compared to a compartmental PC-model to interpret the �ne structure of
the extracellular APs, i.e. spikes. We show that the recorded spikes include
detailed information on the cellular arrangement in the tissue and on the �ne
structure (subcellular resolution) of the AP dynamics.

4.2 Results

4.2.1 Recordings

Recordings from acute sagittal cerebellar slices were performed as previously de-
scribed [Egert et al., 2002] to test the performance of the HD-MEA. The PCs are
spontaneously active and are e�ectively disconnected from each other because
the parallel �bers have been cut in a sagittal slice. In addition, the excitatory
input from the deep cerebellar nuclei via climbing �bers is missing. The PC elec-
trical �elds can thus be considered independent from each other, which facilitates
spike sorting and eases waveform interpretations.

Spikes in the voltage traces varied considerably in shape, and the signals on
neighboring electrodes showed a high degree of synchronicity, which indicates
that di�erent neurons contribute to the overall signal on each electrode and
that the same neuron provides signals on various electrodes (Fig. 4.2). The
spike shape distributions were analyzed using independent component analysis
(ICA) to identify and separate spikes originating from di�erent neurons. Spike-
triggered averages of the signal on all electrodes in a ROI were calculated for
each identi�ed unit, and the potential distribution generated by an individual
neuron was analyzed.
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Chapter 4. Acute Brain Slices

Figure 4.2: Recordings obtained from an acute parasagittal cerebellar slice. Electrical
signals from the six neighboring electrodes (black) marked in (d). (a) Spontaneous
spike activity. (b) Zoom into (a) with 4 di�erently shaped spikes identified through
spike sorting and marked in color. Each unit is detectable on more than one electrode,
but not on all six. (c) Superposition of events of two identified units in (b) within
a 30s recording period. The average signal is indicated in color. (e) Average spatial
distribution (footprint) of spike-triggered averages of the two neurons in (c); scale bars
in (e, f): 100 µV, 1.9 ms. (f) Footprint of another cell reconstructed from three blocks
of electrodes recorded sequentially at full spatial resolution: Potential distribution at
the time of the first negative peak (circle: center of all negative peaks weighted with the
peak amplitudes, square: center of all positive peaks). Colored contour lines represent
equipotential lines at half peak amplitude, i.e., -63 µV for the blue line in the negative
region (blue), and +18 µV for the red line in the positive region (red). The footprint
reveals distinct spikes over a large area including more than one hundred electrodes;
Frequency band: 100 Hz-3.5 kHz.
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Spike amplitudes ranged from the detection limit (∼35 µV, ∼4x noise level) up
to a few 100 µV, with �ring rates of 7-35 Hz. No signi�cant cross correlation of
spike trains from neighboring PCs was observed. This fact and the large number
of electrodes allowed for an e�ective application of ICA. The �ring rates may be
somewhat underestimated, since priority was given to precision over sensitivity
during spike sorting in order to obtain accurate cell footprints, i.e., accurate
extracellular-potential distributions.

Detectable spike activity was found in the cerebellar cortex only (Fig. 4.3). The
rate of supra-threshold events and their amplitude was maximal in the region of
the Purkinje cell layer (PCL). Spikes were typically bipolar with large negative
peaks in the PCL region, and positive peaks in the molecular layer (ML). Spike
shapes at positions in between represent combinations of these basic types. The
spatio-temporal characteristics of the potential of a certain PC in the parasagittal
slice were that of a dipole with the negative pole at the PCL and the positive pole
in the ML during AP onset. During further spike evolution, the soma became
more positive, while proximal parts of the dendrites became more negative, and
the potential in the distal dendritic tree subsided. The potential distribution at
the time of the negative peak (Fig. 4.2f) was used to estimate the orientation of
each neuron relative to the device surface (N units = 27, Fig. 4.3b). Evidence
suggests that we predominantly recorded from PCs, since we did not identify
any units exclusively in the granular cell layer, the ML, or in the white matter.
At a threshold value of -35 µV, the negative-potential area extended 50-150 µm
along the surface of the chip. Its location coincided with that of the PCL and
the positive-potential region extended across most of the adjacent ML (Fig. 4.4).
In some regions a slight displacement of presumptive PC somata near the chip
surface with regard to the PCL visible at the upper surface of the slice was
observed, since the slice lays slightly slanted to the sagittal plane.

In a selected slice preparation (Fig. 4.5a-c) we analyzed 41 PCs with somata at
an estimated 30 to 90 µm distance to the surface that have been identi�ed by
the spike sorter. The spikes of 37 PCs out of the total of 41 passed a negative
threshold of -35 µV and those were then simultaneously detectable on 25±12
electrodes (∼8000 µm2), only spikes of 12 PCs passed the threshold of +35 µV
and were detectable on 11±7 electrodes (∼3500 µm2 area). The area with am-
plitudes of at least half the maximum signal heights included 19±8 electrodes
(∼6000 µm2) for negative signals and 38±37 electrodes (∼13000 µm2) for the
smaller positive signals.

Figure 4.5 shows recordings from slices that were presumably cut slightly tilted to
the sagittal plane. In the slice shown in Figure 4.5a-c, the activity on two adjacent
to a �ssure was approximately evenly distributed. The slice in Figure 4.5d-f,
however, shows rather unevenly distributed electrical activity along a �ssure,
with higher activity to the right of the �ssure. The widespread activity with an
event rate below 10 Hz in Figure 4.5d stems from numerous small spikes with
mostly positive amplitudes. We assume that the respective slice (Fig. 4.5d-f)
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Figure 4.3: Recordings from a P18 acute slice preparation of the caudal half of the
cerebellar vermis. (a) Spatial distribution of detectable spike activity in the recording
area. All electrodes used for recording are marked with a small dot (approximately
30% of the available electrodes). Events exceeding a threshold of ±36 µV were used
to calculate the color-coded event rate; scale bar: 0.3 mm. Spike activity is found in
a broad band following the cerebellar cortex. (b) Close-up of a region delimited in
(a) with high activity. All units identified by spike sorting are marked in analogy to
Figure 4.2f; scale bar: 0.1 mm. (c) Schematic of the basic cellular structures in the
plane of the slice [Gray, 1918]. ML: Molecular layer, PCL: Purkinje cell layer, GL:
Granular layer, CF: Climbing fiber, MF: Mossy fiber, PF: Parallel fiber, PC: Purkinje
cell, GgC: Golgi cell, SC: stellate cell, BC: basket cell; scale bar: 0.1 mm. (d) Footprint
of a neuron selected from the region shown in (b); scale bar is 200 µV, 1.9 ms. (e) CSD
analysis for the cell shown in (d) at several points in time (green: sink; orange: source).
The sink moves from the soma at 0.4 ms to the proximal dendrites at 0.6 ms and covers
the dendritic area, while the soma repolarizes. Frequency band: 180 Hz-3.5 kHz.
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Figure 4.4: Estimation of the height of the PC above the chip surface. (a) The
green curve represents the interpolated potential of a recorded spike along the solid
green line in (b). The dashed red line shows the best fit according to equation (1). (c)
Interpolated average potential distributions of 41 cells in analogy to (a); (d) Plot of
the estimated height of the soma center, z, versus the voltage minimum of the spike.
The green cross marks the sample spike shown in (a, b).
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Figure 4.5: Measurements from two sagittal acute brain slice preparations (P17). (a,
d) Activity map showing events larger than 4.3 times the RMS noise, with the event
rate in color-coding (scale bar 0.3 mm). (b, e) Pictures of the brain slices; all detected
PCs are marked by a circle, in analogy to Figure 4.2f. The red dashed line marks the
fissure, the white dashed line the white matter (scale bar 0.3 mm). The insets represent
sketches of cross sections as marked with the black dashed lines (F: fissure, WM: white
matter). (c, f) Selected PC footprints in the corresponding slice preparation (scale bar
100 µV, 1.9 ms).
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was cut along a plane that was slightly tilted with respect to the sagittal plane,
so that the somata of intact PCs on the two sides of the �ssure in Figure 4.5e
were located at di�erent distance to the chip surface. On the left of the �ssure
in Figure 4.5e the PCs close to the surface were cut through their dendrites, so
that no active cells lie close to the surface, whereas to the right of the �ssure,
the dendrites point into the slice, and intact PCs lie next to the slice surface, as
illustrated in the insets in Figure 4.5b,e. The footprints in (Fig. 4.5c,f) support
this �nding; the positive-amplitude spikes are a much smaller in Figure 4.5f and
less con�ned in area than those in Figure 4.5c.

Since extracellular potentials re
ect the dynamics of transmembrane currents
during an AP, current source density (CSD) analysis was used by other authors
to determine the location of synaptic currents, in particular in layered brain
structures, such as the neocortex or the lateral geniculate nucleus. As yet, CSD
analysis mostly has been applied to local �eld potential recordings and, only in
one case, to single cells [Blanche et al., 2005]. The large number of tightly spaced
electrodes of HD-MEAs, however, provides 2D subcellular resolution and, hence,
gives access to the current dynamics of individual neurons. As PC activities
are independent, we calculated individual time-resolved CSD distributions. The
CSD structure revealed distinct dipole �elds oriented in parallel to the HD-MEA
surface. At spike onset there was a pronounced sink around the presumptive
location of the PC soma and an equivalent, but spatially less focused, source in
the ML (Fig. 4.3e). The sink then shifted towards the ML into the region of the
proximal dendrites, where it slowly faded away. This backpropagation of the AP
into the proximal dendrites was clearly visible and reproducible (see Fig. 4.6-4.7).

4.2.2 Comparison to a Purkinje Cell Model

A compartmental model of a PC [Roth and Hausser, 2001, Vetter et al., 2001]
was built to enable a detailed interpretation of the spatio-temporal features of the
extracellular recordings. The footprints obtained in our recordings featured very
stereotypic shapes so that the precise morphology of the PCs seemingly was of
minor importance [Gold et al., 2006]. However, the distribution of especially the
Na+ channels on the compartment model is critical to reproduce the footprints
observed, which depended on a high concentration of Na+ in the axon initial
segment combined with a Na+ channel concentration decay in the dendritic trunk
(see Section 4.4).

The PC dendritic tree was oriented approximately plane-parallel to the HD-MEA
surface (Fig. 4.8b). In this speci�c example, the soma center was slightly closer
to the surface (center 40 µm above the surface) than the center of the dendritic
tree. The spatio-temporal structure of the simulated cell signals was in good
agreement with the experimental results (Fig. 4.8a). The simulations con�rmed
that the density of 3,150 electrodes/mm2 of the HD-MEA is su�cient to capture
the details of the extracellular signal distribution (Fig. 4.8c) of neurons located
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Figure 4.6: Additional footprints together with their CSD analysis, as explained in
Figure 4.3d and 4.3e. (scale bar: 200 µV, 1.9 ms).
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Figure 4.7: Additional footprints together with their CSD analysis, as explained in
Figure 4.3d and 4.3e. (scale bar: 200 µV, 1.9 ms).
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Figure 4.8: (a) Comparison of the recorded average single-unit spikes (black traces)
and the spikes calculated from a compartment-model simulation of a PC (green traces).
The markers for simulated and recorded units are the same as in Figure 4.2f; scale bar
is 100 µV, 1.9 ms. (b) Position and orientation of the simulated PC with the center of
the soma located (blue diamond in (a)) 26 µm above the chip surface. (c) Simulated
potential on the chip surface along a line parallel to the soma-dendrite axis (dashed blue
line in (a) and (b)) during the spike evolution at 0.1 ms intervals. The black and white
dots on the potential line of maximal amplitude (bold blue line) represent the electrode
array spatial resolution (18 µm pitch). Reducing the spatial resolution by 50% (black
dots only, pitch 36 µm) will already lead to a significant spatial undersampling of the
potential distribution curve. Frequency band: 5 Hz-3.5 kHz.

at a depth corresponding to the thickness of the cell layer damaged by the slicing
procedure (20-50 µm).

CSD distributions calculated from simulations were in good agreement with the
measured CSD distributions (Fig. 4.9). The balloon-shaped equipotential sur-
faces (Fig. 4.9d) were somewhat `drawn' towards the chip, the surface of which
was modeled as an insulator. This e�ectuated a 1.6-fold increase of the signal am-
plitude in comparison to models without an insulating chip surface. Additional
simulations showed that the signal amplitude is reduced by only a few percent
by using electrodes with diameters up to 30 µm, depending on the surface-cell
distance and the dynamics of signal propagation within the cell (data not shown).
Similar �ndings have been reported for in vivo applications of shaft-type neu-
ronal probes [Mo�tt and McIntyre, 2005]. A shorter distance between cell and
electrodes resulted in higher peak amplitudes and more �nestructure of the CSD.

The sinks in the model represent a large in
ux of positive ions into the cell
through Na+ channels. A spatially extended source region develops in the den-
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Figure 4.9: Comparison of measured and simulated evolution of the CSD during
an AP. (a) Average spike recorded from the three electrodes assigned (1-3) in (b) at
the specified times; scale bar is 50 µV, 1 ms. (b) CSDs resulting from the measured
spikes and (c) CSDs from simulations at defined points in time specified in (a). The
spatiotemporal structures of the measured and simulated CSD distribution are very
similar, although they di�er in some details, since a rather general PC model was used
in the simulation. (d) Equipotential surfaces at -35 µV in blue and +35 µV in red
of the simulated PC. Note, that the chip distorts the equipotential balloons, which
increases the signal near the electrodes.
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drite, which can be assigned to passively drawn currents. Backpropagation of
the AP into the dendrites is clearly visible. As PC dendrites lack active sodium
channels in the distal dendrites, this backpropagation is thus mostly passive and
limited to the proximal stem of the dendrite, in agreement with �ndings from
single-cell patch-clamp studies [Stuart et al., 1997].

4.3 Discussion

Spike activity could be readily recorded in acute cerebellar slices with signal-to-
noise ratios comparable to tungsten electrodes or passive planar electrode arrays.
The large number of available electrodes facilitated spike sorting based on the
spatio-temporal structure of the potential distribution and enabled a reliable
identi�cation of units at a given electrode. The footprint of each unit covered an
area that extended well beyond the soma, but only partially covered the extension
of the dendritic tree, which is in good agreement with estimates from in vivo and
in vitro recordings [Egert et al., 2002].

Although spikes provide information about transmembrane currents, their char-
acteristics are still not fully understood. Even though many cellular parameters
are not available in the literature, and although the morphology of the PC here is
not precisely known, the model showed a good qualitative match to the recorded
data. The signal amplitude is sensitive to the intracellular resistivity, Ri [Gold
et al., 2007], the extracellular conductivity, σ, and the distance between cell and
chip surface, which includes contributions to account for a potential increase of
conductivity in the outermost layer of dead cells. These parameters predomi-
nantly in
uence the overall amplitude and, to a lesser extent, the shape of the
spike, which is much more sensitive to the distribution and dynamics of the
active ion channels [Gold et al., 2006]. Therefore, high-resolution extracellular
recordings provide a valuable tool to test and improve compartment models of
neuronal cells.

From the modeling of the spike dynamics it became evident that the isolator
nature of the chip and, to a lesser extent, the speci�c electrode structure in
uence
the shape of the equipotential surfaces, and therefore the signal-tonoise ratio.
The isolator nature of the chip partially compensates for the larger conductivity
in the adjacent liquid phase resulting from dead cells or cell debris close to the
surface.

CSD analysis has so far only been applied to assess population activity or one-
dimensional recording patterns; here it has been applied in two-dimensions to
single neurons. The HD-MEA electrode spacing provides a su�cient density
of recording sites to assess subcellular sink/source distributions. The spatio-
temporal CSD features in our recordings are in good agreement with those ex-
tracted from patch-clamp data and models based on measured ion channel dis-
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Figure 4.10: Electrophysiological measurements with the HD-MEA neuronal cell
cultures. (a-c) shows data from a bursting culture of dissociated rat hippocampal
neurons at day 16 in vitro. The long traces in (b) show raw data recorded on three
selected electrodes (marked 1-3 in (c)). Events detected by a spike sorter are marked
for three di�erent neurons. The events occurred in bursts, a zoom into a short burst is
shown in (a), with the time marked in (b). In (c), the spike-triggered averages of the
three cells are shown. The positions of the three selected electrodes are marked with
1-3.

tributions in the dendritic tree [Stuart and Hausser, 1994]. The CSD data here
reveal the extent of the backpropagation of APs.

To �ne-tune the compartment model, detailed morphological and immunohis-
tochemical analyses need to be combined with spatially highly resolved electro-
physiological recordings. The resulting models will help to understand extra-
cellular single-cell potential patterns and their contributions to the population
activity recorded as local �eld potentials. They will further provide important
information for spike sorting and will facilitate the identi�cation of neuronal cell
types in extracellular recordings. The agreement between measured data and the
PC model in this study shows that the HD-MEA provides su�cient spatial and
temporal resolution to capture the entire dynamics of the fast spike. The chip
system provides detailed information on the spike shape and on how the spike
distribution changes over time.

The chip and system will help to reveal how spikes depend on the activity level
of the cell [Quirk et al., 2001] taking into account the neuronal network environ-
ment. It also can be used to monitor the spatio-temporal dynamics of activity in
cultured neuronal networks and monolayers and microtissues of cardiac myocytes
(Fig. 4.10). The system can potentially be applied to cultured or organotypic
slices of the brain or the spinal cord, to retinal preparations and to other biolog-
ical preparations involving electrogenic cells.

CMOS-based HD-MEAs enable high spatio-temporal resolution recordings and
stimulation in relatively large areas, which allows for (i) a more detailed analysis
of the behavior of individual neurons in a network, and for (ii) recording from a
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larger fraction of neurons to assess collective behavior and the details of signal
processing in neuronal networks. Besides the possibility to perform an overview
scan of a cell ensemble (with the option of using electrical stimulation), to then
select cells that are prominent in the networks signal processing and to trace
their interaction, the CMOS-based active devices bear the potential to provide
insights into subcellular mechanisms underlying the respective action-potential
dynamics.

Selecting a subset of electrodes from a high-density array while providing low-
noise signal ampli�cation and �ltering will be useful for many applications. The
method presented here is likewise applicable to in vivo shaft-style probes [Naja�
and Wise, 1986, Csicsvari et al., 2003]. There, it would simplify the tracking of
neurons displaced by minute movements or tissue response.

4.4 Methods

4.4.1 CMOS-based Microelectrode System

The HD-MEA consists of several components on a single chip (Fig. 4.1a, e).
The 126 readout channels provide signal conditioning with programmable am-
pli�cation (1-10,000-fold). A �rst-order high-pass �lter with adjustable cuto�
frequency (0.3 Hz-100 Hz) removes DC o�set and 
uctuations resulting from
the electrode-saline interface. A tunable second-order low-pass �lter de�nes the
upper frequency limit (3.5-14 kHz). The signals are sampled at 20 kSamples/s
per channel using 8-bit analog-to-digital converters (ADCs). Electrical stimuli
can be delivered through a 10-bit digital-to-analog converter (DAC). The total
recording area of the 11,011 electrodes is 2.0×1.75 mm2 (3,150 electrodes/mm2).
Flexibility in the electrode selection is attained by an analog switch matrix inte-
grated underneath the electrode array (Fig. 4.1d and 3.5). The low-power design
prevents heating of the biological preparation [Frey et al., 2007c].

4.4.2 Acute Slice Preparations

Parasagittal cerebellar slices (300 µm thick) were prepared from Long-Evans
rats at postnatal days 16{18 as described previously [Heck, 1993]. Animals were
anesthetized with iso
urane and decapitated. The brain was quickly removed
and rinsed in ice-cold (<4°C) arti�cial cerebrospinal 
uid (ACSF; contents in
mM: NaCl 132.0, KCl 2.0, KH2PO4 1.2, MgSO4 1.1, NaHCO3 19.0, CaCl2 2.5,
D-glucose 10.0, continuously gassed with 95% O2, 5% CO2). Rats were housed
and handled in accordance with the guidelines of the Univ. Freiburg and German
law. Slices were cut with a vibratome (Dosaka), stored at 37°C for 1h and kept at
room temperature thereafter. Recordings were performed at 28°C with 8 bu�er
exchanges/min.
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To improve tissue adhesion, HD-MEAs were coated with cellulose nitrate (CN,
Schleicher & Schuell, Dassel, Germany), dissolved in methanol (0.14 mg/ml)
[Egert et al., 2002]. Slices were cut in half along the main stem of the white
matter, and one of the pieces of the caudal section was positioned above the HD-
MEA in a drop of arti�cial cerebrospinal 
uid (ACSF). ACSF was then quickly
and completely removed so that the slice settled onto the HD-MEA surface and
adhered. The slice covered the electrode array almost completely.

4.4.3 Recordings

The recording setup consists of a custom-designed printed circuit board (PCB),
a �eld-programmable gate array (FPGA), and a computer (Fig. 3.9). As 126 out
of 11,011 electrodes are selected for recording, a twophase strategy was adopted:
(1) an activity map (Fig. 4.3a) was generated from partially overlapping blocks
of regularly spaced electrodes, covering patches of 0.3×0.3 mm2 to 0.5×0.5 mm2.
This produced up to 50 recordings of roughly 1 minute duration. (2) Recordings
at a higher resolution were then performed in selected ROIs. In total, we recorded
from �ve cerebellar slices.

4.4.4 Spike Sorting

Events from multi-unit recordings were sorted according to their shape. Owing
to the high electrode density, each signal source, i.e., each neuron is monitored
by several electrodes. \Blind source separation" allows the separation of source
signals from a set of mixed signals, which can be recovered by ICA assuming
additive superposition of statistically independent non-Gaussian source signals
[Lewicki, 1998, Takahashi et al., 2003a]. The large number of electrodes in our
system allows us to directly apply ICA for spike sorting. The underlying assump-
tion of an additive superposition of sources holds only in a �rst approximation,
so that the events in independent components need to be clustered. The algo-
rithm is brie
y outlined here: (1) band-pass �lter (500-3000 Hz), (2) ICA (us-
ing FastICA[Hyvarinen, 1999]) yielding separated independent components (IC),
(3) threshold detection on the ICs using ±4.2 standard deviations, (4) alignment
of the events for maximal correlation with a template spike. (5) events are then
clustered according to the shape of the ICs [Harris et al., 2000] and (6) spike
triggered averages are calculated for each cluster. (7) Alternatively, the proce-
dure is run iteratively by subtracting the spiketriggered averages from the data
and repetition of steps (2) through (6). (8) Finally, spike footprints are calcu-
lated by re-extracting and averaging the events from the raw data that have been
band-pass �ltered at 5-4400 Hz.
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4.4.5 Current Source Density

CSD [Nicholson and Freeman, 1975] analysis is frequently applied to extracellular
potentials, as the source current provides a better contrast between the current
'sinks', Icsd < 0, and 'sources', Icsd > 0, in the medium as compared to the
extracellular potential Φe,

Icsd = −∇·σ · ∇Φe

A homogenous and isotropic medium conductivity is assumed, and therefore,

Icsd = −σ ·�Φe.

We can then approximate the CSD by applying the LoG operator (Laplacian of
Gaussian) to the interpolated (grid of 5 µm) potential Φe. The convolution �lter
of the LoG can be calculated as

LoG(x, y) =
x2 + y2 − 2w2

σ

2πw6
σ

· G(x, y)∑
x

∑
G(x, y)

y

,

G(x, y) = e
−x2+y2

2w2
σ

and wσ is chosen as 1.5 times the electrode spacing. An accurate value of the
conductivity is di�cult to obtain, therefore all CSDs are given in arbitrary units
with sinks marked in green and sources marked in orange.

4.4.6 Extracellular Action Potential Model

To calculate the extracellular potential induced by an action potential (AP) in
the model we modi�ed the approach described in Gold et al. [Gold et al., 2006].
It consisted of two stages. First, the dynamic transmembrane potential and the
currents were computed using the NEURON 5.9 simulation environment [Hines
and Carnevale, 1997] with a detailed compartment model [Vetter et al., 2001].
The obtained membrane currents, Im(n), were used to calculate the DC electric
�eld in a conductive medium.

The \extracellular" mechanism included in NEURON was used to calculate the
membrane currents. The two-step procedure is suitable, since transmembrane
currents do not signi�cantly a�ect the extracellular potential in comparison to
the voltage drop across the membrane [Gold et al., 2006]. For point-current
sources in an in�nite isotropic, homogenous volume conductor, the electrical
potential, Φe, can be calculated as [de No, 1947, Klee and Rall, 1977]:

�e =
1

4πσ

∑ Im(n)

d(n)
,
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where σ is the conductivity of the medium and d the distance from the current
source, Im(n). The cylindrical compartments were modeled as point sources and
not as \line source approximations" as described in [Holt and Koch, 1999], since
the ratio of d and the compartment length is large. The extracellular conductivity
was shown to be inhomogeneous and anisotropic in the cerebellum [Kwan and
Murphy, 1974, Okada et al., 1994, Yedlin et al., 1974], which was neglected, as
accurate values are di�cult to obtain. Capacitive or low-pass �ltering e�ects of
the extracellular medium as described by other authors [Bedard et al., 2006] have
been neglected, since the e�ect was estimated to be marginal given the cell-to-
electrode distances in slices and the frequency range of interest. A homogenous
and isotropic extracellular conductivity of σ=0.22 S/m was used here.

Based on this model the ideal extracellular potential was calculated on a grid
in three dimensions around the neuron (MATLAB R2007b, MathWorks, Natick,
MA). Next, the simulated neuron was semi-automatically positioned to match
with the measured neuron (Fig. 4.8a). Finally, we solved a �nite-element model
(FEM) that takes into account the chip surface as an insulator (the ampli�ers
have a very high input impedance) using FEMLAB's conductive media DC ap-
plication mode (COMSOL 3.3). The assumptions described above allow for a
quasi-static description of the electric �eld, E, in the extracellular space [Mitz-
dorf, 1985]. Ohm's law holds for the current density, J:

J = σE.

The model was solved in a cylindrical domain with an insulator, nJ = 0, as the
boundary condition for the bottom plate (the chip surface), whereas the upper
plate and the cylinder wall were grounded: Φe = 0. The platinum electrodes
(10% of the overall chip surface) have been neglected. Equipotential surfaces
were calculated and visualized using POV-Ray 3.6.

The morphology of a PC was taken from Figure 2 in Roth and Hausser 2001,
cell 3 in ref. [Roth and Hausser, 2001]. The Na reversal potential has been set
to 71 mV. Nav1.1 channels (implementation from [Khaliq et al., 2003, Akemann
and Knopfel, 2006]) feature a maximum density on the soma of 0.22 S/cm2 and
decay rapidly to zero in the dendritic trunk (∼0.1 S/cm2 at 50 µm and below
0.025 S/cm2 at 100 µm and further away from the soma)[Stuart and Hausser,
1994, Migliore and Shepherd, 2002, Trimmer and Rhodes, 2004, Bekkers and
Hausser, 2007]. The Nav1.6 channel modi�ed from [Akemann and Knopfel, 2006]
with a slightly lower activation threshold has been placed at high density on the
initial segment (0.6 S/cm2) and on the nodes of Ranvier (1.5 S/cm2) [Boiko
et al., 2003, Kole et al., 2008]. The K+ channels were implemented using K, D,
A, BK types of voltage- and calcium-activated channels as well as Ih [Gold et al.,
2006]. K+ channels were placed at high density on the nodes and the initial
segment [Kole et al., 2007]. Intracellular resistivity, Ri, was set to 70 
cm in the
soma and the dendrites and to 50 
 in the axon [Gold et al., 2006]. A passive
leakage current with a reversal potential of -65 mV and a membrane resistance
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of Rm=15 k
cm2 (myelin: 40 k
cm2, nodes: 2 k
cm2) was included. The
membrane capacitance, Cm, was set to 1 µF/cm2. Spines were accounted for by
scaling membrane capacitance and conductivity. The axon was modeled similarly
to ref. [Mainen et al., 1995]. We simulated synaptic activation by lowering the
membrane resistance at the distal dendrites and increased the reversal potential
to -40 mV [Destexhe and Pare, 1999]. Channel types that do not signi�cantly
contribute to the signal shape were omitted.

4.4.7 Estimating the height of the PC above the chip sur-
face

To obtain an estimation for the height, z, of the recorded cells above the chip
surface (surface { center of soma) we looked at the potential distribution at the
time of the negative-signal peak maximum along a line (green line in Fig. 4.4b)
through the soma marker. This line is in the plane of the chip surface and
perpendicular to the gradient of the electric �eld between the soma and dendrite
markers. The decay of the potential with increasing distance from the cell can be
described as �e ∝ d−b, depending on the distance regime, with b ranging between
1 and 3: 1<b<3 (point-source, dipole, linear quadrupole). The potential decay
can be �tted with an exponential [Gold et al., 2007] �e ∝ e−kd. We used the
FEM model to constrain the parameter, k, for the decay along the perpendicular
line described above and obtained:

k = 0.05e−0.02z + 0.01.

The potential along this line can then be described as:

y = ae−kd + c,

With:

d =
√

(x− s)2 + z2

where a is a �t parameter for the amplitude (dependent on the total membrane
current, conductivity and distance), which is independent of the shape that only
depends on z. To account for o�set and shift in x (distance on the chip surface
to the soma marker) c and s are also free parameters. In this approach z is
estimated based on the potential distribution shape of a given neuron model
and z is independent of the amplitude. For peak amplitudes of -25 to -150 µV
the height was estimated to 30-90 µm above the array surface, which is in good
agreement with estimates based on visual inspection of intact cells (Fig. 4.4d).
The spread presumably results from di�erent total membrane currents, which
depend on cell size, as well as di�erent cell orientations and morphologies.
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Abstract | Since cardiomyocytes lose their ability to divide after birth, any
subsequent cell loss or dysfunction results in pathologic cardiac rhythm initia-
tion or impulse conduction. Strategies to restore and control electrophysiological
activity of the heart may, therefore, have a great impact on the regeneration of
cardiac tissue functionality. Using lentivirus-derived particles to regulate bone
morphogenetic protein-2 (BMP-2) gene expression in a pristinamycin-inducible
manner, we demonstrate the adjustment of the electrophysiological character-
istics of cardiomyocytes. We have made use of CMOS-based high-density mi-
croelectrode arrays (HD-MEAs) to monitor the electrophysiological activity of
neonatal rat cardiomyocytes (NRCs) cultured either as monolayers (NRCml) or
as microtissues (NRCmt). NRCmt more closely reproduce the heart tissue phys-
iology and could be conveniently monitored using HD-MEAs due to their ability
to detect low-signal events and to sub-select the region of interest, e.g., areas
where the microtissues were placed. Significantly, cardiomyocyte-forming micro-
tissues, transduced with lentiviral vectors encoding the (BMP-2), were capable
of restoring the electrical activity of the myocardial microtissue. The controlled
expression of therapeutic transgenes represents a crucial advancement for clinical
interventions as well as for advanced gene-function analysis.

5.1 Introduction

Cardiomyocytes are responsible for heart contractions and are the dominant cell
type in the normal heart with respect to volume. Irregularities in the heartbeat,
due to cardiac electric dysfunction, are one of the most frequent causes of mor-
tality and morbidity in today's industrialized society [Cohn et al., 1997]. An
increasing number of cardiac electrical diseases have been related to dysfunction
of ion channels, such as the long-QT syndrome, and to defects in contractile pro-
teins, structural proteins, or signaling molecules [Keating and Sanguinetti, 1996,
Lehmann-Horn and Jurkat-Rott, 1999]. These ion channelopathies or cardiac
excitation-coupling disorders lead to cardiac arrhythmias and other cardiomy-
opathies [Gambit, 2001, Priori and Napolitano, 2006]. There is, accordingly, a
compelling need to move clinical studies toward cardiac regenerative therapeutic
strategies aimed at improving cardiac functionality [Chien, 2006, Kehat et al.,
2004, Rubart and Field, 2006, Rubart et al., 2003]. This will require more com-
plex in vitro models that enable the study and assessment of how potent ther-
apeutic genes, related to heart functionality, impact cardiac electrophysiological
irregularities [Stett et al., 2003b].

Cardiac cells (cardiomyocytes) isolated from a neonatal heart adapt readily to
culture plates and maintain an intact myo�brillar apparatus, as demonstrated
by their beating [Atherton et al., 1986]. Neonatal cardiomyocytes have, there-
fore, emerged as the preferred cell type because of their inherent structural,
electrophysiological and contractile properties [Chlopcikova et al., 2001], which
make them suitable for the study of contractile activities [Galaris et al., 1980,
Harary and Farley, 1963a,b]. Despite global initiatives to foster advances in
cardiomyocyte-related therapies, this cell type has turned out to be refractory to
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gene transfer technologies, particularly with regard to its terminally di�erenti-
ated adult phenotype [Datwyler et al., 2001]. Based on the ability of pseudotyped
lentiviral vectors to transduce a wide variety of cell types and tissues, including
quiescent cells, transgenic lentiviral particles have become an attractive gene-
transfer tool for cardiac cells [Mitta et al., 2002, Sakoda et al., 1999, Zhao et al.,
2002]. Moreover, lentiviral vectors have been recently engineered to regulate
transgene expression [Hartenbach and Fussenegger, 2005, Mitta et al., 2005b,
2004], thus providing a powerful tool for (i) functional genomic research [Vogel
et al., 2004], (ii) production of transgenes in animal models of human diseases
[Regulier et al., 2003], (iii) in vivo or ex vivo titration of pharmaceutical proteins
within a therapeutic range [Johansen et al., 2002, Koponen et al., 2003, Vigna
et al., 2002], and (iv) rational reprogramming of the proliferation, di�erentiation,
or apoptosis pathways to engineer speci�c cell/tissue phenotypes [Fussenegger,
2001, Fussenegger et al., 1998, Fux et al., 2004a,b, Kelm et al., 2004b, Mitta
et al., 2004]. Capitalizing on the potential of inducible viral transgene expression
[?] and on recent advances in novel regulation system [Weber and Fussenegger,
2007], we selected a lentivirus-based gene-regulation systems to genetically ma-
nipulate neonatal cardiomyocytes: a streptogramin-responsive expression system
[Fussenegger et al., 2000, Mitta et al., 2004], in which addition of pristinamycin
I switches o� transgene expression (OFF system).

Controlling physiological changes in cell behavior on a single-cell level remains a
major challenge. To this end, a cell embedded within a three-dimensional con-
�guration/extracellular matrix (ECM) more closely reproduces its in vivo phys-
iology than standard culture technologies (two-dimensional monolayer cultures)
[Abbott, 2003, Zhang, 2004]. Therefore, it was sought to validate gene transfer
and its impact on myocardial microtissue electrophysiology by using microtissues
(NRCmt) in addition to conventional monolayer cultures (NRCml). To evaluate
electrophysiological changes CMOS (complementary metal oxide semiconductor)-
based high-density microelectrode arrays (HD-MEAs) have been used [Frey et al.,
2007c,b, Heer et al., 2007a], which provide a recon�gurable routing for an almost
arbitrary set of 126 electrodes out of a total of 11,000 to record electrical changes
of multicellular cardiac myocytes in real time.

In order to modulate cardiac electrogenic properties we selected the bone mor-
phogenetic protein-2 (BMP-2) gene, which was originally identi�ed as a molecule
that induces bone and cartilage formation [Wozney et al., 1988] but is today
considered to be a multifunctional cytokine [Hogan, 1996]. It was previously
reported to induce myocyte shortening [Ghosh-Choudhury et al., 2003a] and
more recently suggested to control cardiac ventricular contractility upstream
of MEF2A (myocyte-speci�c enhancer factor 2A) [Wang et al., 2007] via PI3K
(phosphatidylinositol 3-kinase) [Crackower et al., 2002, Ghosh-Choudhury et al.,
2003b]. BMP-2 appears to operate at several temporal points. First, during em-
bryogenesis and di�erentiation, it was shown that BMP-2 is essential for proper
heart tissue formation [Abdelwahid et al., 2001, Monzen et al., 2002, Zhang
and Bradley, 1996]. Secondly, in the adult state, BMP-2 is involved in cardiac
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functionality [Wang et al., 2007] as well as in promoting cardiomyocyte survival
[Izumi et al., 2001, Masaki et al., 2005]. For these reasons expression control and
a precise �ne-tuning of BMP-2 expression could prove to be a potential therapy
to alleviate complications in cardiac development and dysfunctional contractility
at di�erent developmental stages of the heart.

To date, proof of the control of the electrophysiological properties of cells through
heterologous synthetic regulation systems is lacking. The model system described
here may be useful for both, basic and applied biological research of electrically
active cells. In this case, we demonstrate how the genetic control of BMP-
2 modulates cardiac electrogenic activity, which might represent an important
therapeutic advantage in the future treatment of heart failure.

5.2 Material and methods

5.2.1 CMOS-based high-density microelectrode array (HD-
MEA)

The HD-MEA consists of 11,016 metal electrodes and 126 on-chip channels
(Fig. 5.1A), each of which contains recording and stimulation electronics for
bidirectional communication with electrogenic cells, as described by Frey et al
[Frey et al., 2007d]. Each HD-MEA-based device exhibits a total array area of
1.75×1.97 mm2 and electrode openings of 8.2x5.8 µm2 (Fig. 5.1B). The array
was fabricated in an industrial 0.6 µm CMOS-process that features three metal
layers. The electrodes were fabricated in a two-mask post-processing step; Ti:W,
as an adhesion promoter (20 nm), and platinum (200 nm), as the electrode mate-
rial, were sputtered onto the wafer and patterned using a lift-o� process. Then,
a passivation layer stack, 1.6-µm thick, consisting of alternating SiO2 and Si3N4

layers (1 µm of Si3N4 followed by twice 100 nm SiO2 / 200 nm Si3N4) was de-
posited by means of plasma enhanced chemical vapor deposition (PECVD) to
protect the array against corrosion. Then, a glass ring was mounted and the
bond wires were encapsulated with epoxy resin (EPOTEK 302 3M). A platinum
wire, which represents the counter/reference electrode, was inserted into the cul-
ture medium. The recorded cell signals, simultaneously obtained from up to 126
selected electrodes, were �rst high-pass �ltered (0.3 Hz cut o�) to remove large
DC o�sets and 
uctuations of the electrode-solution interface; the signals were
ampli�ed by a programmable-gain (ampli�cation from 1 to 10,000 in 18 steps),
low-pass �ltered twice (�rst to 15 kHz and then to 4 kHz), and digitalized using
an 8-bit AD converter with 20 KSamples/s per channel (Fig. 1B). The processed
data were sent to a PC for further processing. Recordings were performed at
37◦C, each recording including 20 seconds.
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Figure 5.1: Neonatal rat cardiomyocytes (NRCs) cultured as monolayers (NRCml)
on HD-MEAs. (A) Packaged HD-MEA device. (B) Overall HD-MEA micrograph. (C-
D) NRCml cultured for a total of 10 days on the HD-MEA. Morphology of NRCml and
electrical coupling were visualized by immunohistologic staining specific for sarcomeric
α-actinin (red), 4’-6-diamidino-2-phenylindole (DAPI) (blue) and connexin 43 (green,
arrows). Intercalated disks are also shown (arrow head). Scale bar 50 µm in (C) and
5 µm in (D).
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5.2.2 Isolation of neonatal rat cardiomyocytes and cul-
ture on HD-MEAs

Neonatal rat cardiomyocytes (NRCs) from both, the left and the right ventricles
were isolated from the hearts of newborn rats (Wistar rats; Elevage Janvier, Le
Genest Saint Isle, France) by digestion with collagenase (Worthington Biochemi-
cal Corp., Freehold, NJ, USA) and pancreatin (Invitrogen, Carlsbad, CA, USA),
followed by density gradient puri�cation according to the protocol of Auerbach
et al [Auerbach et al., 1999]. One thousand NRCs were seeded in 1-ml plating
media (67% Dulbecco's modi�ed Eagle medium [DMEM; Invitrogen], 17% M199
EBS [AMIMED, Allschwil, Switzerland], 10% horse serum [Cat. No. 16050-122,
Lot. No. 336379, Invitrogen], 5% fetal bovine serum [FBS; Cat. No. 3302-
P251110, Lot No. P251110, PAN biotech GmbH, Aidenbach, Germany], and 1%
penicillin/streptomycin solution [Sigma, St. Louis, MO, USA]), and then placed
onto a HD-MEA that had been previously incubated with 20 µg/ml laminin
(Sigma) for 2 hours at 37◦C. HD-MEAs containing cells were cultivated at 37◦C
in a humidi�ed atmosphere containing 5% CO2 for up to 10 days. Four hundred
thousand freshly isolated cardiomyocytes, seeded in plating media and cultured
on tissue culture plates (35 × 10 mm) previously coated with collagen (Sigma),
were used as culture controls.

5.2.3 Immunofluorescence microscopy

NRCml seeded on HD-MEAs were washed twice in phosphate-bu�ered saline so-
lution (PBS; 150 mM NaCl, 6.5 mM Na2HPO4 x 2 H2O, 2.7 mM KCl, 1.5 mM
KH2PO4, pH 7.4; Sigma Chemicals), �xed at room temperature for 30 min. in
PBS containing 2% paraformaldehyde (PFA, Sigma Chemicals), washed three
times for 5 min. in PBS, and permeated for 10 min. in PBS containing 0.2% Tri-
ton X-100. Primary antibodies, speci�c for desired proteins, as well as 
uorescence-
labeled secondary antibodies were diluted in 1% BSA-containing Tris-bu�ered
saline (TBS, 20 mM Tris base, 155 mM NaCl, 2 mM EGTA, 2 mM MgCl2)
and sequentially incubated for 1 h at room temperature (RT); they were washed
three times during this process. Finally, the NRCml on the HD-MEAs were
washed in PBS and embedded on Tris-bu�ered glycerol (a 3:7 mixture of 0.1 M
Tris-HCl (pH 9.5) and glycerol supplemented with 50 mg/ml n-propyl-gallat).
Immuno
uorescence-based analysis of NRCmt was performed as described else-
where [Sanchez-Bustamante et al., 2006]. NRCml plated on HD-MEAs as well as
NRCmt required speci�c antibodies for sarcomeric-α-actinin (mouse monoclonal,
clone EA53, Sigma Chemicals) and connexin 43 (rabbit polyclonal, sc-9059, Santa
Cruz Biotechnology, Inc.), and staining with Cy3-coupled secondary anti-mouse
antibodies (Jackson Immunochemicals, West Grove, PA, USA) and Cy2-coupled
anti-rabbit antibodies (Jackson Immunochemicals). All the samples were co-
stained with 4',6-diamidino-2-phenylindole (DAPI; Molecular Probes Inc., Eu-
gene, OR, USA) for nuclear localization.
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Confocal imaging was performed with a 
uorescence microscope equipped with
oil immersion objectives (40×/63×) and a confocal scanner (Zeiss LSM 510; Carl
Zeiss AG, Feldbach, Switzerland) with a two-photon laser featuring a Chameleon,
argon, and helium-neon laser. Images were obtained with a BP 565-615 �lter for
Cy3 dye or BP 490-520 �lter for Cy2 
uorescence. A BP 390-465 �lter was used
for DAPI detection. Image acquisition was performed by multitracking the di�er-
ent �lters; the data were processed by Zeiss LSM software and a 3D multichannel
image processor (Bitplane, AG, Zurich, Switzerland). Fluorescent micrographs
from NRCml on HD-MEAs were obtained using an upright microscope (DM
IL, Leica Microsystems AG, Glattbrugg, Switzerland) equipped with a digital
camera (DC300FX, Leica Microsystems), and the �lters for Cy2, Cy3, and UV
light (Leica Microsystems). Fluorescent images from tissue culture plates were
taken using a Leica AF6000 system equipped with a DMI 6000B microscope
and a DFC350 FX digital camera (Leica Microsystems). Videos were taken by
standard Leica light microscopy (Leica DMIL, Leica Microsystems) and a digital
camera (Canon, Power shot S50).

5.2.4 Data analysis

Data analysis was performed using MATLAB software (2007a, MathWorks, Nat-
ick, MA). The data were high pass �ltered at 10 Hz in addition to the �ltering on
the HD-MEA. RMS noise was estimated as described by Quiroga et al. [Quiroga
et al., 2004]. Nonviable channels, such as channels providing values at the rails,
were discarded. Events were detected using a threshold set to 4.5 times the RMS
noise level. Events were upsampled to 100 kHz and then aligned with regard to
the center between the �rst positive peak (maximum) and the following negative
peak (minimum). If the �rst positive peak was missing, the events were aligned
with regard to the negative peak. As an accurate timestamp is pivotal to deter-
mining the wave propagation characteristics, the timestamps were obtained in
the following way. An overall spike shape template was calculated as the aver-
age of all aligned events. The peak of the normalized cross-correlation between
the events and the template was then used as a timestamp, which was less sen-
sitive to noise and showed improved accuracy over the peak-based timestamp
described above. Next, waves (bursts) were detected if the inter spike interval
(ISI) falls below a threshold based on the total activity and at least 25% of all
viable channels participate in the wave.

Four parameters were then used, two parameters characterizing the culture (fre-
quency and propagation velocity) and two describing the signal shape (signal
amplitude and upstroke duration). The frequency was taken as one over the
mean inter burst interval (IBI), which represents the rhythm of the culture (Fig.
5.2A). Rhythm variability corresponds to the coe�cient of variation of the IBI.
The propagation velocity was averaged over all bursts within one recording (an
example of one burst in Figure 5.2B) and calculated in the following way: a two-
dimensional map of the time di�erence between the �rst event within a burst
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Figure 5.2: Electrogenic recordings of NRCml cultured for 5 days on HD-MEAs.
(A) Long signal trace showing the synchronized contraction frequency and the field
potential amplitude of NRCml over 10 seconds and a close-up of one burst in (B). The
loacation of the four channels shown in (A-B) is marked in (C). (C) propagation pattern
of an electrical wave showing the electrical activation origin (asterisk), the direction of
the wave (arrow), and the location of the 126 electrodes (dots). The contour lines are
in milliseconds. (D) Detailed activation map illustrating the average signal shape of
the 126 electrodes for 10 seconds. (E) Average signal shape over all 126 channels. (F)
Electrophysiological properties of wild-type NRCml over time. In this case the error
bars represent the average from di�erent recordings on one HD-MEA.
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and the subsequent events on each channel was generated and then interpolated
using a regular grid. A contour plot of such a map is shown in Figure 5.2C. The
propagation velocity was then determined from the mean gradient of this map.
Signal amplitude and upstroke duration were calculated from the signal shape
averaged over all channels and all detected events, as shown in Figure 5.2D-E.
The signal amplitude was taken as the di�erence between the maximum and the
minimum averaged signal value. The upstroke duration was taken as the time
di�erence between those two values.

5.2.5 Statistics

Standard deviations of all the parameter values have been calculated as well.
The error bars shown in the �gures, however, represent the variations of the
mean values obtained from separate HD-MEAs with cells cultured under the
same conditions to get an estimate for the reproducibility of culture-to-culture
and HD-MEA-to-HD-MEA variability.

5.3 Results

5.3.1 HD-MEA-based electrophysiological analysis of
neonatal rat cardiomyocytes

To monitor the electrophysiological properties of cardiomyocytes and to char-
acterize HD-MEA-based electrophysiological results, we used NRCml placed on
HD-MEAs (Fig. 5.1A-B). NRCml were positive for sarcomeric α-actinin and
connexin 43 required for electrical coupling between the cells (Fig. 5.1C-D).
A typical HD-MEA-based electrogram plot, generated during the spontaneous
rhythm of contracting NRCml for four days in plating media, demonstrated tight
temporal coupling over the culture at a frequency of 1.4±0.05 Hz (Fig. 5.2A).
Although electrogenic signals, recorded by extracellular electrodes, rely on local
membrane currents of individual cardiomyocytes, the observed signal is modu-
lated by the electrically coupled neighboring cells, so that local �eld potentials
are recorded [Halbach et al., 2003, Hescheler et al., 2004]. Therefore, the �rst
positive peak (positive voltage) represents a passive signal caused by the neigh-
boring cells contracting earlier, while the following negative peak (negative volt-
age) shows the rapid depolarization phase (entrance of Na+ ions) (Fig. 5.2B). As
HD-MEAs simultaneously record extracellular potentials (�eld potentials) from
126 electrodes (Fig. 5.2D), it is possible to generate activation maps that show
the impulse initiation, the direction of the excitation spread and propagation
velocity (322±8 mm/s) within the cultures (Fig. 5.2C). Figure 5.2D shows the
average signal shape per channel aligned in time. As described by Halbach et. al.
the action potential (AP) parameters can be estimated from the �eld potential
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(FP) [Halbach et al., 2003]. Based on these parameters, the average peak-to-peak
amplitude was determined to 2.8±1.3 mV (Fig. 5.2E). A similar correlation was
obtained by [Spach et al., 1979]), where the duration of the AP upstroke (de-
polarization time) matched the time from maximum to minimum peak, which
here corresponds to 0.35±0.05 ms (Fig. 5.2E). Hence, the AP upstroke voltage
gradient can be calculated as 8 V/s. After four days in culture NRCml started
spontaneous beating. We monitored an increase in the amplitude of the electrical
signal and in the velocity of the wave propagation, indicating that the level of
membrane depolarization rises over time (Fig. 5.2F).

In order to evaluate the reliability of the recorded signals from HD-MEAs, we ap-
plied standard stimulators of the α- and �-adrenergic signaling cascade (phenyle-
phrine and isoprenaline) and cardioactive drugs (lidocain and 4-aminopyridine).
Although the responsiveness of cardiomyocytes to adrenergic drugs, such as
adrenalin is controversial, they are known to increase the strength of cardiac con-
traction and the heart rate. When 10 µM phenylephrine (PE), an α1-adrenergic
drug, were added to NRCml cultured on HD-MEA-based devices, a 2.5-fold in-
crease in the beating frequency (positive chronotropic e�ect) was monitored 10
minutes after the addition [Fedida, 1993, Jahnel et al., 1994, Liu and Kennedy,
1998]. This e�ect was temporary and disappeared after 30 minutes in culture
[Li et al., 1997, Xiao et al., 2004a] (Fig. 5.3A). Furthermore, upstroke duration
increased, which can be attributed to the inhibition of a variety of K+ currents
[Fedida et al., 1991, Wagoner et al., 1996]. In contrast to PE, 10 nM isopre-
naline (ISO), a �-adrenergic drug responsible for cAMP responses [Xiao et al.,
2004a], enhanced the signal propagation velocity up to 2-fold, thus decreasing
the upstroke duration [Banach et al., 2003, Hescheler et al., 2004] (Fig. 5.3B).
The �eld potential amplitude increased up to 2.5-fold (positive inotropic e�ect)
and beating frequency up to 2-fold [Godecke et al., 2001, Vandecasteele et al.,
1999]. Application of the Na+ channel blocker, lidocain (21 µM) [Xue et al.,
2005], led to a 7-fold decrease in �eld potential amplitude (negative inotropic
e�ect), a 4-fold reduction in propagation velocity, and an increase of up to nine
times in upstroke duration after two hours in culture [Halbach et al., 2006, Xiao
et al., 2004b] (Fig. 5.3C). After adding 5 mM 4-aminopyridine, an unselective
blocker of voltage-dependent K+ channels [Ridley et al., 2003], the upstroke du-
ration was nine times longer and the contractility was enhanced after 10 minutes
in culture [Halbach et al., 2006, Wang and Du�, 1997] (Fig. 5.3D).

These results con�rm that HD-MEA-based recordings re
ect the electrophysi-
ological properties of cardiomyocytes induced by the addition of known drugs,
substantiating that this system can be used to assess the electrophysiological
e�ects of drugs and genes.
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Figure 5.3: Electrophysiological reaction of wild-type NRCml (negative control,
NC) incubated with (A) phenylephrine (PE, α1-adrenergic agonist), (B) isoprenaline
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and NRC batch variability).
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5.3.2 Modulation of the electrophysiology of neonatal rat
cardiomyocytes by genetic manipulation

Capitalizing on the ability of HD-MEAs to characterize cardiac electrical signals
we modulated cardiac electrophysiology and validated this system for gene/cell
therapeutic applications. Freshly isolated cardiomyocytes were seeded on HD-
MEAs and transduced with third-generation self-inactivating lentiviral particles.

After BMP-2 was expressed for 24 hours in NRCml, a higher contraction fre-
quency and a lower action potential amplitude were recorded and con�rmed us-
ing a HD-MEA (Fig. 5.4A). The activation map showed a clear decrease in the
signal propagation velocity when BMP-2 was expressed. The upstroke duration
increased in the presence of BMP-2 (Fig. 5.4A). In order to compare and quantify
electrophysiological changes during BMP-2 expression, the average value of three
independent cultures was normalized to that of a control HD-MEA containing
negative control NRCml recorded under equivalent conditions. Whereas con-
traction frequency was up-regulated 4-fold in BMP-2-transduced NRCml, peak-
to-peak amplitude was down-regulated 6-fold (Fig. 5.4B). Rhythm variability
decreased in the presence of BMP-2 (NC; 25%, BMP-2; 8%). In addition, the
signal propagation velocity was 3.5 times lower and the upstroke duration 12
times higher. EYFP-transduced cells showed no signi�cant di�erences in basal
contractility, suggesting that the electrophysiological changes were not due to
transfection with the lentiviral particles (Fig. 5B). Moreover, BMP-2-transduced
cells responded to an α-adrenergic stimulus of PE, thus leading to a three-fold
increase in beating frequency and up to a 5-fold increase compared to PE alone
(Fig. 5.4B). We also monitored the electrophysiological characteristics over time
in order to evaluate the durability of the BMP-2-electrogenic e�ect (Fig. 5.4C).
These results showed that an enhanced frequency and a reduced propagation
velocity were maintained for up to �ve days. Importantly, after 48 hours of
BMP-2 expression , peak-to-peak amplitude and upstroke duration were back to
the values measured in negative control NRCml (NC) (Fig. 5.4C). This resulted
in a slight reduction in the beating frequency and an increase in the velocity of
signal propagation, which correlated with the electrophysiological properties of
the negative control, NRCml, as previously observed (Fig. 5.2E). After one week
of BMP-2 expression and a total of 10 days in culture, NRCml started to detach
from the array surface, and the recordings were stopped (Fig. 5.4C).

5.3.3 Electrophysiological regulation of
cardiac-like microtissue

Although monolayer cultures have been used so far as in vitro models to char-
acterize the electrophysiology of cardiomyocytes, this culture type is not very
representative for an in vivo structure. Previous experiments demonstrated that
monodisperse cardiomyocytes, self-assembled in hanging drops, preserved their
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Figure 5.4: Electrophysiological characterization of genetically engineered NRCml
for constitutive BMP-2 expression. (A) Long signal traces and wave propagation maps
for wild-type (NC) and NRCml transduced with pBP253-derived lentiviral particles
(BMP-2). (B) Plots of the field potential amplitude, frequency, signal propagation ve-
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cardiomyocyte-speci�c cell phenotype, intramicrotissue superstructures, and ex-
tracellular matrix [Kelm et al., 2004a]. In this study we used myocardial mi-
crotissues (NRCmt) to monitor the electrophysiology of cardiac-like tissue and
the BMP-2 cardiogenic e�ect in the whole tissue. For future high-throughput
drug/gene screening applications using 3D cultures, we scaled up NRCmt pro-
duction using a novel robotic microtissue assembly module enabling serial forma-
tion of sca�old-free microtissues. Four-day old NRCmt were cultured in plating
media supplemented with PE on HD-MEAs, previously coated with laminin. Af-
ter �ve minutes, NRCmt started rhythmic contraction and after six hours the
beating frequencies reached 100±40 bpm (beatings per minute) (Fig 5.5A). NR-
Cmt did not initiate contraction or rhythmic beats in the absence of hormonal
stimuli [Kelm et al., 2004a]. The �eld potential signal shape included only one
negative peak (negative voltage), suggesting that the origin of the excitation was
close to the recording area (Fig. 5.5B). The electrical signals enabled us to plot a
two-dimensional representatiuon of the wave propagation in cardiac microtissues
(Fig. 5.5C). Activation maps show the location and the �eld potential shape
of electrically active cells that were integrated into a three-dimensional cardiac
extracellular matrix (Fig. 5.5D) This observation con�rmed electrophysiological
coupling among the cardiomyocytes embedded in an arti�cial microtissue struc-
ture [Kelm et al., 2006], which correlates to the high number of gap junctions
visualized by confocal microscopy (Fig. 5.5E). In order to validate the e�ect of
known cardiogenic hormones/drugs on NRCmt, we �rst added 10−2 mM PE and
one hour later, we applied (i) ISO or (ii) LID for 10 minutes. We analyzed the
contraction frequency and the signal propagation velocity from di�erent NRCmts.
Field potential amplitude and upstroke duration were not considered due to the
variability in the adhesion of the microtissues to the array surface, which directly
in
uences the electrical potential values. Addition of 10 nM ISO increased the
beating frequency of the microtissue and enhanced the signal propagation veloc-
ity through the tissue (Fig. 8F), while the application of 5 mg/ml Lid decreased
the �eld potential propagation velocity (Fig. 5.5G). This demonstrates that 3D
cultures also show the drug-induced e�ects and that corresponding changes in
electrical activity can be assessed using HD-MEAs.

5.4 Discussion

The physiological control of cells and tissues remains one of the greatest chal-
lenges for molecular and cellular biologists which, if overcome, promises a wide
variety of therapeutic applications. To this end, the control and restoration of the
electrophysiological functions of cardiac tissue is today one of the central aims
of cardiovascular medicine and research [Kusumoto and Goldschlager, 1996]. We
have shown here the ability to regulate cardiac electrophysiology by means of
synthetic gene control systems responsive to external factors such as antibiotics.
We have explored this approach by extensively analyzing electrophysiological
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changes in freshly isolated neonatal rat cardiomyocytes cultured on HD-MEAs.
We also established HD-MEA-based devices as means to evaluate �eld poten-
tial properties, such as the upstroke duration and the depolarization amplitude,
which were previously demonstrated to correlate with changes in action poten-
tials [Halbach et al., 2003]. Moreover, the �eld potential signal shapes indicated
the presence of previously excited cells. While a positive followed by a nega-
tive peak indicates the presence of previously excited cells, a negative peak only
indicates the absence of previously excited cells, thus designating the origin of
excitation region. Signal propagation velocities, localization of the origin of exci-
tation, and contraction rate were also assessed. Overall, the electrophysiological
control of cardiac cells in HD-MEAs o�ers the possibility to measure functional
e�ects in real time, and thus constitute a ready-to-use tool for gene-function
studies and for future discovery and preclinical evaluation of novel genes with
potential therapeutic e�ects.

At present, tissue transplantation and insertion of electrical pacemakers are the
clinical solutions o�ered to treat cardiac dysfunction. As cardiac-related insuf-
�ciencies are the major cause of death in industrialized countries [Hennekens,
1998], new technologies are required to regenerate cardiac tissue functionality
[Dowell et al., 2003], such as (i) stem cell transplantation [Strauer et al., 2002],
(ii) active myogenic cell transplantation [SoRelle, 2000], or (iii) implantation of
biologic pacemakers [Robinson et al., 2006, Rosen et al., 2004]. The e�cient
delivery and adjustable expression of therapeutic genes might also be required to
cure common disorders. Therefore, regulation systems, in which the expression
of one or more selected therapeutic transgenes can be controlled, represent an at-
tractive approach to improve/restore cardiac tissue functionality. We have been
able to control cardiac electrical activity of cardiomyocytes by using lentivec-
tors engineered for streptogramin-responsiveness [Fussenegger et al., 2000, Mitta
et al., 2004]. Lentiviral particles successfully transduced non-dividing cardiomy-
ocytes without disturbing the electrophysiological behavior of the cells. The
pristinamycin I (PI) controllable system exhibited (i) a change of up to 12-fold
in electrophysiological activity (upstroke duration) in the induced (absence of
PI) state, (ii) a side-e�ect-free state (no e�ect seen in negative controls) un-
der repressed conditions, (iii) �ne-tuning of electrophysiological changes through
intermediate PI dosing, and (iv) a design compatible with lentiviral delivery
systems, thus meeting the requirements of future clinical implementations.

Today's strategies for drug/gene discovery also require fast and easy-to-use test
methods that mimic the human tissue environment in order to optimize pre-
clinical selection of the most active molecules from a large pool of potential
e�ectors. Although 3D cultures better re
ect the in vivo behavior of most cell
types, these 3D test systems have not yet been incorporated into the mainstream
drug development operations [Kunz-Schughart et al., 2004]. We have recorded
the electrogenic activity in myocardial microtissues, which reproduced the in vivo
electrogenic e�ect of known cardioactive drugs. This suggests that these micro-
tissues and the HD-MEAs might provide an ex-vivo feasible assay to determine

66 ETH Zurich, U. Frey, ©2007



Chapter 5. Electrical Properties of Cardiomyocytes

cardiac excitation patterns for the screening of potential therapeutic molecules
and as a pre-implantation quality control. The feasibility of a 3D platform to
assess cardiac functionality was con�rmed by the impact of regulable BMP-2
expression. BMP-2-transduced NRCmt showed a coordinated beating. Microtis-
sues transgenic for BMP-2 did not require a hormonal stimulus as it is the case
for wild-type microtissues, demonstrating that BMP-2 is a relevant molecule for
cardiac cell activity, which is able to restore cardiac electrical activity. Controlled
production of BMP-2-transduced NRCmt in the absence of a repressing molecule
(pristinamycin-inducible system) or in the presence of the inducer (acetaldehyde-
inducible system) also restored NRCmt electrical activity. This demonstrates the
functionality of these inducible systems for a 3D culture, which inherently re
ects
in vivo functioning more accurately.

The ability to engineer cell and tissue electrophysiology will foster great advances
in the understanding of cardiac cell behavior and in the development of novel
therapies to treat cardiac contractility disorders. In particular, BMP-2 might rep-
resent a therapeutic molecule for the recovery of cardiomyocyte function, when
mechanical contractility is the cause of reduced heart function. We have, for
the �rst time, demonstrated the ability to regulate cardiac electrophysiology by
biocompatible inducers, which can adjust the therapeutic transgene expression
level, and thus �ne-tune the electrical activity of cardiac cells. Moreover, we have
been able to restore the cardiac contractility from myocardial-like microtissues.
Finally, the approach detailed here may represent an ex-vivo assay to determine
cardiac excitation patterns for (i) pre-clinical and experimental electrophysiolog-
ical tests and (ii) novel gene function studies.
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Chapter 6

Conclusion & Outlook

The design, fabrication, system integration and operation of a high-density mi-
croelectrode array integrated in CMOS-technology was demonstrated. It was
shown that an analog switch matrix provides a suitable solution for achieving
a high spatial resolution while maintaining low noise levels. Electrical measure-
ments showed the full functionality of the device. The measurement setup was
described and tested. Biological measurements of neonatal rat cardiomyocytes,
of cultured rat hippocampal neurons, of chicken retina (data not shown) and of
acute rat cerebellum preparations have been successfully conducted.

Two thirds of this part of thesis were focused on applications of the developed
technology, since, obtaining the �rst silicon chip is only a little step towards a
fully functional system. Electrical testing has to be performed, a data acqui-
sition system has to be developed, the biocompatible packaging poses a major
challenge, and, most importantly a lot of software engineering is required. The
design and operability of this system is largely depending on software: 1) The
switch matrix cannot be designed without software that generates schematics,
the layout and provides a golden model for testing; 2) The switch matrix shifts
hardware challenges to software, it cannot be operated without dedicated al-
gorithms for the routing and without the real time generation and stepping of
con�gurations. Also the software has to hide the complexity of the electrode se-
lection process to the user; 3) Recording at high temporal resolution from many
channels inherently generates a lot of data that must be handled; 4) Software
that extracts information from the raw data traces is crucial, as the naked eye
cannot recognize and distinguish the highly complex patterns generated by the
neurons.

Although the section on the applications is a large fraction of this thesis, it rep-
resents only a very small fraction of possible device applications. Does the high
resolution and the resulting more comprehensive recordings of neuronal activ-
ity provide deeper insights into learning mechanisms and plasticity of neuronal
cells in culture? Can we follow neuronal migration in cultures and correlate it
to the electrical activity of the cells? Can we record from di�erent acute slice
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preparations as easily as from the cerebellum? Can the data lead to more de-
tailed compartment models of cells that precisely reproduce the extracellular
�elds, and can those models be used to identify cell types according to their
extracellular �elds? These are only a few open questions. In this thesis only
the �rst steps of a description of the device, a short outline of its potential and
possibilities in 'new' applications, and a demostration of its capabilities has been
demonstrated. An obvious next step is to make this device available to other
researchers, e.g., within the framework of new interdisciplinary projects, or to
initiate a commercial exploitation of the technology.
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Chapter 8

Introduction

This part of the thesis reports on work in the context of the European project
ADA1. The core team of three people in this project included:

� Markus Graf: transistor-heater based microhotplate, design, fabrication,
characterization and measurements.

� Urs Frey: Data acquisition system, characterization and testing of the de-
vice, redesign of the device and gas measurement tests.

� Stefano Taschini: Initial circuit design of the device.

This part contains a single paper:

� A Digital CMOS Architecture for a Micro-Hotplate Array
U. Frey, M. Graf, S. Taschini, K.-U. Kirstein, and A. Hierlemann
Journal of Solid-State Circuits 2007, 42(2), pp. 441-450.

Additional measurements can be found in Graf et al. [Graf et al., 2006].

1ADA: Advanced distributed architecture for telemonitoring services. BBW Nr. 00.0591,
EU Nr. IST-2000-28452, duration: 08.2001-08.2004.
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Chapter 9

A Digital CMOS Architecture
for a Microhotplate Array

Urs Frey, Markus Graf, Stefano Taschini,
Kay-Uwe Kirstein, and Andreas Hierlemann

Journal of Solid-State Circuits 2007, 42(2), pp. 441-450 1

Physical Electronics Laboratory, ETH Zurich, Switzerland

Abstract | A monolithic gas sensor array fabricated in industrial CMOS tech-
nology combined with post-CMOS micromachining is presented. The device com-
prises an array of three metal-oxide-coated microhotplates with integrated MOS
transistor heaters and the needed driving and signal-conditioning circuitry. Three
digital PID controllers enable individual temperature regulation for each hotplate.
The operating temperature of the SnO2 metal-oxide sensors may amount up to
350◦C. A serial interface and the temperature control units have been digitally
implemented. Emphasis was put on designing a modular system with the re-
quired analog circuitry reduced to a minimum. With its small overall size of
5.5 x 4.5 mm2, it’s digital interface and it’s good hotplate thermal e�ciency of
6◦C/mW, the system represents a significant development on the way to low-cost
mobile gas sensor systems. The limit of detection at constant temperature has
been assessed to be below 1 ppm for CO and approximately 100 ppm for CH4.
The mainly digital implementation with a maximum sampling rate of 9.3 kHz for
all three sensors o�ers the advantage to apply a power-saving mode and temper-
ature modulation techniques to enhance the analyte discrimination capability.

1Manuscript received February 15, 2006; revised October 18, 2006. Digital Object Identifier
10.1109/JSSC.2006.889367.
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9.1 Introduction

Chemical sensors based on CMOS technology can be categorized in four groups
with regard to the respective transduction principle: chemomechanical sensors,
thermal sensors, optical sensors and electrochemical sensors [Janata, 1989, Hi-
erlemann and Baltes, 2003]. The sensor presented here is a high-temperature
chemoresistor belonging to the last category. High-temperature chemoresistors
usually operate between 200◦C and 600◦C and rely on wide-bandgap semicon-
ducting materials as sensitive layers contacted by two metal electrodes. The
resistance and the gas-induced resistance changes of the semiconducting mate-
rial, such as tin oxide, gallium oxide, indium oxide, or zinc oxide, are then mea-
sured. In general, gaseous species, which act as electron donors (hydrogen) or
electron acceptors (nitrogen oxide), adsorb at the metal-oxide surface and form
surface states, which, can exchange electrons with the semiconductor at high
temperature. An acceptor molecule will extract electrons from the semiconduc-
tor metal-oxide and thus decrease its conductivity. The opposite holds true for
an electron-donating gas molecule. The reaction between the gases and the oxide
surface depends on the sensor temperature, the nature of the gases involved, and
sensor materials.

There are two main technological challenges in developing a fully integrated,
high-temperature chemoresistor-based sensor. The chemoresistors need opera-
tion temperatures of up to 350◦C, so that the circuitry needs to be protected
against such elevated temperatures and associated large temperature 
uctua-
tions. Therefore, the heated stage has to be thermally decoupled from the cir-
cuitry. To this end, thermally well-insulated and well controlled stages such as
membranes, which allow for keeping the sensing materials at a known and ad-
justable high temperature without heating the bulk chip (protection of electronic
components), are used. The second challenge concerns the large range of initial
material resistances and the large dynamic sensor response or resistance change
range, which can amount up to six orders of magnitude. Resistance changes can
be positive or negative depending on the detected gas (oxidizing/reducing gas).
The required measurement range in each direction is three orders of magnitude,
which leads to a total of six orders of magnitude.

Moreover, there is a strong interest in developing so-called\microhotplate"-based
gas sensors due to miniaturization advantages, such as low power consumption,
the use in portable devices and the possibility of applying new dynamic sensor
operation modes owing to the low thermal mass of such hotplates [Semancik
et al., 2001, Simon et al., 2001]. Commercial CMOS technology o�ers reliable
batch-fabrication and enables low-cost mass production. Moreover, the use of
micromachining technologies allows for the integration of the sensor structures
with the electronics on the same CMOS chip [Hierlemann and Baltes, 2003].
First versions of monolithic microhotplate-based gas sensor systems in CMOS
technology have been demonstrated in the past [Afridi et al., 2002, Graf et al.,
2004b,a, Suehle et al., 1993].

86 ETH Zurich, U. Frey, ©2007



Chapter 9. Circuitry and Chip Architecture, JSSC

Metal oxides are known to exhibit high sensitivities to environmentally relevant
gases such as carbon monoxide or methane. However, these materials are also
well known for their lack of selectivity and their inherent drift. An array of
sensors and the use of multi-component analysis algorithms, such as principal
component regression (PCR), multi-way analysis (MCR, PARAFAC), partial
least squares (PLS) or arti�cial neural networks (ANN) can help to partially
overcome these problems [Gutierrez-Osuna, 2002, Hines et al., 2003, Heilig et al.,
1997, W•ollenstein et al., 2003].

Most existing devices are based on resistive heating elements for the hotplates.
An alternative approach is the integration of a transistor heater [Graf et al.,
2005b]. A key advantage of transistor-based heaters is a signi�cant reduction of
the overall power consumption, since no additional power ampli�er is needed on
chip for driving the heating current. Moreover, new temperature control modes
are feasible, since the microhotplate temperature is directly adjustable via the
gate voltage of the transistor heater, the correlation between temperature and
gate voltage being almost linear [Graf et al., 2005b].

The device presented here features three microhotplates monolithically integrated
with digital proportional-integral-derivative (PID) temperature controllers, digi-
tal readout, and a serial interface. The hotplates were covered with di�erent tin
dioxide (SnO2)-based sensitive materials. The pure SnO2, which is predominantly
sensitive to nitrogen dioxide (NO2), was doped with di�erent concentrations of
palladium (Pd) and thus rendered more sensitive to carbon monoxide (CO) or
methane (CH4). All sensor functions can be accessed via the digital interface,
which drastically reduces the number of connections and, hence, the packaging
e�orts.

The device presented here features a very high degree of integration in comparison
to other CMOS-based systems [Afridi et al., 2002, W•ollenstein et al., 2003], and it
provides a standard digital bus interface. All logic units needed for the relatively
fast operation of the closed-loop temperature controllers are integrated on the
device. In comparing the device with other systems that feature a similar level
of integration [Barrettino et al., 2004a] the following aspects are important: 1)
the power e�ciency has been improved due to the use of a transistor heater,
that is driven by a pulse-density modulated bitstream; 2) the system complexity
has been decreased as a consequence of sharing several important circuitry units
and due to the mostly digital realization; 3) the system consumes much less area
than that reported on in [Barrettino et al., 2004a]; porting the device to a CMOS
technology with a smaller feature size would decrease the required CMOS real
estate even further; 4) a practical solution (adjustable bias, see later in the text)
to cope with the huge range of sensor resistances has been implemented; and 5)
all reference voltages and currents are generated on chip.

ETH Zurich, U. Frey, ©2007 87



Part II: Microhotplate Gas Sensor

SD

PMOS ring-
transistor

heater
gate

thick-film SnO

resistor
2 poly-Si

temperature
sensor

dielectric
layers

(membrane)

bulk silicon
(p-doped)

p-diff
electrodes n-well (Si-island)

(a)

poly-Si temperature sensors

PMOS ring transistor

Si-island

membrane

contact electrodes

5
0
0

µ
m

(b)

Figure 9.1: Microhotplate with integrated MOS-transistor heater. (a) Cross section
of a microhotplate. (b) Micrograph of a hotplate without the SnO2 sensitive metal-
oxide layer.

9.2 Microhotplate Design

Figure 9.1 shows the cross-section and a micrograph of a single microhotplate.
In order to ensure a good thermal decoupling of the hotplate from the rest of the
chip, only the dielectric layers of the industrial CMOS process form the mem-
brane. The inner section of the membrane additionally includes an n-well silicon
island underneath the dielectric layers. The n-well is thermally and electrically
insulated and serves as a heat spreader. It also hosts the pMOS transistor, which
constitutes the heating element. The resistance change of the nanocrystalline
thick-�lm SnO2-layer upon gas exposure is measured by means of two metal
electrodes. In order to establish a good contact to the sensitive layer, the CMOS
aluminum electrodes are �rst covered with titanium/tungsten (Ti/W, di�usion
barrier and adhesion layer, 50 nm) followed by a platinum layer (Pt, 200 nm).
The total size of the quadratic membrane is 500 µm by 500 µm. The octagonal
shape of the n-well silicon island provides a relatively long distance between the
heated membrane area and the cold bulk of the chip. Thus, the heat dissipation
via metal connections is considerably reduced. The overall membrane layout is
symmetric to ensure a homogeneous temperature and stress distribution.

The pMOS transistor of 5 µm gate-length and 720 µm overall gate width is inte-
grated on the island, it is an improved version of the transistor heater described
in [Graf et al., 2005b]. A special ring-shape transistor arrangement was chosen.
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Figure 9.2: Block diagram of the monolithic system.

This shape leaves enough space to implement resistive polysilicon temperature
sensors in the center. The thermistor in the lower part of Figure 9.1b is used to
control the membrane temperature. The other temperature sensor is not con-
nected to the control circuitry and can be used for an accurate calibration of the
membrane temperature and for the veri�cation of the controller performance.

9.3 Integrated Gas Sensor System

9.3.1 Architecture

Figure 9.2 shows a block diagram of the system architecture. The system is
designed in a modular fashion to enable future designs with larger arrays of
sensors.

Three digital PID controllers provide independent temperature regulation for
each hotplate. The MOS heating transistors are operated in pulse-density mod-
ulation by a �rst-order ��-modulator. Analog circuitry is required only for the
readout of the metal-oxide resistors, the temperature sensors, and for the neces-
sary bias currents. A single analog-to-digital converter and a single multiplier for
the PID controllers are accessed in time-multiplexed fashion. The control unit
takes care of scheduling the di�erent operations, the access to the shared multi-
plier and to the shared analog-to-digital converter (ADC) for all three hotplates.
An inter-IC (I2C) bus interface is used to connect to o�-chip units.
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9.3.2 Analog-to-Digital Conversion

The analog-to-digital converter is realized as a 10-bit successive-approximation
(SAR) ADC. An internal bandgap with a nominal voltage of 1.26 V, or an ex-
ternal voltage can be used as reference voltage for the ADC. The ADC features
a maximum sampling rate of 50 kSamples/s. The digital-to-analog converter
(DAC) and the comparator are located in the analog chip section, however, the
SAR registers and the logic controlling the DAC and the comparator are included
in the digital part.

9.3.3 Temperature Control

The schematic of the temperature control loop is shown in Figure 9.3. The
temperature on the microhotplate is measured using a polysilicon resistor, Rtemp,
as a temperature sensor with a nominal resistance of approximately 10 k
. The
resistor is biased with an adjustable, temperature-independent current, Itemp, to
cope with process variations. The voltage drop across the resistor is converted
to a 10-bit digital value, labeled y(k) in Figure 9.3. This value is fed back to the
digital PID temperature controller, which is implemented as a recursive �lter.
The PID implementation is based on the following continuous-time equation:

u(t) = K

(
e(t) +

1

τi

∫ t

0

e(t)dt + τd
de(t)

dt

)
,

where K is the gain, τi is the integral time, τd the derivative time, e(t) the error
value and u(t) the actuation value, as shown in Figure 9.3. The discrete time
form in the z-plane is given by

D(z) =
u(z)

e(z)
= K

(
1 +

1

τi

Ts

2

z + 1

z − 1
+

τd

Ts

z − 1

z

)
,

with Ts being the sampling period. It is implemented in the following form:
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u(k) = u(k − 1) + c0e(k) + c1e(k − 1) + c2e(k − 2),

where k are the time-discrete indices and

c0 = K
(
1 + Ts

2τi
+ τd

Ts

)
c1 = K

(
−1 + Ts

2τi
− 2 τd

Ts

)
c2 = K τd

Ts
.

The sampling period, Ts, is adjustable using the digital interface with a minimum
value of 108 µs, resulting in a sampling rate of 9.3 kHz for all three sensors. The
value corresponding to the target temperature, x(k), is given as a 10-bit value,
and the three PID coe�cients, c0, c1, and c2, are 11-bit signed values that can
be set individually for each hotplate. The actuation value, u(k), calculated by
the PID is then converted to a pulse-density modulated (PDM) digital bitstream
using a digital �rst-order modulator with a sampling rate of 500 kHz, as shown
in Figure 9.4.

The heating transistor is directly driven with this bitstream or, optionally, the
bitstream can be �ltered using a low pass. Early experiments revealed that
driving the heating transistor with the un�ltered bitstream might cause some
electromigration as a consequence of the high peak currents. A low-pass �lter
option was therefore included to enhance the hotplate lifetime and reliability.
It is implemented as a second-order Sallen-Key �lter with a cut-o� frequency
of 17 kHz, far above the actual thermal time constant of the hotplate, which
is below 10 ms for uncoated hotplates and around 20 ms for coated hotplates,
depending on the overall volume of the deposited material.

As the thermal capacitance and resistance of the hotplate provide a thermal
low-pass transfer function with the dominant pole corresponding to a measured
characteristic time of 10 to 20 ms, the modulator driving the hotplate constitutes
a linear noise-shaping DAC with output in the thermal domain and a low pass
cut-o� frequency of around 100 Hz.
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The main advantage of using a transistor heater, as opposed to a resistor, is a
signi�cant reduction in power consumption and an improvement of the life time.
If a resistor is driven with an o�-membrane power transistor that is controlled
by an analog voltage, this power transistor will consume a considerable fraction
of the overall power. An o�-membrane power-transistor can also be controlled
by means of a digital bitstream from, e.g., a sigma-delta modulator, which o�ers
the potential of drastically reducing the amount of needed power. However, as
mentioned above, electromigration may still reduce the life time of a sensor oper-
ated this way. By integrating the transistor on the hotplate, large current peaks
can be avoided through driving the transistor with an analog voltage without
dissipating any power o� membrane.

9.3.4 SnO2 Resistance Readout and Current Biasing

There are several ways to cope with the large range of resistances, from a few
k
s to several tens of M
s, that can occur in metal oxide layers, such as SnO2.
A logarithmic compression of the resistance value can be employed [Barrettino
et al., 2004d]. Another way is to make use of an oscillator, the time constant of
which is proportional to the sensor impedance [Flammini et al., 2004, Bota et al.,
2004, Grassi et al., 2005]. All these compression methods primarily aim at being
able to cope with the huge range of initial material resistances. Another issue is
to linearize the gas response of the sensors, which is approximately exponential.
The latter, however, can be done in a better way on a PC, in particular, since
there are numerous data analysis methods that can cope with non-linear data.
Tin oxide materials exhibit quite large baseline drifts during measurements and
also show baseline resistance variations from batch to batch, so that the baseline
value is usually subtracted from the measured data, and only relative resistance
changes are used for the data analysis. For the analysis of relative changes, a
logarithmic compression is very appropriate, as it provides a de�ned and constant
resolution for relative changes over the whole measurement range.

The approach selected for the system here is to measure the voltage drop across
the SnO2 sensitive layer upon biasing with a constant current, as shown in Figure
9.5. To cope with the large resistance range a 10-bit adjustable bias current
source has been implemented. A reference current of around 15 µA, generated
by a temperature-compensated constant-current source, is copied by means of
a binary-scale current mirror with cascoded stages. The digital current bias
registers are used to switch on and o� the individual currents. The resulting
current has a maximum value of 109 µA, yielding a least-signi�cant bit (LSB) of
around 0.1 µA. This results in a measurable resistance of up to 12 M
 using the
on-chip band gap reference for the ADC.

The current 
owing through the sensor electrodes can be separately adjusted for
each hotplate. The voltage drop across the resistive material is then converted
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Figure 9.5: Sensor resistance readout.

to a digital value with the same successive-approximation ADC that is also used
for the temperature control loop.

Figure 9.6 sketches the dynamic range and the theoretically resolvable resistance
value as obtained by using this approach. For very high resistances, the minimum
bias current needs to be applied to obtain a measurable voltage drop across the
sensor. When the resistance drops, the voltage drops as well. Once a certain,
relatively low voltage is reached, the bias can be increased to achieve a better
resolution. In this region, the bias current is continuously updated by the soft-
ware to keep the output voltage at a �xed level. Once the resistance goes to
very low values, the maximum bias current is reached, and a further increase
in resolution is not possible anymore. The theoretical resolution of 20 bits is
only reached for low resistances when the largest possible bias current is applied
(ideal current-source and ADC). For larger resistances, the resolution drops and
reaches 10 bits when the smallest possible bias current is applied. The approach
chosen here, therefore, corresponds to a logarithmic compression, which would
be represented by a straight line in Figure 9.6. However, it does not rely on the
logarithmic properties of analog units in contrast to the method presented in ref.
Barrettino et al. [2004d].

9.3.5 Control Unit and Serial Interface

Apart from the digital units described above, the digital core, which occupies
nearly half of the device area, also includes an interface to the outside world and
a control unit. The control unit mainly controls the timing of the ADC and the
PIDs and the access to the shared multiplier. The minimum cycle time is 108
clock cycles, which, however, can be prolonged by setting the Ts register. The
operations are performed sequentially for each hotplate, resulting in a minimum
of 36 clock cycles per hotplate. The operations that have to be executed include
two ADC conversions and one PID operation executed in parallel. As three
multiplications are needed for one PID operation, and as these are performed by
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Figure 9.6: Resolvable resistance versus sensor resistance. The resistance in Ohms
corresponding to the least significant bit of the ADC is plotted versus the absolute
sensor resistance. For the slope in the center of the graph, the bias current is continu-
ously updated to keep the voltage at a fixed level, here 1/3 of the ADC range, which
corresponds to a logarithmic compression.

means of a single sequential �xed-point multiplier, the speed is limited by these
multiplications. The control unit also takes care of the settings of the analog
multiplexer in front of the ADC.

To reduce the number of needed bond pads and to reduce external circuitry to
a minimum, an I2C serial bus, which is available on most micro controllers, was
used to interface to the chip. The communication protocol is kept very simple.
The I2C address is split into two parts, the lower two bits are used to address
the individual sensors on a single sensor chip, whereas the upper 5 bits can be
used to address other devices, such as other sensor systems on the same I2C
bus. The �rst data byte contains the register address. The following optional
byte contains the actual data that is to be written to the speci�ed register.
Registers that can be written and read include the PID coe�cients, the PID
sampling period, the target temperature, the di�erent bias currents and some

ags used for power-down mode and calibration settings. Registers that are only
readable include the voltage values originating from the sensor material and the
temperature sensor signals as converted by the ADC.

The I2C core on the chip uses the serial clock (SCL) line to clock in the data and,
therefore, works at high speed. The current setup provides bit rates of 330 kHz
and more. For a single register, this results in a rate of more than 3000 readings
per second, so that reading of the three sensor values can be done faster than
1 kSample/s. If new target temperatures and new bias currents have to be set
at every sampling of the resistance readout, and if the measured temperature of
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all hotplates needs to be read out as well, the read-out rate is reduced to 250 Hz,
which is still fast in comparison to the thermal time constant of the hotplates or
the electrochemical processes in the sensitive material.

9.3.6 Fabrication

The chip is fabricated in industrial 5-Volt, 0.8-µm, double-poly, double-metal
CMOS technology as provided by austriamicrosystems. The total chip dimen-
sions are 5.5 x 4.5 mm2. The electrodes are �rst covered with Ti/W followed
by a Pt-layer, which are both patterned by lift-o�. The membranes are released
by etching the wafer from the backside with potassium hydroxide (KOH). An
electrochemical etch-stop technique is used to preserve the central n-well islands
of the hotplates. The deposition and annealing of the nanocrystalline tin diox-
ide containing various dopings at 400◦C concludes the post-processing sequence,
which is fully CMOS-compatible [Graf et al., 2004a].

The die is then a�xed to a gold-coated TO8-16 package and wire-bonded. To
protect the bond wires and the circuitry, the chip is partially covered with a glob
top epoxy, which leaves only the three membranes uncovered.

Figure 9.7 shows the fabricated chip with the digital circuitry on the left side
including the three temperature controllers and the �� converters, the control
unit and the serial interface. The analog circuitry for biasing and A/D conversion
is placed in the center, and the three microhotplates are located on the right side.

The analog circuitry is comparably small, because of the time-multiplexed access
to the ADC and the employment of a transistor-based heater without the need for
additional analog driving circuitry. The number of bond pads (left side of Figure
9.7) is reduced to only 11, which drastically decreases the packaging e�orts. Five
of those pads are used for the I2C address, they are equipped with pull-down
transistors and only need to be bonded if more than one device will be attached
to the same I2C bus.

9.4 Measurement Results

To perform chemical measurements, an USB-to-I2C adapter was used, as shown
in Figure 9.8. Optionally, a printed-circuit-board (PCB) adapter on a ribbon
cable can be connected for easier insertion into a gas measurement setup. On
the PC side, LabView was used to control the sensor and acquire the data. The
software allows to apply arbitrary functions to modulate the temperature on the
hotplates, provides a control loop for automatic bias current adjustments, and
includes routines to convert the register values of the applied bias currents and
read-out voltages to temperatures in degrees Celsius and sensor resistances in
Ohms. The conversion of register values to Ohms is done by taking into account
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Figure 9.7: Micrograph of the fabricated monolithic hotplate sensor system.

the non-linearity of the current source as described later (Section 9.4.1.1). The
conversion of the temperature-sensor resistances to degrees Celsius is done as
described in ref. Graf et al. [2004b] by using the following equation:

�T = T − T0 = α1

(
�R

R0

)
+ α2

(
�R

R0

)2

.

The polysilicon temperature coe�cients α1 and α2 of this second-order poly-
nomial have been measured beforehand. To account for process variations, R0

is measured for each single hotplate. During short measurement intervals of
typically a few hours, no signi�cant drift in R0 occurred. However, in long-term
measurements over several months, which have been performed with this system,
a �rst-order recalibration by measuring R0 was done every few days.

The tasks performed in LabView are roughly sketched in Algorithm 1. After a
chip reset the device is initialized using appropriate default values, which include:
PID settings, c0,i, c1,i, c2,i, PID sampling period for each hotplate, i, the bias
current, Itemp, for the temperature sensors, bias currents, Isens,i, for the SnO2

sensors, some 
ags specifying calibration modes, power modes and optional low-
pass settings. Initially, the target temperature, xi, is set to 0. Then an optional
�rst-order calibration of the poly-Si temperature is performed, which is required
only every few days. During the measurement cycle, the temperature value, yi,
and the sensor value, sensi, are read from the sensor and converted to degrees
Celsius and Ohms respectively. The raw register values are stored to the hard
disk for later analysis. The obtained sensor value is then compared to a speci�ed
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Algorithm 1 LabView Program

1. open device

2. reset chip

3. send initial settings

4. if needed then perform �rst-order recalibration of poly-Si temperature
sensor

5. read temperature sensor, yi, and SnO2 sensor, sensi, of all hotplates

6. calculate new SnO2 bias currents, Isens,i, for all hotplates

(a) if sensi < min then I(k + 1)sens,i = I(k)sens,i ∗ (1 + adjRatio)

(b) if sensi > max then I(k + 1)sens,i = I(k)sens,i ∗ (1− adjRatio)

7. if needed then update target temperatures, xi, and Isens,i

8. wait

9. if continue then goto step 4

10. close device

minimum register value (approx. 1/4 of the total range) and a maximum register
value (approx. 5/6) and, if needed, the bias current is adjusted by the factor
adjRatio, which is usually approximately 8%. If one or more temperature pro�les
of the individual hotplates require a new target temperature, xi, the respective
registers are written. An optional delay is inserted before the program loops back
to step 4. As all these operations have to be executed at a rather low frequency
(in contrast to the on-chip PID controller), they can easily be performed on an
external device. In the current measurement setup, the USB-to-I2C adapter is
the speed-limiting factor. For very fast temperature pro�les, this adapter would
have to be optimized for speed, or the control loop would have to be executed
on a microcontroller connected to the I2C bus.

9.4.1 Electrical Measurements

9.4.1.1 Current Biasing

The 10-bit current source has a measured integral nonlinearity (INL) of±2.5 LSB.
For the temperature sensor, the source current is set once and is then not changed
anymore. The �rst-order recalibration of the sensor as explained above also ac-
counts for nonidealities of the current source. For the readout of the chemore-
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Figure 9.8: Micrograph of a packaged sensor system connected to an I2C-to-USB
adapter.

sistors, the nonidealities of the current source have to be taken into account.
As the sensor values are sent to a PC for analysis and not further processed on
the chip, this can be achieved by calibrating the current source with an external
resistor with a de�ned value. The obtained current values are then stored and
taken into account for the calculation of the resistances from the respective cur-
rent source settings and measured voltages. If the calibration needs to be done
without the use of an external resistor it could be done by relying on the fact that
the temperature resistor on an unheated hotplate only carries low-frequency AC
signals. The hotplate temperature resistor can, therefore, be used for a relative
calibration of the current source without the need for an external resistor.

9.4.1.2 Analog to Digital Converter

The 10-bit successive-approximation ADC has a measured INL of ±2.5 LSB from
0 V to 1.26 V, which is mainly caused by nonlinearities of the driving bu�er at
low voltages. Due to the 
exible biasing scheme as detailed in 9.3.4, the ADC
can be operated, except for very small resistances below 3 k
, in the upper
three quarters of the full range, where it has a measured INL of ±1.5 LSB.
The measured di�erential nonlinearity (DNL) is ±0.5 LSB, which entails a good
overall accuracy. For the readout of the sensor material resistance, an accuracy
of better than 99.8 % has been achieved. In the case of the temperature sensor,
the deviation resulting from the ADC INL is ±1.8◦C at 300◦C.

9.4.1.3 Temperature Control

The performance of the temperature controller was measured in stabilization
mode and in tracking mode. Figure 9.9 shows a graph, in which the temperature
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Figure 9.9: Temperature tracking in PID control mode: one hotplate (HP1) is kept
at constant temperature (300◦C), while the temperature of the other two is modulated
sinusoidally (HP3) or in a saw-tooth form (HP2).

of one microhotplate (HP1) is kept at a constant temperature of 300◦C, the tem-
perature of HP2 is ramped from 100◦C up to 350◦C and the temperature of HP3
is modulated using a sine wave of 10 mHz. Operating one hotplate in constant
temperature stabilization mode, the measurements showed a variance below 1◦C,
while modulating the temperature of the neighboring hotplates. Without indi-
vidual temperature control, thermal crosstalk between the hotplates would be
clearly visible.

Figure 9.10 shows the response of the polysilicon temperature sensor that is not
connected to the circuitry and has been measured with an oscilloscope. The black
curve corresponds to an unregulated step in the hotplate target temperature from
100◦C to 300◦C. The thermal time constant for this hotplate was assessed to be
8.1 ms. The gray line shows the same step in the target temperature, however,
this time in closed-loop PID mode. As all three PID parameters and the PID
sampling period are tunable, the system can be set to respond slower, with less
over-swing, or even faster. A full PID controller has many advantages, such as a
fast response time without over-swing and without steady state error.

9.4.1.4 Power Consumption

The power dissipation of the chip is up to 190 mW when heating all three
membranes simultaneously to 350◦C. The thermal e�ciency of each hotplate
is 6◦C/mW.
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Figure 9.10: Response of the temperature sensor to a step of the target temperature.
Open loop (unregulated) response is shown in black and the same step in a regulated
PID mode in grey.

Table 9.1: Predicted (PLS) CO concentrations in ppm
CH4\ CO 0 1 2 5 10

0 .6 2.2 5.8 8.8
100 -0.4 1.4 2.3 5.4 9.4
200 -0.4 0.9 1.7 5.5 9.6
500 0.1 1.2 1.8 5.6 9.9
1000 0.1 0.5 1.7 5.6 10.4

9.4.2 Chemical Measurements

The measured characteristics of the ADC and the current bias source result in
the following speci�cations for the sensor readout. When applying the largest
bias current to measure a small resistance, the smallest resolvable value is 11 
.
Resistances larger than 6 k
 can be measured with a relative accuracy of better
than 99.8 %, see 9.4.1.2. The largest measurable value is 12 M
, when the
internal bandgap reference is used. If larger values need to be measured, an
external voltage reference can be used to extend the range to 50 M
.

Chemical measurements with di�erent concentrations of carbon monoxide (CO)
and methane (CH4) in humidi�ed synthetic air have been performed to evaluate
the performance of the gas sensor system. The measurements where carried out
using a custom-designed gas manifold [Graf et al., 2004b,a]. Figure 9.11 shows
the variation of the sensor resistance during measurements with each hotplate
being operated at a constant temperature. The respective gas concentrations
have been applied for a duration of 20 minutes alternated with purging with pure
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Figure 9.11: Measurements of di�erent concentrations of pure CO and CO mixed
with 500 ppm CH4, at 20% relative humidity. All sensors were operated at constant
temperature.
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Figure 9.12: Relative resistance change versus concentration.

Table 9.2: Predicted (PLS) CH4 concentrations in ppm
CH4\ CO 0 1 2 5 10

0 0 -50 0 30
100 140 170 80 150 50
200 170 170 210 230 230
500 450 390 540 520 590
1000 1070 1070 900 970 900
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air. CO has been dosed at concentrations of 1 ppm, 2 ppm, 5 ppm and 10 ppm,
the CH4 concentrations included 100 ppm, 200 ppm, 500 ppm and 1000 ppm.
The exposures to 500 ppm CH4 are displayed on the left side of Figure 9.11. The
light gray line is the sensor response of a heavily doped (3 wt% Pd) SnO2 sensor,
operated at 330◦C and predominantly sensitive to CH4. The dark gray line
represents an undoped SnO2 sensor, operated at 300◦C, which is sensitive to NO2

and, therefore, does not show any signi�cant response upon exposure to CO or
methane. The sensor response plotted in black originates from SnO2 doped with
0.2 wt% palladium, and operated at 300◦C, which is sensitive to CO and CH4.
Figure 9.12 displays a di�erent subset of the same measurements and shows the
relative resistance changes upon exposure to di�erent concentrations of a single
gas. Again, the undoped sensor shows nearly no resistance change, whereas the
other two show prototypical responses of SnO2-based sensors upon exposure to
reducing gases (CH4 and CO): the resistance drops as soon as detectable gas
concentrations are applied.

The raw sensor data of the measurement shown in Figure 9.11 feature a rms noise
of around 1%, which is slightly depending on the absolute resistance (1.5% at
1.1 M
, 1% at 550 k
 and 0.9% at 200 k
). Converting the noise value into gas
concentrations and multiplying it by three leads to a �rst-order approximation
of the limit of detection (LOD) of less than 0.5 ppm for CO and approximately
100 ppm for CH4. Comparing this noise levels to the noise level that an exter-
nally connected resistor shows (corrected by a factor of

√
2 to account for the

elevated temperature of approximately 300◦C of the hotplate), reveals that the
chemoresistor shows some substantial additional 
icker noise components coming
from the semiconducting sensor material.

Table 9.1 and 9.2 show the predicted gas concentrations for mixtures of CO and
CH4, resulting from a partial-least-squares (PLS) regression [Wold, 1982] on the
sensor data. Before applying the regression algorithm the data were preprocessed
using a di�erential baseline removal algorithm and by applying a linear �t to the
plateau value during gas exposure. To cope with the nonlinearity of the data, the
quadratic term of the zero-order coe�cient was added to the input as described in
[Mitrovics et al., 1995]. A leave-one-out cross validation using Haaland's criterion
[Haaland and Thomas, 1988] revealed that the optimum can be achieved using
�ve factors resulting in a standard error of prediction of 0.8 ppm for CO and
105 ppm for CH4. As the standard error of prediction suggests, the predictions
shown in the tables correlate well to the true concentrations.

In a second measurement series the temperature of the hotplates was modulated
as a ramp from 25◦C to 350◦C. Each gas exposure of 30 minutes is followed by 30
minutes purging with pure air. The temperature of the hotplates is kept at room
temperature for the �rst 10 minutes of a cycle. Then, a period of 3 minutes at
350◦C followed by another interval of 3 minutes at room temperature precedes
the actual measurement, which is a 3 minute ramp from 25◦C to 350◦C that has
been repeated twice. Close-ups of the sensor responses to synthetic air and two
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Figure 9.13: Measurements of two di�erent concentrations of CO and CH4 at 20%
relative humidity using a temperature modulation technique.

di�erent gas concentrations recorded during the temperature ramp between 60◦C
and 340◦C are shown in Figure 9.13. The relative resistances with regard to the
baseline resistance are plotted versus time. The sensor response of the undoped
material plotted in dark gray does not show any signi�cant variation, as this
sensor is mostly sensitive to NO2 and does not respond to carbon monoxide or
methane. The two other sensors respond with very distinct patters, e.g., the
local maximum at around 300◦C of the highly doped material shown in light
gray is very typical for exposure to methane. It can also be seen, that methane
produces a strong sensor response primarily at higher temperatures, whereas
carbon monoxide already has a strong e�ect at low temperatures. As the time
constant of the chemical reaction with the sensing material is rather large, the
applied temperature pro�le also in
uences the sensor response. The additional
information obtained by dynamic temperature modulations can hence be used
to improve analyte classi�cation and quanti�cation in, e.g., mixtures [Gutierrez-
Osuna et al., 2003, Heilig et al., 1997, Ionescu et al., 2002, Nakata et al., 2002,
Lee and Reedy, 1999]. An accurate temperature control without steady state
errors, as it is provided by a PID controller, is mandatory for applying these
operation modes.

9.4.3 Summary

The device performance and the measurement results of the gas sensor system
are summarized in Table 9.3.
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Table 9.3: Performance summary
Technology 0.6 µm 2-P 3-M CMOS
Area 5.5 x 4.5 mm2

Supply voltage 5.0 V
Clock frequency 1 MHz
Sensor material SnO2 doped with Pd
Hotplate temperature Room T to 350◦C
Thermal time constant 8.1 ms (uncoated)
Thermal e�ciency 6◦C/mW
PID max. sampling rate 9.3 kSamples/s
ADC INL ±1.5 LSB
Temperature resolution ±1◦C
Measurable range 3 k
 to 12 M

LOD CO <1 ppm
LOD CH4 ∼100 ppm

9.5 Conclusion

A monolithic gas sensor system was presented that comprises an array of transistor-
heated microhotplates, along with digitally implemented temperature controllers,
and a standard serial interface. The gas sensor system features a high sampling
rate of 9.3 kSamples/s, a temperature resolution of ±1◦C and a large measurable
resistance range, which results in very accurate gas concentration measurements
with a limit of detection of less than 1 ppm for CO and approximately 100 ppm
for CH4. Due to its integrated interface, due to the possibility to apply arbi-
trary temperature modulation patterns, and due to its low power consumption,
the system presented here provides the technology platform for future low-cost,
portable gas sensor systems. The chip can also be used for materials science,
e.g., for the investigation of the electrical and gas sensing properties of di�erent
materials in dependence of the operation temperature.
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Outlook

The central topic of this second part of the thesis was the integration of microhotplate-
based metal-oxide gas sensors and associated circuitry on a single chip. Inno-
vative microhotplate design, dedicated post-CMOS micromachining steps and
novel system architectures were developed to meet this goal.

Microhotplate-based chemical sensors start to become commercially available,
which indicates the success of the ongoing miniaturization of chemical sensors.
The microsensor systems as presented here are the next generation of such de-
vices. The number of possible applications in industrial, environmental and
household settings is large. Examples include the integration of sensor chips in
mobile systems and distributed networks to monitor concentrations of environ-
mentally relevant gases in cities, the surveillance of domestic air quality, and
the air quality control in automotive applications. The challenges on the way to
commercial products include a massive cost reduction by avoiding too frequent
sensor recalibrations and by increasing the sensor lifetime.
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Glossary

Abbreviations

ADC analog-to-digital converter

AP action potential

BMP-2 bone morphogenetic protein-2

CMOS complementary metal oxide semiconductor

CRC cyclic redundancy check

CSD current source density (analysis)

DAC ditigal-to-analog converter

DIV days in vitro

DMA direct memory access

DNL di�erential nonlinearity

DRAM dynamic random access memory

EAP extracellular action potential

FF 
ip-
op

FP field potential

FPGA field programmable gate array. Reprogrammable logic device

HD high density

HD-MEA high-density microelectrode array

HP hotplate
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HPF high pass filter

I2C inter-IC (bus)

IBI inter-burst interval

ICA independent component analysis

ILP integer linear program

INL integral nonlinearity

LOD limit of detection

LPF low pass filter

LSB least significant bit

LVDS low-voltage di�erential signaling

MEA microelectrode array

MOS metal oxide semiconductor

NRC neonatal rat cardiomyocytes

NRCml NRC monolayers

NRCmt NRC microtissues

OPAMP operational amplifier

PC Purkinje cells

PC personal computer

PCB printed circuit board

PDM pulse-density modulation

PID proportional-integral-derivative (controller)

PLS partial-least-squares (regression)

PROM programmable read only memory

RMS root mean square
√

1/n
∑n x2

i

SAR successive-approximation (ADC)

SEM scanning electron microscope

SNR signal-to-noise ratio

SRAM static random access memory
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