
Diss. ETH No. 21765

Modeling Stratospheric Aerosols Using a Coupled

Aerosol-Chemistry-Climate Model

A thesis submitted to attain the degree of

DOCTOR of SCIENCES of ETH ZURICH
(Dr. sc. ETH Zurich)

presented by

Jianxiong Sheng
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Abstract

The presence of the stratospheric aerosol layer, also known as the Junge layer,
was first discovered in the early 1960s. This aerosol layer contains mainly binary
H2SO4/H2O solution droplets, which scatter solar radiation, absorb the outwelling
infrared radiation, and thus affect the atmospheric circulation and global climate. It
also hosts heterogeneous chemistry in the stratosphere, which leads to nitrogen de-
activation and chlorine activation with implications for subsequent ozone depletion,
and the level of UV irradiance at the surface.

However, there are significant uncertainties in our understanding of the Junge layer,
from the question which sulfur-containing gases besides carbonyl sulfide contribute
to the maintenance of the layer, via the difficulties in properly describing the tempo-
ral evolution of particle size distributions and geographic spreading of aerosols after
major volcanic eruptions, all the way to the radiative impacts on global climate.
Substantial improvements in current modeling approaches are required to advance
our quantitative understanding of the stratospheric aerosol layer and its interac-
tion with atmospheric radiative, dynamical and chemical processes. In response to
this challenge, this work has developed the coupled aerosol-chemistry-climate model
SOCOL-AER, which is based on the size-bin resolving aerosol model AER and the
chemistry-climate model (CCM) SOCOL. This new and in its capabilities unprece-
dented aerosol-CCM interactively includes all relevant aerosol microphysics, chem-
istry, transport, sedimentation and aerosol radiative feedbacks. By using this novel
model, further aims of this thesis are the quantification of the relative contributions
of anthropogenic and natural sulfur emissions to the Junge layer, and to investigate
the evolution of particle size distributions after the eruption of Mt. Pinatubo, which
serves as a natural analogue of for geoengineering measures involving stratospheric
sulfur injections.

Simulations of the global atmospheric sulfur budget and of the sensitivity with re-
spect to various sulfur emission scenarios have been conducted using SOCOL-AER.
The model successfully reproduces all of main features of stratospheric aerosols un-
der non-volcanic conditions, including seasonal cycle of aerosol extinctions compared
to SAGE II and HALOE, and particle size distribution compared to in situ strato-
spheric aerosol measurements at Laramie, Wyoming. Only at the upper edge of the
Junge layer does the model show a systematic underestimation of the tapering ex-
tinction ratios, likely due to meteoritic material which has not been implemented in
the model. The calculated stratospheric aerosol burden is about 109 gigagram sulfur
under volcanically quiescent conditions, showing excellent agreement with SAGE II.
The validated model is used for sensitivity studies concerning anthropogenic SO2
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emissions in China and India. These emissions may influence stratospheric aerosols
more pronouncedly compared to emission changes in Western Europe or the US.
This indicates that deep convection in the Western Pacific region may enable tropo-
spheric sulfur emissions in the tropics, particularly during the summertime, to enter
the stratosphere. However, even vastly enhanced tropospheric emissions from these
regions in the future are predicted to contribute less than 8% to the background
stratospheric aerosol burden. More importantly, even small eruptive volcanoes can
contribute significantly to the background stratospheric aerosol burden. Calcula-
tions with SOCOL-AER suggest that volcanic contributions to the global strato-
spheric aerosol burden from medium-sized eruptions, such as that of Nabro in 2011,
may lead to a doubling of background levels under quiescent conditions.

This work approaches another major uncertainty, namely the vertical distribution
of initial sulfur injections during major volcanic eruptions. To this end, more than
300 atmospheric simulations of the Pinatubo eruption have been performed using
the AER 2-D sulfate aerosol model in order to optimize the initial sulfur mass
injection, which in previous modeling studies has often been chosen arbitrarily (e.g.,
applying a rectangular-shaped emission profile). The simulations are generated by
the combinations of a 4-parameter vertical mass distribution, determined by a total
injection mass and a skew-normal distribution function. The results suggest that
(a) the initial mass loading was only 14 Mt of SO2, in contrast to the usually
applied 20 Mt; (b) the injection vertical distribution extended from the tropical
tropopause to 30 km; (c) it has a strong skewness toward the lower stratosphere.
The rigorous approach to construct this optimized distribution is unprecedented.
This provides a universal emission scenario for global 3-D simulations,which has
been derived systematically from the observational data.

Based on the optimized emission scenario, this work in its last part employs SOCOL-
AER to investigate the size-resolved stratospheric aerosol distributions after the
eruption of Mt. Pinatubo. The coupled aerosol-chemistry-climate model SOCOL-
AER is employed to investigate the impact of the aerosol radiative heating, sedimen-
tation scheme, coagulation efficiency, and quasi-biennial oscillation (QBO) on the
stratospheric aerosol loading after the eruption of Mt. Pinatubo. The aerosol module
includes comprehensive sulfur chemistry and microphysics, in which the particles are
size-resolved by 40 size bins spanning radii from 0.39 nm to 3.2 um. Radiative forcing
is calculated online from the aerosol module according to Mie theory. The simula-
tion shows excellent agreement with the Stratospheric Aerosol and Gas Experiment
II (SAGE II) measurements, the high-resolution infrared radiation sounder (HIRS),
and in situ measurements by optical particle counters above Laramie, Wyoming. It
turns out that in particular an accurate sedimentation scheme is essential in order
to prevent particles diffusing too rapidly to high latitudes. The use of a sophisti-
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cated particle coagulation scheme plays a lesser role. The aerosol radiative feedback
and the QBO help to sustain the aerosol in the tropical reservoir and affect the
maximum of stratospheric aerosol burden, improving the agreement with observed
distributions, but do not per se influence the decay rate of the aerosol burden. Over-
all, the results demonstrate the necessity of the combination of detailed resolution
of individual processes and comprehensive coupling in order to achieve a proper
prediction of atmospheric and climate effects following large volcanic eruptions or
sulfur injections related to geoengineering.
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Zusammenfassung

Die Existenz der stratosphärischen Aerosolschicht, auch bekannt unter dem Namen
Junge-Schicht, wurde erstmals in den frühen 1960er Jahren entdeckt. Binäre Schwe-
felsäure-Wasser-Tröpfchen machen den Hauptbestandteil dieser Aerosolschicht aus.
Durch die Streuung kurzwelliger und die Absorption langwelliger Strahlung beein-
flussen sie Atmosphäre und Klima. Heterogene Reaktionen, die auf der Oberfläche
der Aerosolpartikel ablaufen, führen zu einer Deaktivierung von Stickstoffverbindun-
gen und einer Aktivierung von Chlorverbindungen. Stratosphärische Sulfat-Aerosole
haben somit auch Auswirkungen auf den stratosphärischen Ozonabbau und folglich
auf die einfallende UV Strahlung am Erdboden.

Trotz langjähriger Forschung ist unser Verständnis der Junge-Schicht noch lückenhaft.
Zu den offenen Fragen gehören unter anderem: Welche schwefelhaltigen Verbindun-
gen neben Karbonylsulfid tragen zur Existenz der Junge-Schicht bei? Wie lassen
sich die zeitliche Entwicklung der Grössenverteilung sowie die Ausbreitung der Ae-
rosolpartikel nach einem Vulkanausbruch angemessen beschreiben? Wie gross ist
der Einfluss der Aerosole auf den globalen Strahlungshaushalt? Um unser quanti-
tatives Verständnis der stratosphärischen Aerosolschicht zu verbessern sowie deren
Wechselwirkungen mit Strahlung, Dynamik und Chemie zu verstehen, ist es not-
wendig, existierende Modellsysteme zu erweitern und neue Ansätze zu erarbeiten.
Dazu wurde im Rahmen der vorliegenden Arbeit das vollständig gekoppelte Aerosol-
Chemie-Klima-Modell SOCOL-AER einwickelt. Das neue Modellsystem basiert auf
dem nach Partikelgrössen auflösenden Aerosolmodell AER und dem Chemie-Klima-
Modell (engl. chemistry-climate model, CCM) SOCOL, und vereint erstmalig al-
le relevanten Rückkopplungsmechanismen zwischen Aerosol-Mikrophysik, Chemie,
Transport, Sedimentation und Strahlung. Mithilfe von SOCOL-AER werden in die-
ser Arbeit die relativen Beiträge anthropogener und natürlicher Schwefelemissionen
zur Junge-Schicht bestimmt sowie die Entwicklung der Grössenverteilung der Ae-
rosolpartikel nach dem Ausbruch des Pinatubo untersucht. Vulkanausbrüche bilden
ein natürliches Analogon zu geotechnischen Klimaschutzmassnahmen mittels Ein-
bringen von Schwefel in die Stratosphäre.

Im Rahmen dieser Arbeit wurden zunächst etliche Modellsimulationen mit SOCOL-
AER zum globalen atmosphärischen Schwefelbudget unter Berücksichtigung ver-
schiedener Schwefel-Emissionsszenarien durchgeführt. Ein Vergleich mit Beobach-
tungsdaten zeigt, dass das Modell die wesentlichen Merkmale der stratosphärischen
Aerosolschicht unter nicht-vulkanischen Bedingungen erfolgreich reproduziert. Da-
ten der Aerosolextinktion von SAGE II und HALOE wurden dabei zur Evaluie-
rung des Jahresgangs herangezogen, während die Grössenverteilung der Aerosolpar-
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tikel mit stratosphärischen in-situ Messungen über Laramie, Wyoming, verglichen
wurde. Einzig am Oberrand der Junge-Schicht zeigt das Modell eine systematische
Unterschätzung des Extinktionsverhältnisses. Letzteres ist höchstwahrscheinlich auf
das Fehlen von Aerosol-Vorläufersubstanzen meteoritischen Ursprungs im Modell
zurückzuführen. Die simulierte Gesamtmenge des stratosphärischen Schwefelaero-
sols unter nicht-vulkanischen Bedingungen beträgt 109 Gg Schwefel und stimmt
damit sehr gut mit Abschätzungen basierend auf SAGE-II Satellitenbeobachtungen
überein. Des weiteren wurden mit dem Modell Sensitivitätsstudien zu anthropogenen
SO2 Emissionen aus China und Indien durchgeführt. Asiatische Emissionen haben
das Potenzial die stratosphärische Aerosolschicht stärker zu beeinflussen als Emissio-
nen aus Westeuropa oder den USA. Aufgrund hochreichender Konvektion über dem
tropischen Westpazifik können Schwefelemissionen, insbesondere während der Som-
mermonate, verstärkt aus der Troposphäre in die Stratosphäre transportiert wer-
den. Jedoch hat sich gezeigt, dass Schwefelemissionen aus China und Indien, selbst
unter der Annahme einer deutlichen Zunahme der zukünftigen Emissionsmenge,
weniger als 8% zur stratosphärischen Hintergrundaerosolbelastung beitragen. An-
dererseits tragen schon kleine Vulkanausbrüche deutlich zur stratosphärischen Ae-
rosolschicht bei. Modellrechnungen mit SOCOL-AER zeigen, dass Vulkanausbrüche
mittlerer Grösse wie der des Vulkans Nabro im Jahr 2011 bereits zu einer Verdopp-
lung der stratosphärischen Aerosolmenge vergleichen mit vulkanisch ungestörten
Zeiten führen können.

Diese Arbeit adressiert einen weiteren grossen Unsicherheitsfaktor in Modellstudi-
en, nämlich die vertikale Anfangsverteilung des Schwefeleintrags durch grosse Vul-
kaneruptionen. In bisherigen Modellstudien wurde die Anfangsverteilung oftmals
willkürlich gewählt, z.B. mittels eines rechteckigen Emissionsprofils. Zur Optimie-
rung der anfänglichen Schwefelverteilung wurden hier mehr als 300 Simulationen
der Pinatubo-Eruption mit dem 2-dimensionalen Aerosolmodell AER durchgeführt,
bei denen die 4 Parameter der vertikalen Massenverteilung, welche wiederum durch
die emittierte Gesamtmasse und eine schiefe Normalverteilung beschrieben wird,
sukzessive variiert wurden. Die Ergebnisse deuten auf folgende Anfangsverteilung
hin: (a) Die anfängliche Gesamtmasse betrug anstatt der bislang angenommen 20
Mt nur etwa 14 Mt SO2. (b) Der Schwefeleintrag erfolgte zwischen der tropischen
Tropopause und 30 km Höhe. (c) Die vertikale Verteilung zeigt eine starke Asymme-
trie mit Betonung auf der unteren Stratosphäre. Aufgrund der hier durchgeführten
Optimierung steht nun erstmals eine durch die Beobachtungen systematisch ab-
gestützte Anfangsverteilung zur Verwendung in globalen 3-dimensionalen Modellen
zur Verfügung.

Die so optimierte Anfangsverteilung wurde im letzten Teil dieser Arbeit verwen-
det, um die hoch aufgelöste Grössenverteilung der stratosphärischen Aerosolschicht
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nach dem Ausbruch des Pinatubo genauer zu untersuchen. Mithilfe des vollständig
gekoppelten Aerosol-Chemie-Klima-Modell SOCOL-AER wurde der Einfluss der
Aerosol-induzierten Strahlungserwärmung, des Sedimentationsschemas, der Koagu-
lationseffizienz sowie der quasi-zweijährigen Schwingung (engl. quasi-biennial os-
cillation, QBO) auf die stratosphärische Aerosolbeladung nach dem Ausbruch des
Pinatubo untersucht. Das Aerosolmodul berücksichtigt eine umfassende Schwefel-
chemie sowie Aerosolmikrophysik. Die Grössenverteilung der Aerosolpartikel wird
mittels 40 Grössenklassen von 0.39 nm bis hin zu 3.2 m Partikelradius beschrie-
ben. Der Strahlungsantrieb wird während der Simulation fortlaufend durch das Ae-
rosolmodul gemäss Mie-Theorie berechnet. Die Simulationsergebnisse zeigen sehr
gute Übereinstimmung mit SAGE II (Stratospheric Aerosol and Gas Experiment
II) und HIRS (High-resolution Infrared Radiation Sounder) Satellitenbeobachtun-
gen sowie mit in-situ Messungen mittels optischer Partikelzähler über Laramie,
Wyoming. Es zeigt sich, dass insbesondere eine akkurate Beschreibung der Sedi-
mentation von grosser Bedeutung ist, um eine zu schnelle Diffusion der Partikel in
Richtung der hohen Breiten zu verhindern. Die Beschreibung der Koagulation von
Aerosolpartikeln spielt hingegen eine untergeordnete Rolle. Die Berücksichtigung
der Aerosol-induzierten Strahlungsrückkopplung sowie der QBO helfen, die Aero-
solbeladung innerhalb der Tropen aufrecht zu erhalten, und beeinflussen das Ma-
ximum der stratosphärischen Aerosolbelastung. Beide Effekte führen zu einer bes-
seren Übereinstimmung mit beobachteten Aerosolverteilungen, beeinflussen per se
aber nicht die Abbaurate der Aerosolbeladung. Insgesamt zeigen die Ergebnisse
dieser Arbeit die Notwendigkeit, detaillierte Prozessmodellierung mit komplexen,
vollständig gekoppelten 3-dimensionalen Modellen zu kombinieren, um zuverlässige
Vorhersagen der Auswirkungen grosser Vulkanausbrüche oder künstlicher Schwefe-
lemissionen im Zuge geotechnischer Klimaschutzmassnahmen auf Atmosphäre und
Klima zu erlangen.
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Chapter 1

Introduction

In early 1960s, the pioneering works of Junge et al. [1961], Junge and Manson
[1961] and Chagnon and Junge [1961] discovered the existence of an aerosol layer
in the stratosphere using balloon and aircraft measurements. This stratospheric
aerosol layer, also known as the Junge layer, was later found to contain mainly
binary sulfuric acid solution (H2SO4/H2O) droplets [Rosen, 1971]. The life cycle of
stratospheric aerosol (under non-volcanic conditions) includes processes of sulfur-
containing gases and preexisting particles entering the stratosphere through the
tropical tropopause, the transport and transformation of the aerosol within the
Brewer-Dobson circulation, and the removal of the aerosol through isentropic mixing
and sedimentation [SPARC , 2006]. A schematic of the stratospheric aerosol life cycle
is shown in Figure 1.1.

The aerosol plays a significant role in the Earth’s radiative and chemical processes
[McCormick et al., 1995]. The aerosol can efficiently scatter solar radiation, thus
increase the planetary albedo. At the same time, the aerosol absorbs the outwelling
infrared radiation. The net effect is that the sulfate aerosol reflects solar radiation
back to space and increases the Earth albedo, causing global mean cooling of the
ground and the troposphere, while it heats the stratosphere. After major volcanic
eruptions such as Pinatubo, the aerosol can cause a global surface cooling of approx-
imately 0.5 K [Dutton and Christy , 1992], and up to 3 K warming in the tropical
lower stratosphere [Randel et al., 2009], see Figure 1.2. Moreover, the sulfate aerosol
is important for the stratospheric chemistry hosting heterogeneous reactions, which
result in nitrogen deactivation and chlorine activation with implications for subse-
quent ozone depletion [Solomon, 1999], the radiation balance of this layer and the
level of UV irradiance at the surface.
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However, there are significant uncertainties in our understanding of the stratospheric
aerosol layer, from the question which sulfur-containing gases besides carbonyl sul-
fide contribute to the maintenance of the layer, via the difficulties in properly describ-
ing the temporal evolution of particle size distributions and geographic spreading
of aerosols after major volcanic eruptions, all the way to the radiative impacts on
global climate.

Uncertainties under volcanically quiescent conditions. Junge [1974] ex-
plained the stratospheric aerosol layer as a result of penetration of tropospheric
sulfur dioxide (SO2) into the stratosphere, which was later revised by Crutzen [1976]
and Turco et al. [1980] proposing carbonyl sulfide (OCS) as a dominant source of
stratospheric aerosols. Chin and Davis [1995] re-evaluated production of strato-
spheric aerosols from OCS oxidation to be 2 to 5 times smaller than Crutzen [1976],
Turco et al. [1980], Sze and Ko [1979], and Sze and Ko [1980], revealing a possible
overestimation of OCS contribution to the stratospheric background aerosol burden

Chapter 1: Stratospheric Aerosol Processes 
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1.2 The Life Cycle of Stratospheric Aerosol 

The life cycle of stratospheric aerosol (Figure 1.1) involves processes of gaseous precursor 
species and aerosol particles entering the stratosphere through the tropical tropopause, the 
transport and transformation of the aerosol within the Brewer-Dobson circulation, and the re-
moval of aerosol in air traversing the extra-tropical tropopause and through gravitational 
sedimentation. 

 

Figure 1.1. Schematic of the stratospheric aerosol life cycle [from Hamill et al., 1997]. 

Non-volcanic stratospheric aerosol particles are formed primarily through binary homogene-
ous nucleation of sulfuric acid and water in rising air masses close to the tropical tropopause 
[Goodman et al., 1982; Yue and Deepak, 1984; Brock et al., 1995]. These particles grow by 
condensation of H2SO4 and water vapor and undergo coagulation, both with other newly 
formed particles and with larger aged particles mixed into the same atmospheric region. The 
aerosol in the tropical regions is rapidly transported zonally with the mean stratospheric 
winds, while the transport meridionally is determined by large-scale stirring and mixing, with 
an air mass boundary existing in the 15-30o latitude range [Plumb, 1996]. The existence of 
such a “leaky tropical pipe” reduces the rate of dilution of tropical aerosol mass into the extra-
tropics [Trepte and Hitchman,1992]. Poleward transport of aerosol becomes effective during 
the westerly phase of the quasi-biennial oscillation but is restricted during the easterly phase.  

Aerosol transported into the mid and high latitudes evolves in several ways. Firstly, particle 
growth by condensation of H2SO4 continues as OCS and SO2 are oxidised. The particle size 
distribution evolves through processes of growth, coagulation and sedimentation (see Section 

Figure 1.1 – Schematic of the stratospheric aerosol life cycle. From Hamill
et al. [1997].
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measurements from active, but not explosive, erup-
tions and remote sensing of the resulting aerosol
clouds from lidar, radiometers, and satellites. The
Total Ozone Mapping Spectrometer (TOMS) satellite
instrument is an important tool, as it can also monitor
SO2, allowing us to directly measure stratospheric
injection of gases from eruptions. The Stratospheric
Aerosol and Gas Experiment (SAGE) series of limb-
scanning instruments provides the longest series of
profiles of volcanic aerosols in the stratosphere.

The major component of volcanic eruptions is from
the matter that emerges as solid, lithic material or
solidifies into large particles, which are referred to as
ash or tephra. These particles fall out of the atmo-
sphere very rapidly, on time scales of minutes to a few
days, and thus have no climatic impacts. When an
eruption column still laden with these hot particles
descends down the slopes of a volcano, this pyroclastic
flow can be deadly to those unlucky enough to be at the
base of the volcano. The destruction of Pompeii and
Herculaneum after the AD 79 Vesuvius eruption is the
most famous example.

Volcanic eruptions typically also emit gases, with
H2O, N2, and CO2 being the most abundant. Over the
lifetime of the Earth, these gases have been the main
source of the planet’s atmosphere and ocean, after the
primitive atmosphere of hydrogen and helium was lost
to space. The water has condensed into the oceans, the
CO2 has been changed by plants into O2 or formed
carbonates that sink to the ocean bottom, and some of
the C has turned into fossil fuels. Of course, we eat the
plants and animals that eat the plants, we drink the

water, and we breathe the oxygen, so each of us is made
of volcanic emissions. The atmosphere is now mainly
composed of N2 (78%) and O2 (21%), both of which
had sources in volcanic emissions.

Of these abundant gases, both H2O and CO2 are
important greenhouse gases, but their atmospheric
concentrations are so large (even for CO2 at only
372 ppm) that individual eruptions have a negligible
effect on their concentrations and do not directly
impact the greenhouse effect. Rather the most
important climatic effect of explosive volcanic erup-
tions is through their emission of sulfur species to the
stratosphere, mainly in the form of SO2, but possibly
sometimes as H2S. These sulfur species react with H2O
to form H2SO4 on a time scale of weeks, and the
resulting H2SO4 aerosols produce the dominant
radiative effect from volcanic eruptions. The 1982 El
Chichón eruption injected 7 Mt of SO2 into the
atmosphere, and the 1991 Pinatubo eruption injected
20 Mt.

Once injected into the stratosphere, the large
aerosol particles and small ones being formed by the
sulfur gases are rapidly transported around the globe
by stratospheric winds. Observations after the 1883
Krakatau eruption showed that the aerosol cloud
circled the globe in 2 weeks. Both the 1982 El Chichón
cloud and the 1991 Pinatubo cloud circled the globe in
3 weeks. Although El Chichón (171N) and Pinatubo
(151N) are separated by only 21 of latitude, their
clouds, after only one circuit of the globe, ended up
separated by 151 of latitude, with the Pinatubo cloud
straddling the Equator and the El Chichón cloud
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in earlier studies. In an assessment of stratospheric aerosol properties [SPARC ,
2006], studies based on various 2-D and 3-D aerosol models suggested that SO2 and
aerosol particles across the tropopause play a larger role in the lower stratosphere,
while OCS is more important above 25 km. However, the relative contributions
of sulfur-containing species remained largely uncertain. A recent study of Brühl
et al. [2012] claims that most of the stratospheric aerosol burden can be explained
in terms of OCS. This differs from most previous studies [e.g., SPARC , 2006], which
indicated that short-lived sulphur gases are also important.

Uncertainties under conditions of large volcanic eruptions. The eruption of
Mt. Pinatubo is one of the largest volcanic eruptions in the 20th century. However,
the uncertainties in determining the initial total mass and altitude distribution of its
emissions remain high. The initial total mass injection into the stratosphere ranges
from 13.6 - 28 megatons of SO2 [Stowe et al., 1992; Bluth et al., 1992; Krueger et al.,
1995; Guo et al., 2004]. Also, the altitude distribution of SO2 emission was not
well-known. The only available measurements with vertical resolution of SO2 in the
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stratosphere during the Pinatubo period have been made by the Microwave Limb
Sounder (MLS) in September 1991 [Read et al., 1993], which started its mission un-
fortunately only three months after the eruption. Furthermore, there are remaining
uncertainties for the impact of individual processes, such as the aerosol radiative
heating, sedimentation scheme, coagulation efficiency, and quasi-biennial oscillation
(QBO), on the stratospheric aerosol loading after the eruption of Mt. Pinatubo
[e.g., Timmreck et al., 1999a; Aquila et al., 2012; English et al., 2013].

Modeling stratospheric aerosols. Modeling studies are indispensable tools to
synthesize our knowledge of stratospheric aerosols. Substantial improvements in
current modeling approaches are required to advance our quantitative understand-
ing of the stratospheric aerosol layer and its interaction with atmospheric radiative,
dynamical and chemical processes. Earlier studies using one or two-dimensional size-
bin resolving aerosol models (also known as sectional/spectral models) [e.g., Turco
et al., 1979; Mills et al., 1999; Weisenstein et al., 1997] were in general successful
in simulating aerosol microphysics but had difficulties to realistically represent the
tropical convection or stratosphere-troposphere exchange. Further progress towards
a coupling of an aerosol module into a three-dimensional general circulation model
(GCM) or chemistry-climate model (CCM) has been achieved by various studies
[Takigawa et al., 2002; Stier et al., 2005; Rasch et al., 2008; Robock et al., 2008;
Timmreck et al., 2010; Aquila et al., 2012; Brühl et al., 2012]. The common feature
of these models is that they used either a lognormal unimodal distribution (‘bulk’)
or a composite of few lognormal modes (‘modal’) to prescribe the particles size dis-
tribution (i.e. no size bins). However, such a simplification has been found to be
often insufficient to accurately reproducing observed stratospheric aerosol size dis-
tribution compared to a size-bin resolving aerosol model [Weisenstein et al., 2007].
These problems have been overcome in recent studies [Hommel et al., 2011; English
et al., 2011], which have implemented sectional aerosol modules into a GCM/CCM.
However, the interaction between the aerosol radiative feedbacks and dynamics re-
mained decoupled in their model. Lacking an explicit treatment of interactive aerosol
feedbacks has also been found to be insufficient to accurately predict stratospheric
aerosols, particularly after volcanic eruptions [Aquila et al., 2012]. Coagulation re-
duces number densities very effectively for large volcanic eruptions. English et al.
[2013] suggested that attractive van der Waals forces, which leads to enhanced co-
agulation efficiencies in both transition and free molecular regimes, should be taken
into account. However, Narsimhan and Ruckenstein [1985] investigated the coagu-
lation efficiency using the Lennard-Jones potential (retarded van der Waals forces)
and demonstrated that very low coagulation efficiencies in free molecular regimes
might prevail. Another important stratospheric aerosol process is sedimentation.
[Benduhn and Lawrence, 2013] have found that numerical diffusion induced by sedi-

4



mentation may lead to undesirable transport of the aerosol to the middle and upper
stratosphere and an accurate sedimentation scheme with minimizing numerical dif-
fusion should be taken into account.

Motivation and objectives. Simulating stratospheric aerosols challenges models’
abilities to properly represent the large-scale transport, chemistry, microphysics,
sedimentation, aerosol size distribution, aerosol radiative process and their complex
interactions. In response to this challenge, this thesis attempts to provide an accu-
rate assessment of stratospheric aerosols using a coupled aerosol-chemistry-climate
model (SOCOL-AER), which includes all the above features. By means of the
model simulations under volcanically quiescent and active conditions, the following
questions will be addressed:

1. What is the stratospheric aerosol burden under volcanically quiescent condi-
tions and its sensitivity to sulfur emissions?

2. What would be the optimum total mass and altitude distribution for Mt
Pinatubo’s initial sulfur mass emission?

3. What are roles of aerosol radiative heating, coagulation efficiency, sedimenta-
tion and QBO in the evolution of stratospheric aerosols after Pinatubo?

Thesis outlines. This thesis is organized as follows:

Chapter 2: The coupled aerosol-chemistry-climate model SOCOL-AER is vali-
dated via detailed comparisons with satellite observations and in-situ measurements,
such as aerosol optical properties and particle size distributions. Simulations of the
global atmospheric sulfur budget and of the sensitivity with respect to various sul-
fur emission scenarios are conducted using SOCOL-AER. Relative contributions of
natural and anthropogenic sulfur emissions are investigated.

Chapter 3: More than 300 atmospheric simulations of the Pinatubo eruption are
performed using the AER 2-D sulfate aerosol model in order to optimize the initial
sulfur mass injection such that the resulting aerosol extinctions match satellite and
lidar measurements.

Chapter 4: The fully coupled aerosol-chemistry-climate model SOCOL-AER is
employed to investigate the impact of the aerosol radiative heating, sedimentation
scheme, coagulation efficiency, and quasi-biennial oscillation (QBO) on the strato-
spheric aerosol loading after the eruption of Mt. Pinatubo.

Chapter 5: Some technical details in the development of SOCOL-AER are pro-
vided.
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Chapter 6: Conclusions of this work and perspectives on possible future research
are presented.
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Abstract

Simulations of the global atmospheric sulfur budget and its emission dependence
have been carried out using the coupled aerosol-chemistry-climate model SOCOL-
AER. The aerosol module comprises gaseous and aqueous sulfur chemistry and com-
prehensive microphysics. The particle distribution is resolved by 40 size bins span-
ning radii from 0.39 nm to 3.2 µm, including size-dependent particle composition.
Radiative properties of the aerosol required by the climate model are calculated
online from the aerosol module. The model successfully reproduces main features
of stratospheric aerosols under non-volcanic conditions, including aerosol extinc-
tions compared to SAGE II and HALOE, and size distributions compared to in situ
particle counter measurements. The calculated stratospheric aerosol burden is 109
gigagram of sulfur, matching the SAGE-II-based burden of 112 Gg. About 56% of
this burden are caused by OCS entering the stratosphere, the rest by shorter-lived
gases, mainly SO2. Sensitivity studies with SOCOL-AER reveal that anticipated
increases in anthropogenic SO2 emissions in China and India have a larger influ-
ence on stratospheric aerosols than the same increase were it to happen in Western
Europe or the US, due to deep convection in the Western Pacific region. However,
even a doubling of Chinese and Indian emissions is predicted to contribute only
9% to the stratospheric background aerosol burden. In contrast, small to moder-
ate volcanic eruptions may exert a much more significant influence. A medium-sized
volcanic eruption, such as that of Nabro in 2011, may easily double the stratospheric
background aerosol burden.

2.1 Introduction

The presence of an aerosol layer in the lower stratosphere was first discovered by
Junge et al. [1961]. This aerosol layer, mainly composed of binary H2SO4/H2O
solution droplets, is important to the Earth’s radiative balance and atmospheric
chemistry. Stratospheric aerosol particles can scatter solar radiation, absorb the
outwelling infrared radiation [Ramanathan et al., 2001] and thus affect atmospheric
dynamics [McCormick et al., 1995] and the global climate [Solomon et al., 2011].
They also host heterogeneous chemistry in the stratosphere, which leads to nitrogen
deactivation and chlorine activation with implications for subsequent ozone deple-
tion [Solomon et al., 1986; Solomon, 1999]. This, in turn, affects the level of UV
irradiance at the surface.

The stratospheric aerosol forms via a chain of chemical reactions and microphysical
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processes when sulfur-containing gases or preexisting particles enter the stratosphere
through the tropical tropopause [e.g., Hamill et al., 1997; SPARC , 2006]. The
stratospheric aerosol burden is sustained by natural and anthropogenic emissions
of sulfur-containing gases at the Earth’s surface and sporadic volcanic eruptions,
which can release a large amount of sulfur dioxide directly into the stratosphere.
Under volcanically quiescent conditions, Junge [1974] explained the presence of the
stratospheric aerosol layer by penetration of tropospheric sulfur dioxide (SO2) into
the stratosphere, which was later revised by Crutzen [1976] and Turco et al. [1980]
proposing long-lived carbonyl sulfide (OCS) as the dominant source of stratospheric
aerosols. Chin and Davis [1995] re-evaluated the production of stratospheric aerosols
from OCS oxidation to be 2 to 5 times smaller than estimated by Crutzen [1976],
Turco et al. [1980], and Sze and Ko [1979, 1980], revealing a possible overestimation
of the OCS contribution to the stratospheric background aerosol in earlier studies.
In a recent assessment of stratospheric aerosol properties [SPARC , 2006], studies
based on various 2-D and 3-D aerosol models suggested that the transport of SO2

and aerosol particles across the tropopause may play a larger role in the lower
stratosphere, while OCS is more important above 25 km.

Modeling studies have advanced our quantitative understanding of stratospheric
aerosols, albeit constrained by remaining model uncertainties. Simulating strato-
spheric aerosols challenges our models’ ability to resolve the transport, chemistry,
microphysics of the aerosol size distribution, and complex interactions between them.
One or two-dimensional size-bin resolving aerosol models (also called sectional mod-
els or spectral models) [e.g., Turco et al., 1979; Mills et al., 1999; Weisenstein et al.,
1997] were generally successful in simulating aerosol microphysics, but are not de-
signed to simulate tropospheric chemistry or dynamics in detail, since topography,
tropical convection, surface properties, and localized emissions cannot be included
SPARC [2006]. Further progress towards a coupling of an aerosol module into
a three-dimensional general circulation model (GCM) or chemistry-climate model
(CCM) has been achieved by various studies [Takigawa et al., 2002; Stier et al.,
2005; Rasch et al., 2008; Robock et al., 2008; Timmreck et al., 2010; Aquila et al.,
2012; Brühl et al., 2012]. The common feature of these models is that they use
either a lognormal unimodal distribution (‘bulk model’) or a composite of few log-
normal modes (‘modal model’) to prescribe the particles size distribution (i.e. no
size bins). However, such simplifications have been found to be often insufficient
to accurately reproduce stratospheric aerosols when compared to a sectional aerosol
model [Weisenstein et al., 2007]. Recent studies [Hommel et al., 2011; English et al.,
2011] have implemented sectional aerosol modules into a GCM/CCM. However, in
these models the aerosol radiative feedbacks, which affect the model dynamics, re-
mained decoupled from the model dynamics. An explicit treatment of interactive
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aerosol feedbacks has been identified as essential to properly simulate stratospheric
aerosols, in particular after large volcanic eruptions [Aquila et al., 2012].

Significant progress can in principle be achieved when coupling a particle-size re-
solving aerosol module into a chemistry-climate model, which interactively includes
all relevant aerosol microphysics, transport, sedimentation and explicit treatment of
the aerosol in the radiation code. However, initially the coupling of complex system
modules often increases the model uncertainties, so that a comprehensive validation
is required. In this study, we introduce an aerosol-chemistry-climate model, possess-
ing the above features. Applying this model, we analyze the global sulfur budget,
and investigate the sensitivity of the stratospheric aerosol burden to SO2 emissions.
We show detailed comparisons of aerosol optical properties and particle size dis-
tribution with satellite observations and in-situ measurements. While the main
purpose of this paper is to provide a more accurate and comprehensive understand-
ing of stratospheric aerosols under background conditions, the application to strong
volcanic eruptions also shows excellent agreement, which will be shown elsewhere
(Sheng et al., Size-Resolved Stratospheric Aerosol Distributions after Pinatubo De-
rived from a Coupled Aerosol-Chemistry-Climate Model, in prep. for Journal of
Geophysical Research).

The organization of this paper is as follows: in Section 2, we describe the fully
coupled aerosol-chemistry-climate model, including sulfur chemical reactions, aerosol
microphysical processes and explicit treatment of the aerosol in the radiation code.
We give a detailed description of the experimental setup for different SO2 emissions
used in our simulations. Section 3 presents results of the calculated global sulfur
budget under volcanically quiescent conditions and the sensitivity studies of different
SO2 emissions. The results are compared with satellite observations, such as SAGE
II, HALOE and CALIOP, and in situ measurements above Laramie, Wyoming, and
with other models. Finally, Section 5 provides the conclusions.

2.2 Model description

2.2.1 CCM SOCOL

In this work, we employ an updated version of the chemistry climate model SOCOL
[Stenke et al., 2013], coupled to a particle-size resolved sulfate aerosol model. SO-
COL is a combination of the global circulation model (GCM) ECHAM5 (the middle
atmosphere version) and the chemistry-transport model (CTM) MEZON. ECHAM5
[Roeckner et al., 2003] is a spectral model with adjustable horizontal truncations
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(which we are using in T31 or T42) and with a hybrid sigma-pressure coordinate
system spanning from the surface to 0.01 hPa (which we are using 39 or 90 vertical
levels). The chemistry-transport part MEZON [Rozanov et al., 1999; Egorova et al.,
2003] has the same vertical and horizontal resolutions as ECHAM5 and treats 56
chemical species of the oxygen, hydrogen, nitrogen, carbon, chlorine and bromine
groups, which interact via more than 160 gas-phase reactions, 58 photolysis reactions
and 16 heterogeneous reactions in/on sulfuric acid aerosols, water ice and nitric acid
tri-hydrate particles. The chemical reaction rate coefficients are taken from Sander
et al. [2011]. Photolysis rates are calculated at every chemical time step (2 h) using
a look-up-table approach [Rozanov et al., 1999]. The chemical solver is based on the
implicit iterative Newton-Raphson scheme [Ozolin, 1992; Stott and Harwood , 1993].
The chemistry module comprises the full stratospheric chemistry and a reduced set
of tropospheric chemical reactions. For carbon-containing species this includes the
full methane photochemistry (CH4, HCHO, CO, and intermediates), but no non-
methane hydrocarbons. Dry deposition of O3, CO, NO, NO2, HNO3 and H2O2 are
taken into account with deposition velocities over land and sea based on Hauglus-
taine et al. [1994]. Furthermore, the tropospheric washout of HNO3 is described
in a simplified manner by a constant removal rate of 4 × 10−6 s−1; i.e., every two
hours 2.8% of the tropospheric HNO3 is removed. SOCOL has also been run with
a fully coupled deep ocean module [Anet et al., 2013]. In this study, for computa-
tional efficiency the deep ocean module remains decoupled, and the version with the
horizontal truncation T31, (i.e., ∼ 3.75◦ × 3.75◦ latitude/longitude resolution) and
with 39 hybrid vertical levels is employed. Global sea surface temperatures (SSTs)
and sea ice coverage (SIC) are prescribed following the HadISST dataset [Rayner
et al., 2003]. The quasi-biennial oscillation (QBO) is nudged in terms of a linear
relaxation of the simulated zonal winds in the equatorial stratosphere to observed
wind profiles. For a more detailed description we refer to Stenke et al. [2013] and
the references therein.

2.2.2 Aerosol module

The aerosol module is based on the AER two-dimensional model of sulfate aerosols
[Weisenstein et al., 1997]. The module includes the sulfate precursor gases dimethyl
sulfide (DMS), carbon disulfide (CS2), hydrogen sulfide (H2S), methyl sulfonic acid
(MSA), carbonyl sulfide (OCS), sulfur dioxide (SO2), sulfur trioxide (SO3) and sul-
furic acid (H2SO4). For the chemical reactions we follow Weisenstein et al. [1997],
but update the rate coefficients according to Sander et al. [2011], see Table 2.1.
In comparison to the original AER code, the photolysis rate of H2SO4 has been
updated to include photodissociation not only in the ultra-violet, but also in the
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Table 2.1 – Sulfur Chemical Reactions and Rate Coefficients Included in
SOCOL-AER (in units cm3 s−1, except for photolysis rates in s−1). All gas
reaction rates are taken from Sander et al. [2011] and the references therein
except for the photolysis rate of H2SO4 following Vaida et al. [2003] and Miller
et al. [2007]. Short-lived intermediate radicals such as S, SO, and HSO3 are
omitted, and immediately converted to the next more stable intermediate. Bal-
ancing oxygen molecules are omitted from the reaction equations. Temperature
(T ) in Kelvin, pressure (p) and surface pressure (psurf) in hPa. [M], [H2O] and
[O2] are molecule number densities with units cm−3. Symbols A are in units
cm3 s−1, symbols B are unitless).

Reaction Rate
CS2 + hν −→ OCS + SO2 lookup table
OCS + hν −→ SO2 + CO lookup table
H2SO4 + hν −→ SO3 + H2O Vaida et al. [2003]; Miller et al. [2007]
SO3 + hν −→ SO2 + O lookup table

CS2 + OH −→ OCS + SO2
A

T+B

(
p

psurf

)
A = 1.25× 10−16 exp(4550/T )
B = 1.81× 10−3 exp(3400/T )

CS2 + O −→ OCS + SO2 3.2× 10−11 exp(−650/T )
OCS + OH −→ SO2 + CO + H 1.1× 10−13 exp(−1200/T )
OCS + O −→ SO2 + CO 2.1× 10−11 exp(−2200/T )
H2S + OH −→ SO2 + H2O 6.1× 10−12 exp(−75/T )
H2S + O −→ SO2 + OH 9.2× 10−12 exp(−1800/T )
H2S + Cl −→ HCl + SO2 3.7× 10−11 exp(210/T )
H2S + Br −→ HBr + SO2 1.4× 10−11 exp(−2750/T )
DMS + OH −→ SO2 + CH2O + CH3O2H 1.1× 10−11 exp(−240/T )
DMS + OH −→ SO2 + CH2O + CH3O2H AB/(1 +B)

A = 2.8× 10−12 exp(350/T )
B = 5.53× 10−31 exp(7460/T )[O2]

DMS + OH −→ MSA + CH2O AB/(1 +B)
A = 7.6× 10−13 exp(350/T )
B = 5.53× 10−31 exp(7460/T )[O2]

DMS + NO3 −→ SO2 + NO2 + CH3O2 + CH2O 1.9× 10−13 exp(500/T )
DMS + ClO −→ SO2 + HOCl 2.1× 10−15 exp(340/T )
DMS + Br −→ SO2 + HBr 9.0× 10−11 exp(−2390/T )
DMS + BrO −→ SO2 + HOBr 1.4× 10−14 exp(950/T )

SO2 + OH −→ SO3 + HO2
A

1+B × 0.6[1+(logB)2]−1

A = 3.3× 10−31(300/T )4.3[M ]
B = A/1.6× 10−12

SO2 + O −→ SO3
A

1+B × 0.6[1+(logB)2]−1

A = 1.8× 10−33(300/T )−2[M ]
B = A/4.2× 10−14(300/T )−1.8

SO2 + O3 −→ SO3 + O2 3.0× 10−12 exp(−7000/T )
SO3 + H2O −→ H2SO4 8.5× 10−41 exp(6540/T )[H2O]
S(IV) + O3(aq) −→ S(VI) + O2(aq) + H+ Jacob [1986]
S(IV) + H2O2(aq) + H+ −→ S(VI) + 2H+ + H2O(aq) Jacob [1986]
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visible based on Vaida et al. [2003] with the corrected J value suggested by Miller
et al. [2007]. Additionally, the aqueous phase reactions of S(IV) with ozone (O3)
and hydrogen peroxide (H2O2) in cloud water content [Jacob, 1986] have been taken
into account. In a simplified approach, we prescribe the vertical distribution of the
pH value according to Walcek and Taylor [1986]. The oxidants involved in the sulfur
chemistry (OH, O(1D), O(3P), O3, H2O2) are calculated interactively by MEZON
together with all other 56 chemical species.

Detailed descriptions of the coded microphysics are provided by Weisenstein et al.
[1997, 2007] and the references therein. Here we describe major features of the orig-
inal model, and improvements implemented in our coupled model. Aerosol particles
are resolved into 40 size bins from 0.39 nm to 3.2 µm by volume doubling. Aerosol
composition (sulfuric acid weight percent) is calculated from ambient water vapor
and temperature [Tabazadeh et al., 1997]. Beyond the original AER code the com-
position of individual aerosol particles is allowed to be size-dependent such that, for
each size bin, the water vapor pressure is corrected by the Kelvin effect [Thomson,
1871]. All relevant microphysical processes are implemented in the module. Sulfate
particles are created by binary homogeneous nucleation [Vehkamäki et al., 2002].
Particles can also grow/shrink by condensation/evaporation of H2SO4 and H2O va-
pors, and evaporate completely above∼35 km depending on sulfuric acid equilibrium
vapor pressure over binary solution calculated by Ayers et al. [1980] including tem-
perature correction provided by Kulmala and Laaksonen [1990]. The calculation of
activity coefficients of water and sulfuric acid follows Giauque et al. [1960]. Coagu-
lation reduces number densities of particles and is solved by a semi-implicit method
[Jacobson and Seinfeld , 2004], which is another improvement beyond the original
AER model code. The coagulation kernel is calculated by the empirical formula of
Fuchs [1964]. Gravitational settling, which reduces the lifetime primarily of larger
stratospheric particles, is treated following Kasten [1968]. Sedimentation adopts
the numerical scheme of Walcek [2000] instead of the simple upwind method used
in the original AER code in order to minimize the numerical diffusion [Benduhn
and Lawrence, 2013]. Sulfate aerosols as well as gaseous H2SO4, MSA and SO2 are
removed below the tropopause by wet scavenging and surface deposition following
Weisenstein et al. [1997], in which total tropospheric wet and dry removal rates were
adopted: 2.5 days mean lifetime for SO2, 5 days mean lifetime for H2SO4 and MSA,
and 1 cm s−1 for deposition velocity.
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2.2.3 Coupled SOCOL-AER

The aerosol module is adapted to the 3-D fields using the same vertical and horizon-
tal resolutions as SOCOL. Sulfur chemical reactions (Table 2.1) are integrated into
MEZON’s chemical solver. The transport of each sulfur gas species and aerosol size
bin is implemented in the advection scheme of Lin and Rood [1996] in ECHAM5. The
SOCOL 6-band shortwave [Cagnazzo et al., 2007] and 16-band longwave [Mlawer
et al., 1997] radiation schemes in the stratosphere are driven directly by the aerosol
module instead of the off-line aerosol treatment that we used in Heckendorn et al.
[2009] or data from a record [Arfeuille et al., 2013] or from climatological data. The
required extinction coefficients, single scattering albedos and asymmetry factors for
each of the 22 wavelength bands are calculated from the particle size distribution
in the aerosol module according to Mie theory with the refraction indices following
Biermann et al. [2000]. Operator splitting approaches are used in the model: trans-
port is calculated every 15 minutes, whereas chemistry, microphysics and radiation
are calculated every two hours with 40 substeps (3-minute) for the microphysical
processes.

2.3 Experimental setup

The standard model setup for sulfur emissions is given in Table 2.2. Anthropogenic
(including shipping) and biomass burning SO2 emissions account for 53.2 teragram
of sulfur per year (Tg S/yr) based on the monthly decadal emission data [Lamarque
et al., 2010; Smith et al., 2011] for year-2000 conditions. The SO2 emission due
to continuous volcanic degassing is horizontally distributed according to volcano
locations, and set to 12.6 Tg S/yr based on the dataset of Andres and Kasgnoc
[1998] with suggested corrections [Graf et al., 1998; Halmer et al., 2002; Textor
et al., 2004; Dentener et al., 2006]. The volcano elevations are not fully resolved due
to the relatively low horizontal resolution T31. OCS is passive in the troposphere
and its concentration is set to a constant of 500 pptv at the surface [Chin and
Davis , 1995; Kettle et al., 2002]. We neglect the OCS annual cycle (which is of
the order of 3% peak-to-peak) and interannual variability (less than 10%) [SPARC ,
2006]. The flux of DMS is obtained from the monthly climatological sea surface
DMS concentration fields [Kettle et al., 1999; Kettle and Andreae, 2000] using the
parametrization of Nightingale et al. [2000]. The surface flux of CS2 is assumed to
be 1 Tg S/yr between 52◦S and 52◦N, and H2S is specified with a fixed mixing ratio
of 30 pptv at the surface following [Weisenstein et al., 1997].
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Table 2.2 – Standard Model Setup of Boundary Conditions for Sulfur Source
Gases

Species Source Boundary Value
SO2 Anthropogenic (including ship) 51.3 Tg S/yr a

Biomass burning 1.9 Tg S/yr a

Continuous volcanic degassing 12.6 Tg S/yr b

OCS Prescribed surface mixing ratio 500 pptv
DMS Ocean online calculated c

CS2 Prescribed surface flux 1 Tg S/yr, 52◦S-52◦N d

H2S Prescribed surface mixing ratio 30 pptv d

a Decadal historic data for the year 2000 [Lamarque et al., 2010; Smith et al.,
2011]; mapped to horizontal resolution T31.
b Based on Andres and Kasgnoc [1998] and scaled according to Dentener et al.
[2006]; horizontally distributed according to volcano locations.
c Based on sea surface DMS concentration fields [Kettle et al., 1999; Kettle and
Andreae, 2000] using the parametrization of Nightingale et al. [2000].
d Following Weisenstein et al. [1997].

The sensitivity of the atmospheric sulfur budget with respect to sulfur emissions is
estimated in both volcanically quiescent and weak to moderate active conditions.
We perform calculations for 12 background and 2 volcanically perturbed scenarios,
as summarized in Section 2.4.4 (Table 2.4). Each of these 12 background model
simulations has been integrated over 10 years, initializing from precalculated aerosol
mixing ratios [Weisenstein et al., 1997]. The first 5 years are discarded as a spin-up
period, and results are analyzed based on the last 5 years. Volcanic simulations are
conducted with the spin-up files of REF for initialization. For volcanically perturbed
conditions, we perform Nabro-like eruptions on 13 June of the first simulation year
after the spin-up period in the region (13◦N, 42◦E): VolT injects 0.7 Tg S into the
free troposphere (9-14 km) in a single pulse; VolS injects 0.7 Tg S directly into the
stratosphere (16-19 km), again single pulse. In contrast to the long-term background
cases, the volcanic simulations (VolT and VolS) are averaged over the first 6 months
after the eruption, and compared with the long-term averages of the background
cases.
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2.4 Results and Discussions

2.4.1 Precursor gases

Carbonyl sulfide (OCS) and sulfur dioxide (SO2) are the primary sources of strato-
spheric background aerosols. We examine these two precursor gases to validate the
modeling of OCS/SO2 oxidation and aerosol formation in the stratosphere. Here
the simulated OCS is compared to measurements from Atmospheric Trace Molecule
Spectroscopy (ATMOS) [Gunson et al., 1996; Rinsland et al., 1996] and from JPL
MkIV Balloon Interferometer [Leung et al., 2002]. The simulated SO2 is com-
pared against various model results presented in SPARC [2006], MIPAS (Michelson
Interferometer for Passive Atmospheric Sounding) measurements operated quasi-
continuously from July 2002 until April 2012 [Höpfner et al., 2013] and ATMOS
taken in April 1985 [Rinsland et al., 1995].

Carbonyl sulfide (OCS). Figure 2.1 (left) shows the comparison between a calcu-
lated profile of OCS and measurements by ATMOS (version 3) at 5-10◦N in Novem-
ber. The simulated values are within the range of the measurements at most al-
titudes (only near 28 km slightly out of the range). The modeled OCS is almost
constant in the troposphere, where only the slow reaction with OH leads to OCS
loss. In the stratosphere OCS decreases rapidly due to photodissociation and chem-
ical reactions with O and OH. Our model calculation shows that photodissociation
accounts for about 80% of loss of OCS in the stratosphere, while O and OH account
for 17% and 3%, respectively. The calculated profile of OCS at 65◦N compares favor-
ably with MkIV observations as shown in Figure 2.1 (right). There is only a slight
overestimation at 19 km. Overall, the agreement of SOCOL-AER with the ATMOS
(version 3) and MkIV measurements is better than that for the models participating
in the ASAP comparison (see Fig. 6.10 in SPARC [2006], where ATMOS version
2 was used). Of course, the tropospheric variability of OCS is absent in the model
due to the prescribed 500 pptv surface mixing ratio.

Sulfur Dioxide (SO2). Figure 2.2 (left) shows the comparison of seasonal SO2 mix-
ing ratio calculated by SOCOL-AER at 0-20◦N with MIPAS measurements [Höpfner
et al., 2013]. In the UTLS region, the SOCOL-AER-calculated SO2 match MIPAS
near the tropopause (∼17 km), while the agreement is less satisfactory near 22 km
likely due to somewhat too high OH concentration in the model, but neverthe-
less the simulated SO2 values are within the natural variability indicated by the
measurements. Between 25 and 32 km, the modeled SO2 is within 20% of MIPAS
measurements, reflecting the importance of photodissociation and oxidation of OCS,
which are the main sources of SO2 in this region. Between 32 and 40 km, SOCOL-
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Figure 2.1 – Vertical profiles of OCS mixing ratio calculated by SOCOL-AER
at 5◦N in November (left) compared to ATMOS observations (version 3) [Gunson
et al., 1996; Rinsland et al., 1996] and at 65◦N in July (right) compared to MkIV
balloon observations [Leung et al., 2002]. Horizontal bars: observed natural
variability.

AER underestimates SO2 compared to MIPAS measurements by factors 2-3. For
example, around 32 km, the modeled seasonal SO2 mixing ratios lie between 12 and
30 pptv, while the measured mean values range from 30 to 60 pptv. One reason could
be that the photolysis rate of H2SO4 is underestimated. The photolysis of H2SO4 via
photodissociation of vibrationally excited states of sulfuric acid under atmospheric
conditions [Vaida et al., 2003] has been implemented in SOCOL-AER as additional
photolysis pathway based on the parametrization by Miller et al. [2007] (we use the
corrected J-values with quantum yield for collisional overtone de-excitation, i.e. the
yellow curve in their Fig. 3). Overall, this implementation improved the agreement
of SOCOL-AER with the ATMOS measurements (Figure 2.2, right panel), which
is better than that for the models participating in the ASAP comparison (see Fig.
6.11b in SPARC [2006]). However, the resulting enhancement appears too weak
to obtain good agreement with MIPAS. Near 32 km, the MIPAS mean SO2 mixing
ratios are around 20 pptv larger than those measured by ATMOS, while SOCOL-
AER-calculated SO2 mixing ratios are between these two observations. It is unclear
whether this disparity between the measurements is due to measurement errors or
natural variability. Between 35 to 45 km, SOCOL-AER shows excellent agreement
with ATMOS (within 10%). Above 50 km, SO2 simulated SOCOL-AER is larger
by a factor of 2 compared to ATMOS (MIPAS measurements are available only up
to 45 km) possibly owing to the lack of meteoritic material, which is suggested as
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a permanent sink for gaseous H2SO4 [SPARC , 2006], or the lack of SO2 photolysis
[Farquhar et al., 2001] in the model.
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Figure 2.2 – Left panel: Seasonal SO2 mixing ratio calculated by SOCOL-
AER (solid lines) at 0-20◦N compared to MIPAS measurements (dashed lines)
extracted from Fig. 8 of Höpfner et al. [2013]; Right panel: SO2 mixing ra-
tio calculated by SOCOL-AER (orange line) at 26-32◦N compared to ATMOS
observations (squares) taken in April-May 1985 [Rinsland et al., 1995] and MI-
PAS observations (violet line) extracted from Fig. 9 of Höpfner et al. [2013].
Horizontal bars: observed natural variability.

2.4.2 Sulfur budget

Figure 2.3 shows a schematic diagram of the global atmospheric sulfur budget. The
solid arrows represent surface emissions, net fluxes across the tropopause, wet/dry
deposition, or chemical and microphysical transformations, all in units of gigagram
of sulfur per year (Gg S/yr). The dash-dotted arrows represent one-way fluxes
across the tropopause into the stratosphere. The boxes denote the burden of gas
and aerosol in units of gigagram of sulfur (Gg S). Red numbers are simulated by
SOCOL-AER. Black numbers are retrieved from the AER 2-D model or (in brackets)
from the observations, both as presented in SPARC [2006]. Green numbers in the
troposphere are based on the GOCART model [Chin et al., 2000]. Orange numbers
are taken from Chin and Davis [1995].

In the troposphere, OCS accounts for 74% of the tropospheric total sulfur mass
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in our model while short-lived SO2 and sulfate aerosol account for 10% and 14%,
respectively. The total SO2 emission noticeably deviates among the models due
to the application of different emission data. In SOCOL-AER, the decadal SO2

emission data of Lamarque et al. [2010] for the year 2000 is employed. This lists
about 51 Tg S/yr of anthropogenic SO2 emissions (including ship emissions), leading
to a total of ∼65 Tg S/yr for SO2 emissions when combined with the emissions from
biomass burning and volcanic degassing. Conversely, when the year 1990 chosen as
basis [SPARC , 2006; Chin et al., 2000], the total SO2 emissions are about 75-78
Tg S/yr, mainly because the sulfur emissions by Western developed countries were
decreasing in this time window. The other primary sulfur species DMS, H2S and
C2S account for less than 2% of the tropospheric total sulfur burden, but they are
an important source for SO2 in the middle and upper troposphere and contribute
about 27 Tg S/yr for SO2, which is almost one third of the modeled tropospheric
SO2 total source strength of 92 Tg S/yr.

In the troposphere, there are additional major discrepancies between models, e.g.
that SO2 wet and dry deposition amounts to only 53 Tg S/yr in SOCOL-AER (sim-
ilar to 52 Tg S/yr found by Chin et al. [2000]), whereas 2-D AER [SPARC , 2006]
found 100 Tg S/yr. Furthermore, fluxes from SO2 to the aerosol phase and aerosol
deposition fluxes are comparable between this work and Chin et al. [2000], but have
been about 5 times lower in 2-D AER. The main reason is that SPARC [2006] aimed
at optimizing the performance of 2-D AER in the stratosphere, while tropospheric
processes were highly simplified. In SOCOL-AER tropospheric performance has
been largely improved (e.g., additional aqueous phase reactions of S(IV) with ozone
(O3) and hydrogen peroxide (H2O2) in cloud water content with prescribed vertical
distribution of the pH value), although simplifications remain (e.g., the crude tro-
pospheric washout scheme). These remaining approximations may be a reason for
the discrepancies of detailed wet and dry deposition fluxes between SOCOL-AER
and the tropospheric GOCART model results by Chin et al. [2000].

The calculated net fluxes across the tropopause (dotted horizontal line in Figure
2.3) are calculated based on mass balance considerations. Our model suggests a
total net flux of 103.2 Gg S/yr of sulfur-containing gases into the stratosphere. This
flux results in a burden of 109 Gg S, supporting the stratospheric aerosols under
non-volcanic conditions. About 40% of the total net flux is in the form of OCS,
50% in the form of SO2 and 10% from other primary sulfur species. The one-way
OCS flux into the stratosphere calculated by SOCOL-AER is about 20% higher
than calculated by 2-D AER, while the SOCOL-AER calculated net OCS flux is
larger by ∼30% compared to the 2-D AER result, mainly due to differences in
transport and loss processes. For SO2, the net flux provided by SOCOL-AER of
50.9 Gg S/yr differs by more than 70% compared to 28.8 Gg S/yr calculated by 2-D
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Figure 2.3 – Global atmospheric sulfur budget. Solid arrows: net fluxes of
surface emissions, cross-tropopause transport (horizontal dotted line), wet/dry
deposition, or chemical and microphysical transformations in Gg S/yr. Ar-
rows point to net direction. Dash-dotted arrows: one-way fluxes across the
tropopause into the stratosphere. Boxes: burdens of gases and H2SO4 aerosols
in Gg S. Red numbers: SOCOL-AER results. Black numbers: AER 2-D results,
sensitivity studies (in parentheses) and measured data (in brackets), all from
SPARC [2006]. Green numbers: tropospheric GOCART model results Chin
et al. [2000]. Orange numbers: Chin and Davis [1995]. Blue number: SAGE-II-
derived aerosol mass using the SAGE-4λ method [Arfeuille et al., 2013].

AER in SPARC [2006], indicating differences in transport and mixing ratios at the
tropopause. In addition, large amounts of OCS and aerosols enter the stratosphere
(dash-dotted arrows in Figure 3), but leave it again in the same form, i.e. do not
contribute to the net sulfur flux.

In the stratosphere, the calculated oxidation of SO2 to H2SO4 is nearly 70% higher
than calculated by the 2-D AER in SPARC [2006], revealing a stronger gaseous
source through the tropopause in SOCOL-AER. Over 85% of gaseous H2SO4 trans-
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form to aerosols through condensation. The calculated nucleation rate is roughly
two orders of magnitude larger than in 2-D AER, even though the same nucleation
parameterization [Vehkamäki et al., 2002] is applied in both models. This difference
is to be expected, as the longitudinal temperature inhomogeneity in the 3-D model
triggers more effective nucleation in comparison to the zonally averaged tempera-
ture in the 2-D model. These differences in nucleation rates are partly compensated
by coagulation processes, which readily reduce particle number densities after nu-
cleation bursts. In the upper stratosphere, aerosols evaporate and release gaseous
H2SO4 which then photolyzes back to SO2. The higher conversion rate here is due
to the enhanced photolysis rate [Vaida et al., 2003; Miller et al., 2007]. The source
strength for stratospheric aerosols is 186.5 Gg S/yr (108.6 Gg S/yr in form of gas
and 77.9 Gg S/yr in form of aerosols) in SOCOL-AER. The resulting stratospheric
aerosol burden in SOCOL-AER is 109.0 Gg S, which is 40% less than 187.2 Gg
S simulated by 2-D AER (which has a total source strength 134 Gg S/yr includ-
ing 68.5 Gg S/yr in form of gas and an upward flux 65.5 from prescribed primary
aerosols). This noticeable difference between the two models is likely due to the
rate of exchange of air between the troposphere and stratosphere (as an important
aerosol removal process), which is generally not well represented by two-dimensional
models [Weisenstein et al., 1997], and remains a major uncertainty in the 2-D AER
results. These fluxes in Figure 2.3 are hard to validate with measurements [e.g.,
SPARC , 2006], whereas the stratospheric aerosol burden can be verified through
satellite and in situ measurements. Detailed model-observation comparisons of this
sort are presented in the next subsection.

2.4.3 Comparisons to stratospheric aerosol measurements

In this subsection, the SOCOL-AER-based calculations of aerosol extinctions from
visible to IR wavelengths are examined against SAGE II and HALOE. Specifically,
the stratospheric aerosol burden is compared with SAGE-4λ data described by Ar-
feuille et al. [2013]. Particle size distributions and volume densities are compared
to in situ measurements above Laramie, Wyoming [Deshler et al., 2003; Deshler ,
2008].

Comparisons with SAGE extinctions. The Stratospheric Aerosol and Gas Ex-
periments (SAGE) provides the best space-time coverage of aerosol extinctions in
the stratosphere [Thomason et al., 1997, 2008]. Here we use the two most reliable
wavelengths 525 and 1020 nm from SAGE II version 7.0, which is an update of
SPARC [2006] (version 6.2). Figure 2.4 compares SOCOL-AER’s extinctions with
2-D AER in SPARC [2006] and with SAGE II v7.0 at the equator for different
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Figure 2.4 – Comparison of SAGE II version 7.0 and SOCOL-AER-calculated
zonal mean extinctions at 525 and 1020 nm at the equator. SAGE II data:
averaged over five years (2000 to 2004). Horizontal bars: observed natural
variability.

seasons. The observations are averaged for five years (2000 to 2004). Model extinc-
tions are calculated according to Mie theory using refractive indices provided by Yue
et al. [1994]. In the tropical UTLS region and mid-stratosphere, the SOCOL-AER
results generally lie in the range of the measurements; horizontal bars in Figure
2.4 indicate measured variability. In addition there is an uncertainty in extinction
precision of up to 40%, see Fig. 4.1 in SPARC [2006], which is not shown here.
Overall this provides an excellent match with the observed extinctions. It success-
fully reproduces the observed vertical gradients in the extinctions during summer
and fall, but somewhat less satisfactorily during spring and winter. At low altitudes
deviations are unlikely to be caused by clouds, which are already filtered in SAGE
II [SPARC , 2006], and more likely caused by the seasonal variabilities in the tro-
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pospheric sources and transport. The AER 2-D model fails to capture the seasonal
gradients, and largely over-/underestimates the observed extinctions above/below
the tropopause due to the inadequacy of the tropical convection and the imposed
primary aerosol distribution. Above 35 km, neither of the two models are able to re-
produce the observations, possibly because of the absence of meteoritic dust, which
is a dominant source of aerosol extinctions in the upper stratosphere [Neely et al.,
2011]. The comparison of aerosol extinctions at mid-latitudes (40–45◦N) is shown
in Figure 2.5. In the lower and middle stratosphere, SOCOL-AER successfully re-
produces the observed extinctions in all seasons. However, the modeled extinctions
decline rapidly above 30 km, which is likely an indication for the lack of meteoritic
dust in the model.
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Figure 2.5 – Comparison of SAGE II version 7.0 and SOCOL-AER-calculated
zonal mean extinctions for 525 and 1020 nm at 45◦N. SAGE II data: averaged
over five years (2000 to 2004). Horizontal bars: observed natural variability.

Comparisons with HALOE extinctions. The Halogen Occultation Experiment
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(HALOE) provides aerosol extinction coefficients at IR wavelengths (3.46 and 5.26
µm). In contrast to the SAGE wavelengths, for which extinctions are dominated by
scattering and roughly proportional to particle surface area density, aerosol extinc-
tions at the HALOE wavelengths are mostly caused by absorption and therefore are
representative of the particle volume density. Figure 2.6 shows comparisons of mod-
eled and HALOE extinctions at 3.46 and 5.26 µm (the latter averaged over the period
2000-2004 at the equator). Model extinctions are calculated from Mie theory using
refractive indices based on Tisdale et al. [1998]. Between 17 and 35 km, SOCOL-
AER calculated extinctions at 3.46 µm are in excellent agreement with HALOE,
and much improved in comparison with 2-D AER results. However, SOCOL-AER
has difficulties representing very large particle sizes as can be judged from the long
wavelength measurements: for 5.26 µm, the calculations underestimate observations
by a factor 1.5-3 in the stratosphere possibly due to a coarse resolution at the largest
size bins. The 2-D AER overestimates the observed extinctions in the UTLS region
and decays too fast with altitudes.

Comparisons with SAGE aerosol burden. The aerosol burden can be derived
by fitting the SAGE II extinctions to retrieve the particle size distribution and
surface area density (SAD). To this end we employ the SAGE-4λ method, which
retrieves the aerosol size properties based on the extinctions at all SAGE II wave-
lengths. The extinctions at 3.46 µm from the particle size distribution fitted by
SAGE-4λ [Arfeuille et al., 2013] is within 25% of extinctions observed by HALOE
right after the Pinatubo eruption and differ marginally under the non-volcanic con-
ditions. Table 2.3 summarizes the stratospheric aerosol optical depth (AOD) and
burden from the model results, SAGE II observations and SAGE-4λ data. The 525
and 1020 nm AOD calculated by SOCOL-AER differ by less than 3% from SAGE
II, while the 2-D AER overestimates SAGE II AOD by more than 20% for 525 nm
and 10% for 1020 nm. The SAGE-4λ aerosol burden is 112.5 Gg S. Therefore, 109.0
Gg S simulated by SOCOL-AER can be qualified as an excellent representation of
the observational data, while 187.2 Gg S provided by the 2-D AER overestimates
the observations by over 60%.

Table 2.3 – Comparison of Stratospheric Aerosol Optical Depth (AOD) and
Burden.

AOD AOD Burden
525 nm 1020 nm (Gg S)

SAGE II (2000-2004) 3.97× 10−3 9.99× 10−4 112.5 a

SOCOL-AER 3.82× 10−3 9.92× 10−4 109.0
2-D AER (SPARC) 4.76× 10−3 1.12× 10−3 187.2

a Derived by the algorithm SAGE-4λ [Arfeuille et al., 2013]
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Figure 2.6 – Comparison of HALOE and model-calculated extinctions at 3.46
and 5.26 µm at the equator for April and October. HALOE observations: aver-
aged over five years (2000 to 2004). Horizontal bars: observed natural variability.

Comparisons with OPC size channels. The optical particle counter (OPC)
operated at Laramie, Wyoming [Deshler et al., 2003; Deshler , 2008], provides a
long-term in situ stratospheric aerosol record that started regular (∼monthly) mea-
surements in 1971. Here we use the volcanically quiescent part of the record from
2000 to 2010 to compare with our model results.

Figure 2.7 shows simulated and observed vertical profiles of cumulative particle num-
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ber densities for different size channels (particles larger than specified radius). The
distribution reflects the observed natural variability and is depicted by standard
boxplots (providing minimum outlier, minimum excluding outliers, 25th percentile,
median value, 75th percentile, maximum excluding outliers, maximum outlier). Be-
low 25 km, the calculated annual mean values are generally within the range of the
measurements (i.e., within the boxes). Above 25 km, the modeled number densities
start to deviate from the measurements with concentrations generally too high for
particles larger than 0.15 µm and lower for condensation nuclei (particle size 10
nm). The overestimation might be partially due to the numerical diffusion of the
applied sedimentation scheme in the model [Benduhn and Lawrence, 2013] since our
previous simulations using a simple upwind method for sedimentation gave even
higher number densities above 20 km. Too fast meridional transport from the trop-
ics to higher latitudes might be another reason for the enhanced number densities
in the larger radius channels, which would not provide the aerosol particles enough
time to leave the stratosphere via gravitational settling. An underestimation of
the stratospheric age-of-air is a common artifact of many CCMs, in particular also
the ECHAM-based SOCOL family [Stenke et al., 2013]. The observed increase in
number densities of the observed condensation nuclei ( r > 10 nm) above 25 km
could be the result of freshly nucleated particles imported from Arctic regions in
air that descended into the Arctic vortex region during winter and spring, termed
the “stratospheric condensation nucleus layer” [Campbell and Deshler , 2014]. The
modeled CN at wintertime (dashed black curve in Figure 2.7) gives some indication
of this process, but underestimates its strength.

Comparisons with OPC volume density. A model-observation comparison
of particle volume density is shown in Figure 2.8. The simulated volume density
is in excellent agreement with the OPC measurements below 25 km, and declines
faster above, which could be due to the underestimation of condensation nuclei
concentration (black curve in Figure 2.7) or due to the lack of meteoritic material
in the model.

Stratospheric aerosol burden. Based on the aerosol extinctions comparisons
with SAGE II and HALOE, the 2-D AER model produces too high aerosol extinc-
tions at visible to IR wavelengths compared to SAGE II and HALOE in the UTLS
region, and thus higher aerosol optical depths, because aerosols in the lower strato-
sphere contribute most to volume densities. This overestimation is possibly due to
the imposed boundary conditions at the tropopause or the deficit of isentropic mass
exchange in the 2-D model. This implies that 187.2 Gg S modeled by the 2-D AER
model [SPARC , 2006] is very likely an overestimation for the stratospheric aerosol
burden (see Figure 2.3). In contrast, SOCOL-AER agrees closely with the SAGE
II measurements, properly simulates the extinction profiles in the tropical UTLS
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Figure 2.7 – Cumulative number densities (for radii larger than stated radius in
µm) calculated by SOCOL-AER (solid lines) compared to in situ stratospheric
aerosol measurements over the period 2000-2010 at Laramie, Wyoming [Deshler
et al., 2003; Deshler , 2008]. Measurements: represented as standard boxplots.
Colors: different wet particle radii (H2SO4/H2O, in µm). Solid curves: model
results, zonal mean annual average at 42◦N. Dashed curve: model results, zonal
mean wintertime at 42◦N.

region and reasonably reproduces the tropospheric sources and dynamics. The re-
sulting stratospheric background aerosol burden is 109.0 Gg S, which differs by ∼3%
from 112.5 Gg S derived from the SAGE II using the SAGE-4λ method. Further
comparisons with in situ stratospheric aerosol measurements support our confidence
in the simulated particle size distribution and volume density.
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Figure 2.8 – Particle volume density calculated by SOCOL-AER (solid red
line) compared to in situ stratospheric aerosol measurements averaged over the
period 2000-2010 at Laramie, Wyoming [Deshler et al., 2003; Deshler, 2008].
Horizontal bars: natural variability captured by the measurements. Red curve:
zonal mean annual average at 42◦N.

2.4.4 Sensitivity of sulfur emissions

Relative contributions of OCS versus shorter-lived gases. The impact of
various emissions scenarios on the stratospheric aerosol burden is summarized in
Table 2.4. The scenario without SO2 transport across the tropopause (noSO2/TP)
predicts 74% of the stratospheric background aerosol burden, while the scenario with
no OCS across the tropopause (noOCS/TP) predicts only 47%, even though its net
tropopause-crossing gaseous sulfur flux is stronger by 20% than that in noSO2/TP.
This may be explained by the fact that OCS is degrading, converting sulfur to SO2

and later aerosol, mainly above 22 km, see fluxes above 22 km specified at upper
margin of Figure 2.3. There the mean age-of-air and the residence time of sediment-
ing aerosol are greater than in the lower stratosphere. Conversely, the transport of
SO2 and aerosols across the tropopause remains relatively shallow due to the short
chemical lifetime of SO2 and impact of sedimentation. Sedimentation redistributes
sulfur mass from the middle stratosphere to the lower stratosphere, where subse-
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Table 2.4 – Impact of various emission scenarios (columns 1) on total net
tropopause-crossing gaseous sulfur fluxes into the global stratosphere (column
3), stratospheric aerosol burden (sulfur burden above tropopause, column 4),
and percentage change in burden (relative to REF, column 5).Values in volcanic
simulations (VolT and VolS) are averaged over the first 6 months after the
eruption.

Scenario Characteristic Flux Burden Fraction
Gg S/yr Gg S %

REF Reference (standard model setup) 103 109 100
noSED No gravitational sedimentation 103 210 193
noSO2/TP No SO2 across tropopause 52 81 74
noOCS/TP No OCS across tropopause 62 51 47
noShLived/TP No DMS, H2S and C2S across tropopause 92 106 97
noSO2 DMS H2S No SO2, DMS and H2S emissions 42 61 56
noASO2 No anthropogenic SO2 emissions 77 91 84
noDMS H2S No DMS and H2S emissions 79 95 87
noVolc No volcanic SO2 degassing 87 99 91
2Volc Double volcanic SO2 degassing 117 120 110
CH/IN Double anthropogenic SO2 emissions 112 118 109

in China and India (+13.4 Tg S/yr)
US/EU USA and Europe + 13.4 Tg S/yr 106 112 103
VolT REF + 0.7 Tg S, single pulse at 9-14 km 113 116 106
VolS REF + 0.7 Tg S, single pulse at 16-19 km 335 225 206

quent transport of aerosols into the troposphere leads to removal [SPARC , 2006].
Figure 6.5 of SPARC [2006] shows a reduction of roughly 12% in the stratospheric
aerosol burden in the equatorial region due to sedimentation. In extra-tropical
regions an even stronger reduction may be expected. Indeed, the calculated strato-
spheric aerosol burden without sedimentation (noSED) is about 210 Gg S, which is
93% higher than the 109 Gg S calculated for the reference run.

The scenario noShLived/TP predicts 97% of the stratospheric background aerosol
burden, revealing that the transport of short lived species DMS, H2S and CS2

across the tropopause are relatively insignificant in the stratosphere. The scenario
noSO2 DMS H2S, which has no SO2, DMS and H2S emissions, implies virtually no
SO2 and aerosol particles entering the stratosphere through the tropical tropopause
(except a very small amount through CS2) , thus reflecting only the OCS contri-
bution, which accounts for 56% of the stratospheric background aerosol burden.
Interestingly, this result is consistent with the EMAC-modeled non-organic results
of Brühl et al. [2012] as shown in Figure 2.9. However, Brühl et al. [2012] sug-

29



gested that OCS contributes over 70% of the stratospheric sulfate aerosol burden
under non-volcanic conditions when organic aerosols in the EMAC model are taken
into account. Uncertainties of the organic contribution to the stratospheric aerosols
remain high and further measurements may be required to confirm the validity of
organic contributions in lower stratospheric aerosols. However, existing single par-
ticle measurements show that the fraction of organic aerosols decreases from more
than 50% in the upper tropical troposphere to 10-20% just 1-2 km above the tropical
tropopause [Murphy et al., 1998]. Also our results do not support the 70% burden
due to OCS as suggested by Brühl et al. [2012], but rather only 56% and the rest
due to short-lived sulfur-containing species.
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Figure 2.9 – Stratospheric aerosol burdens integrated between 60◦S and 60◦N,
and in 20-30 km (upper panel) and 16-30 km (lower panel). Black: SAGE-II-
derived burden using SAGE-4λ method [Arfeuille et al., 2013]. Blue: SOCOL-
AER model results from REF. Red: SOCOL-AER model results from the sce-
nario noSO2 DMS H2S. Green: EMAC model results without organic aerosols
taken from the supplement of Brühl et al. [2012].

The scenario without anthropogenic SO2 emissions produces 84% of the strato-
spheric background burden, which is similar to the scenario without DMS and H2S
emissions (noDMS H2S). This is not surprising because these short lived species
contribute roughly one third of the tropospheric SO2 total source strength (see the
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budget analysis in Figure 2.3) and they are transported by convection into the trop-
ical middle and upper troposphere [Chatfield and Crutzen, 1984], serving as more
efficient source gases for SO2 compared to anthropogenic emissions at the surface
(which accounts for more than half of the tropospheric SO2 total source strength).
Sensitivity studies related to volcanic degassing (noVolc and 2Volc) show roughly
10% of the stratospheric aerosol burden from volcanic degassing, which is compara-
ble to the impact of anthropogenic emissions, albeit their relatively small emission
fluxes. This is mainly due to the geographical distribution and height of volcanic
degassing sources [Graf et al., 1998].
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Figure 2.10 – Comparison of seasonal zonal mean 1020 nm extinctions for
sensitivity experiments of anthropogenic SO2 emissions at the equator. Black
symbols: SAGE II data averaged over five years (2000-2004). Colored lines:
SOCOL-AER results.

Geographical dependence of anthropogenic SO2 emissions. Doubling the
emission in China and India (CH/IN), i.e. +13.4 Tg S/yr, leads to roughly 9%
more stratospheric aerosol burden compared to the reference simulation (see Table
2.4). When the same additional flux of SO2 (+13.4 Tg S/yr) is superimposed on
the emissions of the USA and Europe (scenario US/EU), this leads to an increase of
the stratospheric aerosol burden of only 3% (see Table 2.4). This weaker response
is due to deep convection in the Western Pacific region amplifying the impact of
sulfur emissions there, particularly during the summertime, and transporting SO2

into the middle and upper troposphere, from where it is more readily available for
transport into the stratosphere [Thornton et al., 1997; Notholt et al., 2005]. Figure
2.10 compares the aerosol extinction at 1020 nm wavelength for the CH/IN and
US/EU scenarios. The aerosol extinction for CH/IN scenario is about 10-20% higher
between 17 and 20 km during the summertime and much less pronounced during
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other seasons, which are less convective over India or China. Conversely, the US/EU
scenario almost overlaps with the reference simulation.
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Figure 2.11 – Comparison of 525 nm extinctions for sensitivity experiments of
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Colored lines: SOCOL-AER results for different scenarios. Black dashed line:
CALIOP data, mean of July 2011, the month after the Nabro eruption.

Altitude dependence of volcanic SO2. Two simulations (VolT and VolS) of a
Nabro-like eruption have been conducted, where VolT injects sulfur into the free tro-
posphere (9-14 km), and VolS into the stratosphere (16-19 km). As shown in Table
2.4, VolS doubles the background stratospheric background aerosol burden during
the first 6 months after eruption, while VolT contributes only about 6%, similar to
the anthropogenic scenario CH/IN. Figure 2.11 shows profiles of aerosol extinctions
at 10-15◦N in July 2011, one month after the eruption. VolT basically remains at
background levels and is close to the results of CH/IN, while VolS results in a massive
increase of extinction in the lower stratosphere. VolS reaches maximum extinction
of about 2 × 10−3 km−1 at 18 km, which is comparable to the Cloud-Aerosol Li-
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dar with Orthogonal Polarization (CALIOP) onboard the CALIPSO satellite. The
calculated aerosol extinctions are elevated across a larger altitude range than ob-
served by CALIOP. This might be caused by the insufficient vertical resolution of
the model or by an imperfect initial SO2 distribution in the volcanic injection plume.
Our model results show that the simulation VolT fails to affect stratospheric aerosols.
In contrast, Bourassa et al. [2012] indicated, based on the Optical Spectrograph and
IR Imaging System (OSIRIS) observations, that Nabro injected SO2 into 9 to 14
km and suggested a significant increase in the stratospheric AOD because of deep
convection associated with the Asian summer monsoon. This discrepancy might
be due to the resolution of convection in SOCOL-AER. However, a recent analy-
sis of the CALIPSO lidar data by Vernier et al. [2013] has suggested that Nabro
volcanic plume was injected directly into the lower stratosphere, which agrees with
our model results. The calculated stratospheric AOD is compared with CALIOP
observations as shown in Figure 2.12. SOCOL-AER simulates the evolution of the
observed aerosol optical depth reasonably well, and peaks at 0.01, which is roughly
4 times the background conditions.
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2.5 Summary and Conclusions

We have developed the aerosol-chemistry-climate model SOCOL-AER which in-
cludes prognostic transport, chemistry, particle-size resolving aerosol microphysics,
sedimentation and interactive aerosol radiative feedbacks. SOCOL-AER accurately
reproduces the characteristic features of stratospheric aerosols under non-volcanic
conditions. It is also doing a fine job under conditions with strong volcanic pertur-
bations, as will be shown elsewhere (Sheng et al., in prep. for Journal of Geophysical
Research).

Modeled OCS mixing ratios are mostly within the range of ATMOS and MkIV mea-
surements. Modeled SO2 mixing ratios are consistent with the ATMOS and MIPAS
measurements throughout the atmosphere. At altitudes above 30 km, agreement
can only be achieved by including an enhanced photolytic conversion of gaseous
H2SO4 into SO2 [Vaida et al., 2003]. The model sulfur budget indicates that a net
sulfur flux of approximately 103 Gg S/yr through the tropopause enters the strato-
sphere, in which 40% are in the form of OCS, 50% in the form of SO2, and 10%
in the form of CS2, DMS and H2S. In addition, large amounts of OCS and aerosols
enter the stratosphere, but leave it again in the same form, i.e. do not contribute
to the net sulfur flux. The modeled stratospheric aerosol burden is 109 Gg S, pro-
viding excellent agreement with the burden (102.5 Gg S) derived from SAGE II (by
means of the retrieval algorithm SAGE-4λ). This corrects the modeled 187.2 Gg S
stratospheric aerosol burden in the previous study [SPARC , 2006]. SOCOL-AER
successfully reproduces aerosol extinctions from visible to IR wavelengths ( within
±30%, and mostly better than ±10%) compared to SAGE II and HALOE observa-
tions in the lower and middle stratosphere (with the exception of the extinction at
5.6 µm, which is underestimated by 30-60% for unknown reasons). Above ∼35 km,
close to the upper edge of the Junge layer, SOCOL-AER is not able to match ob-
servations due to the lack of meteoritic dust in the model. Model comparisons with
in situ measurements by optical particle counters above Wyoming [Deshler et al.,
2003] verify that the model successfully represents the particle size distribution and
particle volume density in the lower and middle stratosphere. Measurements in the
UTLS region are necessary for model validation, i.e. to validate our knowledge of
sulfur fluxes into the stratosphere in the form of SO2 and aerosols under volcanically
quiescent conditions.

Sensitivity studies indicate that OCS contributes about 56% of the background
stratospheric aerosol burden, whereas the transport of SO2 across the tropopause
contributes about 26%. The model results also suggest that anthropogenic SO2 emis-
sions in East Asia and India contribute generally more to the lower stratospheric
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aerosols than emissions in Europe and USA, in particular during the summertime.
This may be explained by the importance of deep convection and the proximity
of the Western Pacific region. The model results further suggest that emissions
of DMS, H2S and volcanic degassing contribute comparably to the stratospheric
aerosol burden as do anthropogenic SO2 emissions, and must be taken into account
in modeling studies. However, even more important in terms of sulfur input into the
stratosphere are small and medium-size volcanic eruptions. Simulations of Nabro-
like eruptions demonstrate that even a modest volcanic eruption can dramatically
perturb the stratospheric aerosol layer and dominate anthropogenic SO2 emissions
over months-long timescales, but only if the volcanic plume reaches the lower strato-
sphere.
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Abstract

We have performed more than 300 atmospheric simulations of the Pinatubo eruption
using the AER 2-D sulfate aerosol model to optimize the initial sulfur mass injection
as function of altitude, which in previous modeling studies has often been chosen
in an ad hoc manner (e.g., by applying a rectangular-shaped emission profile). Our
simulations are generated by variations of a 4-parameter vertical mass distribution,
determined by a total injection mass and a skew-normal distribution function. Our
results suggest that (a) the initial mass loading is ∼14 Mt of SO2; (b) the injection
vertical distribution extends from the tropical tropopause to 30 km; (c) has a strong
skewness toward the lower stratosphere, leading to a peak mass injection at ∼20 km.
The optimized distribution largely corrects the previously found overestimation in
modeled extinctions (light scattering and absorption) when comparing to SAGE II
solar occultation measurements.

3.1 Introduction

The eruption of Mt Pinatubo on 15 June 1991 injected large amounts of sulfur diox-
ide into the stratosphere. It perturbed the radiative, dynamical and chemical pro-
cesses in the Earth atmosphere [McCormick et al., 1995] and caused a global surface
cooling of approximately 0.5 K [Dutton and Christy , 1992]. The Pinatubo eruption
has also served as an important analogue for suggested geoengineering measures
by injection of sulfur containing gases into the stratosphere [Crutzen, 2006; Robock
et al., 2013]. Modeling studies of volcanic eruptions can advance our knowledge of
their impact on weather and climate.

However, the uncertainties in determining the initial total mass and altitude distri-
bution of SO2 released by Pinatubo remain high. Stowe et al. [1992] deduced a mass
of 13.6 megatons of SO2 based on the aerosol optical thickness observed by AVHRR.
By analysis of SO2 absorption measurements using the Total Ozone Mapping Spec-
trometer (TOMS) satellite instrument, Bluth et al. [1992] estimated an initial mass
loading of approximately 20 Mt of SO2. This study was later reevaluated by Krueger
et al. [1995], pointing to the large retrieval uncertainties and specifying a range of
14-28 Mt emitted by Pinatubo. Later, Guo et al. [2004] constrained this to 14-22
Mt of SO2. Besides the total emitted mass also the altitude distribution of the SO2

emission is not well constrained. The only available measurements with vertical res-
olution of SO2 in the stratosphere during the Pinatubo period have been made by
the Microwave Limb Sounder (MLS) in September 1991 [Read et al., 1993], which
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started its mission unfortunately only three months after the eruption. Owing to
these circumstances, modeling studies of Pinatubo [e.g., Timmreck et al., 1999b;
Heckendorn et al., 2009; Niemeier et al., 2009; Aquila et al., 2012; English et al.,
2013] have employed very different mass loadings, emission altitudes and vertical
mass distributions, which leads to biases in the local heating and consequently in
the dynamical responses and time evolution of the stratospheric aerosol burden.
These uncertainties result in difficulties to accurately simulate the Pinatubo erup-
tion in addition to model-specific artifacts.

In this study, we use a 2-D size-bin resolving (also called sectional or spectral) sul-
fate aerosol model. This model has been among the stratospheric aerosol models
with best performance in a recent international aerosol assessment [SPARC , 2006].
The present study conducts more than 300 atmospheric simulations of the Pinatubo
eruption based on different combinations of four emission parameters, namely the
total SO2 mass and a 3-parameter skew-normal distribution of SO2 as function of
altitude. We calculate aerosol extinctions from all these simulations and compare
with SAGE II (Stratospheric Aerosol and Gas Experiment II) measurements. Such
a head-on approach is generally impossible for global 3-D models due to computa-
tional expenses. The purpose of this work is to provide a universal emission scenario
for global 3-D simulations. To this end we optimize the emission parameters such
that the resulting SO2 plume, aerosol burdens and extinctions match satellite and
lidar measurements (including the most heavily perturbed regions in which occulta-
tion measurements are unavailable due to instrument saturation). In Section 2 we
describe the 2-D model and the experimental design of our Pinatubo simulations.
Section 3 shows comparisons of the Pinatubo simulations to satellite observations,
and conclusions are provided in Section 4.

3.2 Method

3.2.1 AER 2-D sulfate aerosol model

The AER 2-D sulfate aerosol model was one of the stratospheric aerosol models
participating in a recent international aerosol assessment [SPARC , 2006]. There the
model has been compared with satellite, ground lidar and balloon measurements,
as well as with other 2-D and 3-D aerosol models, qualifying the AER model to
be one of the best existing stratospheric aerosol models. The model represents
sulfuric acid aerosols (H2SO4/H2O) on the global domain from the surface to about
60 km with approximately 9.5◦ horizontal and 1.2 km vertical resolution. Model
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dynamics (wind fields and temperature) are prescribed as a record and allowed
to vary year by year, and are based on observed ozone, water vapor, zonal wind,
temperature, planetary waves and QBO [Fleming et al., 1999]. The model transport
was found to be in good agreement with observations. The model is optimally suited
to simulate stratospheric and upper tropospheric processes. It is not designed to
capture tropospheric dynamics although it utilizes a parameterization of convection
[Dvortsov et al., 1998] in the troposphere. The model chemistry includes the sulfate
precursor gases carbonyl sulfide (OCS), sulfur dioxide (SO2), sulfur trioxide (SO3),
sulfuric acid (H2SO4), dimethyl sulfide (DMS), carbon disulfide (CS2), hydrogen
sulfide (H2S) and methyl sulfonic acid (MSA). The model uses pre-calculated values
of OH and other oxidants from [Weisenstein et al., 1996]. The photodissociation and
chemical reactions are listed in Weisenstein et al. [1997] and their rates are updated
to Sander et al. [2011]. The particle size is resolved by 40 size bins spanning from
0.39 nm to 3.2 µm with volume doubling. Such a sectional approach was proven to
be more accurate in representing aerosol size distribution compared to prescribed
unimodal or multimodal lognormal distributions [Weisenstein et al., 2007]. The
sulfuric acid aerosols are treated as liquid binary solution droplets. Their exact
composition is directly derived from the surrounding temperature and humidity
according to Tabazadeh et al. [1997]. Microphysical processes in the model include
homogeneous nucleation, condensation/evaporation, coagulation, sedimentation, as
well as tropospheric rainout/washout. These processes determine the evolution of
the aerosol concentration in each size bin, thus the entire particle size distribution.
Operator splitting methods are used in the model with a time step of one hour for
transport, chemistry, and microphysics, and 3-minute substeps for the microphysical
processes that exchange gas-phase H2SO4 with condensed phase, and 15-minute
substeps for the coagulation process. For more detailed descriptions of chemistry
and microphysics in the model we refer to Weisenstein et al. [1997, 2007].

3.2.2 Experiments

We have simulated the Pinatubo eruption by injecting SO2 directly into the strato-
sphere. The emission takes place into the latitude band 5◦S–14◦N. In the 2-D model
the injection is immediately mixed zonally, which is an approximation to the ob-
served rapid zonal transport of the SO2 cloud derived from satellite measurements
[Bluth et al., 1992; Guo et al., 2004]. The lack of zonal resolution is clearly a de-
ficiency of our approach, but since SO2 removal/conversion rate (e-folding time) is
sufficiently slow (τ ∼ 25 days) and the zonal transport around the globe sufficiently
fast (τ ∼ 20 days) [Guo et al., 2004], a zonal mean description is a reasonable
approximation. Also, the spaceborne aerosol data are typically provided as zonal

39



0 0.1 0.2 0.3 0.4
15

20

25

30

35

F(z) [km
−1

]

A
lt

it
u

d
e

 [
k

m
]

 

 
SPARC

Box

µ=22.6 σ=4 α=−2 (R001, R030)

µ=19.1 σ=4 α= 0 (R007)

µ=23.8 σ=4 α=−2

µ=26.1 σ=3 α=−1 (R139)

Figure 3.1 – Vertical distribution function F (z). Black line: used in SPARC
[2006] Blue line: uniform (box) profile that distributes SO2 homogeneously with
altitudes. Each of these curves encloses a unit area.

averages. We examined three cases of total mass, namely 14, 17 and 20 Mt of
SO2. The injection height extends from near the tropical tropopause (17 km) to 30
km. The vertical mass distribution is then represented by MtotF (z) where Mtot is the

SO2 mass magnitude in unit of megaton (Mt) and F (z) = f(z)/
∫ zmax=30

zmin=17
f(x) dx (in

km−1) is a function of altitude z ∈ [17 km, 30 km] with a skew-normal distribution
f(z) given by [Azzalini , 2005]

f(z) =
2√
2πσ

e−
(z−µ)2

2σ2

∫ α z−µ
σ

−∞

1√
2π
e−

x2

2 dx

Figure 3.1 shows a few examples of F (z). The location parameter µ depends on
available model levels and determines the altitude near which the maximum of the
emitted SO2 cloud is located. The scale parameter σ indicates how much dispersion
takes place near the maximum, , i.e. it determines the width or standard deviation
of the asymmetric bell-shaped curve. The skewness or asymmetry of the curve
increases when |α| increases and vanishes when α = 0 (normal distribution). A
negative α drives the location of the maximum SO2 emission to lower altitudes,
while a positive α to higher altitudes.
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The four parameters Mtot, µ, σ and α allow to represent a substantial space of SO2

distributions, whose evolution is computed forward in time including the transport
and comprehensive chemical and microphysical processes, in order to compare with
the satellite extinction data. In detail, we simulate the following cases:

Mtot ∈ {14 Mt, 17 Mt, 20 Mt},

µ ∈ {16.79 km + n× 1.16 km, n = 0 . . . 11},

σ ∈ {2 km, 3 km, 4 km}

α ∈ {−2,−1, 0}

which results in 324 different scenarios. The choice of the boundaries of this set
of scenarios is itself already based on exploratory simulations. For example, based
on the results of our 2-D model, it does not make sense to consider total masses
Mtot > 20 Mt, since no choice of the other three parameters would allow to reconcile
the model results with the observations. Similarly, skewness α > 0 cannot lead
to agreement, because the skew towards higher altitudes cannot be compensated
by lower Mtot. In addition to the above 324 simulations, we consider another two
scenarios, which are often adopted in modeling studies of Pinatubo: (1) Box14Mt
has a uniform (‘Box’) profile (shown in Figure 3.1) and distributes the SO2 mass
homogeneously along altitudes; (2) SPARC20Mt is the reproduction of the Pinatubo
simulation conducted in SPARC [2006], which injects 20 Mt of SO2 and has a vertical
profile ‘SPARC’ shown in Figure 3.1.

3.3 Results and Discussions

We compare our results with SO2 vertical profiles measured by the Microwave Limb
Sounder (MLS) onboard the Upper Atmosphere Research Satellite (UARS) between
10◦S-0◦ in September 1991 [Read et al., 1993], the global aerosol burden derived from
the High-resolution Infrared Radiation Sounder [Baran and Foot , 1994] and from
Stratospheric Aerosol and Gas Experiment II (SAGE II) [Arfeuille et al., 2013], as
well as aerosol extinctions measured by SAGE II [Thomason et al., 2008].

To determine an optimal set of the emission parameters, we define three metrics
based on these three measurements, and all the simulations are ranked according to
a weighted score (ScoreWt) of the three metrics (see Table 3.1). This overall score
is weighted as follows: 20% of the SO2 score (ScoreSO2), 40% of the global burden
score (ScoreBurden), and 40% of the aerosol extinction score (ScoreExt). All scores
are calculated as relative 2-norm errors with respect to the measurements.
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MLS onboard of UARS detected residual SO2 in the stratosphere after about 100
days after the eruption. The uncertainty of ScoreSO2 is likely larger than ScoreBur-
den and ScoreExt due to short lifetime of SO2 and uncertain OH fields. Assuming
an uncertainty in OH fields of 10% [e.g., Prinn et al., 2005] translates into an un-
certainty of 30% in SO2 at ∼90 days after the eruption. In contrast, SAGE II, as
an occultation instrument, becomes very reliable when the stratosphere starts to
be sufficiently transparent. The measurement uncertainty is generally better than
∼20% for 525 nm wavelength and ∼10% for 1020 nm (see Fig. 4.1 in SPARC
[2006]). Therefore, ScoreExt is weighted as one third for 525 nm and two thirds for
1020 nm. Finally, ScoreBurden uses the HIRS-derived data up to month 18 and the
SAGE-derived data afterwards. During the first year after the Pinatubo eruption,
the SAGE II instrument was largely saturated in the tropical region [Russell et al.,
1996; Thomason et al., 1997; SPARC , 2006; Arfeuille et al., 2013], and therefore the
aerosol mass retrieved from SAGE II during this period very likely underestimates
the initial loading significantly. The SAGE-4λ data set corrects for this deficiency
by filling observational gaps by means of Lidar data. However, it probably remains
being a lower limit in the first year after the eruption. Conversely, HIRS mea-
surements are more reliable in this time period since it measures the entire aerosol
column including the troposphere. This explains the remarkable difference between
SAGE II and HIRS during the first year after Pinatubo (see Figure 3.3 below). After
this period, HIRS tends to be noisy due to its lack of sensitivity at high latitudes
where there is a contribution from errors in the background signal [Baran and Foot ,
1994]. By contrast, SAGE II, as an occultation instrument, becomes more reliable
when the stratosphere starts to be sufficiently transparent. Therefore, ScoreBurden
uses the HIRS-derived data up to month 18 and the SAGE-derived data afterwards,
with an overall uncertainty of 20%.

Table 3.1 shows the scores of selected scenarios, sorted according the weighted rank
(“RankWt” in the second but last column). The best scenarios (RankWt ≤15)
reveal that the total injection mass (Mtot) is 14 Mt of SO2, 70-80% of which is below
23 km, and its maximum is likely located near 19-21 km with 3-4 km width (scale
parameter σ). Location parameters µ larger than 21 km have generally a skewness
towards a lower altitude (negative α). This sort of vertical profiles (e.g. the scenarios
R001 and R007 marked in Table 3.1) are demonstrated in Figure 3.1. The worst
scenarios (RankWt ≥321) in Table 3.1 are those with 20 Mt SO2 injection mass
and highest location parameters (µ = 29.55 km). The scenarios such as Box14Mt
and R139 rank much worse than the optimal scenarios, though their injection mass
is the same, because their vertical profiles (shown in Figure 3.1) inject over 50%
mass above 23-24 km. The scenario R030 has the same vertical profile as R001,
but more emitted mass (17 Mt SO2), leading to worse ranks in the aerosol burden
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and extinctions. The scenario SPARC20Mt ranks at 211 in Table 3.1, although its
vertical profile is close the optimal profiles (about 10-20% more mass above 23 km).
This implies that emitting 17 or 20 Mt SO2 is very likely an overestimation.

We choose five scenarios (R001, R030, R139, Box14Mt and SPARC20Mt) to be
discussed in detail. R001 represents the optimal scenario. In comparison, R030,
R139 and Box14Mt are in the center span of the ranking field: R030 has the same
vertical profile as R001, but injects larger sulfur mass (17 Mt SO2); R139 and
Box14Mt (with Rank 79) inject the same sulfur mass as in R001, but use different
vertical profiles. SPARC20Mt (with Rank 211) turns out to be a bad presentation,
which reproduces the previous simulation conducted in SPARC [2006].

In addition to the AER 2-D sulfate aerosol model runs we also performed the sce-
nario R001 and R139 using the 3-D aerosol-chemistry-climate model SOCOL-AER
(Sheng et al., submitted to Journal of Geophysical Research) in order to verify the
consistency between 2-D and 3-D free-running models.

Figure 3.2 shows the comparison of modeled SO2 with MLS measurements three
months after the eruption. The scenario R001 captures the measured SO2 pro-
file, and only underestimates by about 20% the measured maximum SO2 mixing
ratio near 26 km. SO2 modeled by R030 show excellent agreement (within 7%)
with MLS measurement. Box14Mt and R139 fail to match the observed profile,
and SPARC20Mt shows better agreement with the observations under 28 km, but
nevertheless largely overestimates the observations above. The common feature of
R139, Box14Mt and SPARC20Mt is that their initial vertical distributions release
much more SO2 above 24 km compared to R001, which is skewed to lower altitudes
keeping over 90% of emitted SO2 below 24 km (Figure 3.1). SO2 simulated by the
two 3-D simulations (dashed curves in Figure 3.2) are similar to the correspond-
ing AER 2-D simulations, though SOCOL-AER predicts a lower maximum value
and distributes SO2 more widely, reflecting differences in OH and transport in the
models.

Figure 3.3 shows the evolution of simulated stratospheric aerosol burden (integrated
above tropopause) in units of teragram of H2SO4/H2O droplet total mass compared
to the aerosol mass derived from HIRS [Baran and Foot , 1994], and SAGE II using
the 4λ method [Arfeuille et al., 2013]. In Figure 3.3, R001 matches the HIRS-
derived maximum aerosol burden after the first few months of the eruption, and then
agree with SAGE-derived burden (mostly within 20%) after month 18. SPARC20Mt
reaches its maximum burden 32 Mt of H2SO4/H2O, and ∼50% more than 21 Mt
derived from HIRS. R030 emits 17 Mt of SO2 using the same vertical profile as R001,
and peaks at 25 Mt, about ∼30% more than HIRS, whereas the uncertainty of HIRS
is about 10% [Baran and Foot , 1994]. This means that the initial mass loading of
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Figure 3.2 – Vertical profiles of monthly zonal mean SO2 mixing ratio at 10◦S-
0◦N in September 1991. Simulations are represented in different colors. Observa-
tions (triangles) are taken from Microwave Limb Sounder (MLS) measurements
[Read et al., 1993].

17 or 20 Mt of SO2 into the stratosphere is apparently too high. Different vertical
profiles using 14 Mt of SO2 show a high sensitivity in the evolution of the aerosol
burden. R139 and Box14Mt inject about 60% and 40% of their sulfur mass above 24
km, respectively, and lead to a greater maximum aerosol burden than R001. R139
has even a slightly larger maximum aerosol burden than R030, though R030 has
larger initial SO2 mass loading. This is mainly due to the fact that above 24 km
the mean age-of-air and the residence time of sedimenting aerosol are greater than
in the lower stratosphere, where most sulfur mass of R001 and R030 is located. The
results of “R001 3-D” using the coupled aerosol-chemistry-climate model SOCOL-
AER is very consistent (mostly within 10%) with the 2-D AER simulation R001.
In contrast, the consistency for R139 and “R139 3-D” is less satisfactory. The
maximum aerosol burden simulated by “R139 3-D” is within 10% of R139, but the
e-folding time of the aerosol burden in the 3-D simulation (“R139 3-D”) is visibly
faster (about 2 months) than in the 2-D simulation (R139), indicating in addition to
the initial mass loading and microphysics, model dynamics also plays an important
role in the decay of the volcanic aerosols. This difference between R139 (AER) and
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“R139 3-D” (SOCOL-AER) is possibly due to not well-represented rate of exchange
of air between the troposphere and stratosphere in the 2-D AER [Weisenstein et al.,
1997] or a faster Brewer-Dobson circulation in the middle stratosphere using the
free-running 3-D SOCOL-AER.
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Figure 3.3 – Evolution of simulated global stratospheric aerosol burden (Mt
H2SO4/H2O) compared to the HIRS and SAGE II-derived data. HIRS-derived
data include both tropospheric and stratospheric aerosols [Baran and Foot ,
1994]. SAGE II aerosol data is derived from the retrieval algorithm SAGE
4λ by Arfeuille et al. [2013], and include only stratospheric aerosols.

We compare our modeled 1020 nm extinctions with the gap-filled SAGE II version
7.0 (Figure 3.4). SAGE II data points with horizontal bars are actual SAGE II
measurements and denote natural variabilities, while data points without bars are
gap-filled from lidar ground stations [SPARC , 2006]. The gap-filled points have
a higher uncertainty and likely represent lower limits of the actual optical depth.
Figure 3.4 shows comparisons in January (upper panel) and July (lower pannel)
1992 for five latitude bands from left to right: 50-40◦S, 30-20◦S, 5◦S-5◦N, 20-30◦N
and 40-50◦N.

In January 1992, all the simulations reproduce reasonably near 20 km (mostly within
50% of observed extinctions). The calculations with R001 agrees better with ob-
served aerosol extinctions compared to other 2-D simulations, particularly above 24
km. R030 is generally 10-20% larger than R001 due to its higher initial mass load-
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ing, although it has the same vertical profile as R001. SPARC20Mt has even larger
values than R030 due to a 20 Mt of SO2 mass loading. Box14Mt and R139 largely
overestimate the observed extinctions above 24 km. The 3-D simulation “R001 3-D”
is superior to all the 2-D simulations, while “R139 3-D” performs worse than the
2-D simulations R001 and R030. Likewise, in June 1992, R001 also does a better job
than other 2-D simulations. The two 3-D simulations “R001 3-D” and “R139 3-D”
are now both superior to all 2-D model results, although the differences between
them start to shrink as the their aerosol burdens are now within 10% difference.
Overall, the calculations of SPARC20Mt, Box14Mt, R030 and R139 display a com-
mon deficiency, as they tends to overestimate aerosol extinctions in high altitudes
above 24 km. Excessive initial mass loading (as in SPARC20Mt or R030) is one of
the reasons. However, the shape of the initial mass vertical profiles appears to be
at least as important as the initial mass loading. Box14Mt has 30% less total mass
loading than SPARC20Mt, but it shows even higher extinctions in high altitudes
because it has 40% of its mass injected above 24 km, while SPARC20Mt has only
about 20% there.

3.4 Conclusions

We have conducted over 300 Pinatubo-like simulations based on the combinations
of parameters of initial total SO2 mass and altitude distribution. These parameters
predominantly control the temporal and spacial evolution of stratospheric aerosols
in the first 18 months after the Pinatubo eruption. The magnitude of the initial
SO2 mass released into the stratosphere is approximately 14 Mt based on HIRS
and SAGE II observations. The altitude distribution of SO2 injection is represented
by a skew-normal distribution. Model results suggest that about 80% of emitted
sulfur mass is distributed below 24 km with the maximum located between 19-21
km. This corrects the previously found overestimation in SPARC [2006] in modeled
extinctions at high altitudes when comparing to SAGE II gap-filled measurement,
and realistically simulates aerosol extinctions in the lower stratosphere. This defines
an optimal set of the emission parameters such that the resulting SO2 plume, aerosol
burdens and extinctions match satellite and lidar measurements, and reduce the
uncertainties in modeling initial mass loading of Pinatubo.
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Figure 3.4 – Aerosol 1020 nm extinction comparisons of SAGE II (version
7.0) and model simulations at five latitude bands 50-40◦S, 30-20◦S, 5◦S-5◦N, 20-
30◦N and 40-50◦N for January 1991 (upper panel) and July 1992 (lower panel).
Solid curves: 2-D AER model results. Dashed curves: 3-D SOCOL-AER model
results.
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Abstract

We employ the coupled aerosol-chemistry-climate model SOCOL-AER to investi-
gate the impact of the aerosol radiative heating, sedimentation scheme, coagulation
efficiency, and quasi-biennial oscillation (QBO) on the stratospheric aerosol loading
after the eruption of Mt. Pinatubo. The aerosol module includes comprehensive
sulfur chemistry and microphysics, in which the particles are size-resolved by 40
size bins spanning radii from 0.39 nm to 3.2 µm. Radiative forcing is calculated
online from the aerosol module according to Mie theory. The simulation shows ex-
cellent agreement with the Stratospheric Aerosol and Gas Experiment II (SAGE II)
measurements, the High-Resolution Infrared Radiation Sounder (HIRS), and in situ
measurements by optical particle counters above Laramie, Wyoming. An accurate
sedimentation scheme is essential in order to prevent particles diffusing too rapidly
to high latitudes. The use of a sophisticated particle coagulation scheme plays a
lesser role. The aerosol radiative feedback and the QBO help to sustain the aerosol
in the tropical reservoir and affect the maximum of stratospheric aerosol burden,
improving the agreement with observed distributions, but do not per se influence
the decay rate of the aerosol burden. Overall, the results demonstrate the necessity
of the combination of detailed resolution of individual processes and comprehensive
coupling in order to achieve a proper prediction of atmospheric and climate effects
following large volcanic eruptions or sulfur injections related to geoengineering.

4.1 Introduction

The eruption of Mt. Pinatubo in June 1991 emitted 7-11 megatons (Mt) of sulfur
into the stratosphere and significantly affected the global climate. It disturbed the
Earth’s radiative balance, resulting in a top-of-the-atmosphere global mean radia-
tive forcing approximately -3 W m−2 [Minnis et al., 1993], a global surface cooling of
∼0.5 C◦ [Dutton and Christy , 1992] and a temperature increase of ∼3 K in the trop-
ical lower stratosphere [Labitzke and McCormick , 1992; Randel et al., 2009]. The
increasing equator-pole temperature gradient further altered the global atmospheric
circulation [e.g., Kodera, 1994; Graf et al., 2007]. Moreover, the enhanced strato-
spheric aerosol surface area density facilitated heterogeneous reactions, leading to
stratospheric ozone depletion [Solomon, 1999].

Modeling studies of Mt. Pinatubo eruption can synthesize our knowledge of its
impact on the climate system. However, there are large remaining uncertainties in
current modeling approaches of the Pinatubo eruption due to the lack of a com-
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plete representation of all the relevant processes such as chemical, microphysical
and radiative processes, large-scale transport and gravitational sedimentation, as
well as their interactions. Modeling studies of the Pinatubo eruption using three-
dimensional general circulation models (GCM) or chemistry-climate models (CCM)
with prescribed particle size distribution (bulk or modal approaches) [e.g., Timmreck
et al., 1999a,b; Aquila et al., 2012] represented successfully the dynamical responses,
and demonstrated the importance of including the quasi-biennial oscillation (QBO)
and radiative heating of volcanic aerosols in the models, but they were often less
satisfactory at reproducing volcanic aerosol size distributions. Weisenstein et al.
[2007] have shown that size-bin resolving (or sectional) aerosol models are superior
to modal models in accurate representing aerosol size distribution after large vol-
canic eruptions. Further progress using a CCM coupled with a size-bin resolving
microphysical aerosol module to simulate Pinatubo-like eruptions has been achieved
by English et al. [2013]. However, the decline of the simulated aerosol burden was too
fast compared to observations, which they attributed to the lack of aerosol heating
as interactive aerosol feedbacks remained decoupled in their model. Furthermore,
they also suggested that attractive van der Waals forces, which leads to enhanced
coagulation efficiencies in both transition and free molecular regimes, should be
taken into account, although this leads to a faster decay in their simulated global
aerosol burden. However, Narsimhan and Ruckenstein [1985] investigated the coag-
ulation efficiency using the Lennard-Jones potential (retarded van der Waals forces)
and demonstrated that very low coagulation efficiencies in free molecular regimes
might prevail due to the fact that the coagulation efficiency decrease rapidly with in-
creasing Knudsen number as particles without energy dissipation of a third collision
partner (here an air molecule) are likely to escape from the interactive potential well.
Another important stratospheric aerosol process is sedimentation. A recent study
found that numerical diffusion induced by sedimentation may lead to undesirable
transport of the aerosol to the middle and upper stratosphere and an accurate sedi-
mentation scheme with minimizing numerical diffusion should be taken into account
[Benduhn and Lawrence, 2013].

In this study, we attempt to clarify the roles of the aerosol radiative heating, sed-
imentation scheme, coagulation efficiency, and quasi-biennial oscillation (QBO) in
the evolution of stratospheric aerosol loading after Pinatubo, which have not been
resolved in previous modeling studies. To address these questions, we utilize a
coupled 3-D aerosol-chemistry-climate model (SOCOL-AER), including all essential
features, such as relevant prognostic transport, quasi-biennial oscillation, chemistry,
particle-size resolving aerosol microphysics, sedimentation scheme with minimizing
numerical diffusion and explicit treatment of the aerosol in the radiation code. We
examine our results against satellite observations and in-situ measurements, and
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Table 4.1 – List of Experiments

QBO Aerosol Sedimentation Coagulation

Name nudged feedbacks scheme Efficiency α

REF Yes Yes Walcek α = 1 everywhere
REF UPWIND Yes Yes Upwind α = 1 everywhere
RAD/OFF Yes No Walcek α = 1 everywhere
QBO/OFF No Yes Walcek α = 1 everywhere
RQ/OFF No No Walcek α = 1 everywhere
COAG1,2,2 Yes Yes Walcek α = 1 for continuum

regime; α = 2 for transition
and free molecular regimes

COAGLJ Yes Yes Walcek α based on Lennard-Jones
potential, enhanced in tran-
sition regime, and reduced
in free molecular regime
[Narsimhan and Rucken-
stein, 1985]

analyze in detail the evolution of aerosol burdens, aerosol optical properties and
particle size distributions after the Pinatubo eruption.

4.2 Method

We simulate the Pinatubo eruption using a coupled aerosol-hemistry-climate model
SOCOL-AER [Sheng et al., Global Atmospheric Sulfur Budget under Volcanically
Quiescent Conditions and its Sensitivity to Anthropogenic Emissions, submitted
to Journal of Geophysical Research]. SOCOL-AER includes comprehensive sulfur
chemistry and microphysics, in which the particles are size-resolved by 40 size bins
spanning radii from 0.39 nm to 3.2 µm, and interactive aerosol radiative feedbacks
that the radiative fluxes required by the CCM SOCOL are calculated online from the
aerosol microphysical properties using Mie theory. In this study, the model spatial
resolution of SOCOL-AER is set to be T31 horizontal truncations and 39 vertical
hybrid sigma-pressure levels from surface to 0.01 hPa. The quasi-biennial oscillation
(QBO) in the model is nudged according to observed wind profiles. The monthly
mean sea surface temperatures (SSTs) and sea ice coverage (SIC) are prescribed.
Comprehensive sulfur surface emissions are also fully taken into account.
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Simulations of the Pinatubo eruption are modeled by an injection of 14 Mt SO2 in
the region 97-112◦E. and 1.8◦S-12◦N according to observations [Guo et al., 2004].
SO2 is released continuously from 14 to 15 June 1991 and spread from 16 to 30
km with an optimized vertical mass distribution [Sheng et al., Parametric Mod-
eling of Mt Pinatubo’s Initial Sulfur Mass Emission, in prep. for Atmos. Chem.
Phys.], which guarantees a realistic initial mass loading of the eruption. All the
experiments are summarized in Table 4.1. The reference run (REF) with the stan-
dard setup of SOCOL-AER includes nudged QBO, interactive aerosol radiative feed-
backs, and coagulation efficiency equals to one. In the experiment RAD/OFF, the
interactive aerosol radiation scheme in the model is decoupled and the radiative
fluxes are calculated using SAGE 4λ dataset [Arfeuille et al., 2013] averaged over
the periods 2000-2004, which eliminates the radiative effects of volcanic aerosols.
The experiment QBO/OFF is carried out without the QBO nudging scheme in the
model, resulting in a weak easterly zonal wind in the tropical stratosphere. Both
the QBO nudging and interactive radiation schemes are switched off in the experi-
ment RQ/OFF. These three experiments allow to identify the impact of QBO and
radiative heating of volcanic aerosols on the evolution of the stratospheric aerosol
burden after Pinatubo. We also consider two exploratory experiments concerning
the coagulation efficiency. The experiment COAG1,2,2 doubles the coagulation effi-
ciency in transition and free molecular regimes as a simplification of attractive Van
der Waals forces. COAGLJ represents the coagulation efficiency as a smooth func-
tion of the Knudsen number retrieved from the results in Figure 3 of [Narsimhan
and Ruckenstein, 1985] with a Hamaker constant 5 × 10−19 erg. It enhances the
coagulation efficiency in the transition regime (maximum enhancement larger than
2) but decreases it rapidly (less than 1) as the Knudsen number increases in the free
molecular regime. The experiments REF UPWIND employs an upwind method as
the sedimentation scheme, while all other simulations use the Walcek method with
only little numerical diffusion [Walcek , 2000]. This is sufficient to clarify the im-
pact of difference sedimentation schemes, though a recent work by Benduhn and
Lawrence [2013] presented a modified Waleck method, which further improves the
Walcek method.

4.3 Results and Discussions

4.3.1 Aerosol burden

The evolution of observation-derived and model-calculated aerosol burdens in units
of teragram (Tg) of aerosol mass (H2SO4/H2O) are shown in Figure 4.1. The High-
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Figure 4.1 – Evolution of model-calculated global (left) and tropical (right)
stratospheric aerosol burden (Tg H2SO4/H2O) compared to the HIRS and SAGE
II-derived data. HIRS aerosol mass includes both tropospheric and stratospheric
aerosols [Baran and Foot , 1994]. SAGE II aerosol mass includes stratospheric
aerosols derived from the SAGE 4λ method [Arfeuille et al., 2013]. Grey region:
uncertainties of HIRS (months 6-18) and SAGE 4λ (month 19 and afterwards).

Resolution Infrared Radiation Sounder (HIRS) measured the aerosol vertical column
and the derived mass with about 10% uncertainties includes tropospheric and strato-
spheric aerosols [Baran and Foot , 1994]. The SAGE II-derived mass is retrieved
by the SAGE 4λ method using all SAGE wavelengths [Arfeuille et al., 2013] with
about 30% uncertainties for non-gap-filled data (∼20% from measured extinctions
and ∼20% from size distribution, temperature and composition of aerosols). During
the first year after Pinatubo, the SAGE II-derived mass is noticeably lower than
HIRS due to the saturation of SAGE II, as a limb-occultation instrument, during
this period [Russell et al., 1996]. After this period, SAGE II measurements should
provide more accurate aerosol extinctions once the atmosphere becomes sufficiently
transparent. In contrast, HIRS presents noises owing to its lack of sensitivity at
high latitudes where background signal errors contribute [Baran and Foot , 1994].
Overall, we are inclined to believe the HIRS data up to June 1992 (month 18) and
the SAGE data afterwards. The grey area in Figure 4.1 represents a composite of
uncertainties of HIRS and SAGE II-derived data.

The global stratospheric aerosol burden calculated by REF in Figure 4.1 is mostly
in the observed range except for month 11-14. The agreement is less satisfactory
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in the tropics, where REF is above the upper bound of the SAGE-II derived data
(month 18 and afterwards) The calculated burden from REF UPWIND is almost
identical to REF, hence not shown here. The results of the sensitivity runs (namely
QBO/OFF, RAD/OFF and RQ/OFF) are also presented in Figure 4.1. Their peak
values of the aerosol burden differ by 3-4 Tg less than REF, and QBO/OFF and
RAD/OFF predict about 2 Tg higher than RQ/OFF that has no nudged QBO and
aerosol radiative heating. The difference in the peak value is mainly due to the
difference in the tropical burden as the global difference is small when subtracting
the difference from the tropics. During the first few months after the Pinatubo
eruption, the initial aerosol mass loading in the tropical reservoir was maintained by
the balance between sedimentation and enhanced tropical upwelling due to radiative
heating of the volcanic aerosols and the QBO at a strong descending easterly phase
[Trepte and Hitchman, 1992; Trepte et al., 1993]. Moreover, the aerosol burden decay
rates of QBO/OFF, RAD/OFF and RQ/OFF show only minor differences because
the gravitational sedimentation becomes a dominant removal process when particles
grow sufficiently large after the Pinatubo eruption and their effective radii can reach
0.5 µm or more [Russell et al., 1996], and therefore these particles sediment more
effectively.
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Figure 4.2 – Model-observation Comparison of SAGE II AOD ratio, OPC in
situ measurement above Lamarie, Wynoming and the SOCOL-AER simulations.
Left Panel: SAGE II and modeled global AOD (> 18 km) ratios 525 nm / 1020
nm. Middle and Right Panels: OPC measurements and modeled cumulative
number distribution for two size channels R > 0.15 and > 0.5 µm in July 1991
(month 19) and July 1992 (month 31).

The global aerosol burdens calculated by COAG1,2,2 and COAGLJ related to coagu-
lation efficiency in Figure 4.1 are close to the lower bound of the SAGE 4λ-derived
mass (month 18 and afterwards), and show a more rapid decay rate of the global
volcanic aerosol burden compared to REF. In the tropical region both COAG1,2,2

and COAGLJ improve the agreement with the HIRS and SAGE-derived aerosol bur-
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den. This is expected because the overall enhanced coagulation in COAG1,2,2 and
COAGLJ leads to a faster growth of particle size and thus more rapid sedimenta-
tion. Furthermore, the reduced coagulation in the free molecular regimes tends to
maintain the number density for the small particles and prevents their aggregation,
leading to a slightly slower aerosol decay rate in COAGLJ compared to COAG1,2,2.
English et al. [2013] simulated the Pinatubo eruption by assuming an injection of 10
Mt sulfur into the stratosphere with the explicit treatment of van der Waals forces
in coagulation. There is an error in their Figure 6, in which the calculated burden
is in the unit of Tg H4SO2 while HIRS is Tg H2SO4/H2O. By assuming 75% weight
percent, the adapted results (orange lines) are shown in Figure 4.1. These results
strongly overestimate the global and tropical aerosol burdens most possibly due to
the excess mass loading (10 Mt sulfur) in their simulations. A linear scaling to the
injection of 7 Mt sulfur would lead to a comparable result to SOCOL-AER.

4.3.2 Aerosol size distribution

The left panel of Figure 4.2 shows the modeled and SAGE II global AOD (>18 km)
ratios 525 nm / 1020 nm, which are inversely related to the particle size: smaller
ratio corresponds larger particles. In the early phase of the Pinatubo eruption, a
large number of small particles is formed and they coalesce very quickly as shown in
the SAGE II ratio, which presents a very sharp drop, falling below 1.25. Afterwards,
the small SAGE II ratio keeps nearly constant value for about one year, and around
month 22 restores larger values because the large particles sediment out of strato-
sphere and small tropospheric aerosols are transported into the stratosphere. REF
predicts smaller particles than SAGE II in the early phase, and only after month
30 agrees well with SAGE II. In contrast, COAG1,2,2 and COAGLJ produce larger
particles (smaller ratios) than REF, and show better agreement with SAGE II in
the first few months after Pinatubo. However, COAG1,2,2 overestimates the parti-
cle size as its ratio is generally smaller than SAGE II all the time after Pinatubo,
while COAGLJ tends to converge to REF after month 18 and matches the SAGE
II ratios over the entire range. REF UPWIND initially underestimates the particle
size (large AOD ratios) and after month 30 starts to overestimates it, and fails to
capture the observed particle size evolution.

The middle and right panels of Figure 4.2 show comparisons of the optical particle
counter (OPC) measurements operated above Laramie, Wyoming [Deshler et al.,
2003; Deshler , 2008] and model-calculated cumulative number distributions for two
size channels (R > 0.15 µm and R > 0.5 µm) in July 1992 (month 19) and July
1993 (month 31). REF UPWIND has more large particles in the middle and upper
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Figure 4.3 – Comparisons of SAGE II version 7.0 and extinctions simulated by
SOCOL-AER at 525 nm in July 1992 (month 19) and 1993 (month 31) at the
equator 5◦N (upper panels) and 40− 45◦N (lower panels).

stratosphere compared to the OPC measurements. This is because the numerical
diffusion of the simple upwind method used in REF UPWIND leads to artificial
slower removal at higher levels of large particles and at the same time artificial
faster transport downwards. Consequently, particles simulated by REF UPWIND
have too high number densities at high altitudes (> 22 km), in particular for the
large particles. The cumulative number densities simulated by REF, COAG1,2,2

and COAGLJ in Figure 4.2 are in good agreement with the OPC measurements.
Differences due to coagulation efficiency between these simulations are minor.
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Figure 4.4 – Comparison of the SAGE II v7.0 aerosol extinction for 525 nm at
22 km and the simulations REF, COAG1,2,2, COAGLJ and REF UPWIND.

4.3.3 Aerosol extinction

Figure 4.3 compares vertical profiles of SAGE II version 7.0 and modeled 525 nm
extinction coefficients at the equator and 40-45◦N in July 1992 (month 19) and
July 1993 (month 31). REF UPWIND largely overestimates the extinctions in the
middle and upper stratosphere, reflecting its too abundant particles there. At the
equator, REF slightly overestimates (∼25%) the SAGE II measurements between
25-30 km one year after Pinatubo (month 19), and matches the SAGE II at these
altitudes two years after Pinatubo (month 31). COAG1,2,2 improves the agreement
between 25 and 30 km in the month 19 compared to REF, but slightly underesti-
mates the extinctions in the month 31 due to the increased coagulation efficiency in
the transition and free molecular regions. COAGLJ improves the agreement in the
both periods. However, at the equator near 22 km, none of these simulations is able
to match the gap-filled SAGE II extinctions, and differs by 30% - 50%. This dis-
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crepancy is possibly due to the insufficient vertical levels or too fast Brewer-Dobson
circulation in the model. Similarly, in the mid-latitudes (the lower panels in Figure
4.3), COAG1,2,2 and COAGLJ show better agreement with SAGE II, and correct the
slightly overestimated extinctions from REF, particularly one year after Pinatubo.

Figure 4.4 shows latitude-time cross-sections of SAGE II 525 nm aerosol extinctions
at 22 km and the model simulations. All modeled extinctions are higher than SAGE
II in the first few months after Pinatubo when SAGE II largely underestimated due
to that limb-occultation instruments became opaque in the lower stratosphere [Rus-
sell et al., 1996] as discussed earlier in the text. Therefore, here we tend to focus on
the periods after month 12. SAGE II shows persistent tropical extinctions (above
the contour level of 0.008 km−1) until month 23, and REF successfully reproduces
such a persistence albeit less compact meridionally. COAG1,2,2 and COAGLJ im-
prove the calculated extinctions in meridional direction and generates a more narrow
extinction band in the tropics compared to REF due to the enhanced coagulation.
However, the temporal development of the extinction in the tropics is slightly less
satisfactory compared to SAGE II as their extinction contour levels of 0.008 km−1

cease at month 18 for COAG1,2,2 and month 19 for COAGLJ . The tropical extinc-
tion band of COAGLJ is maintained one month longer than COAG1,2,2 due to its
retarded coagulation efficiency in the free molecular regime. It appears that the
reduced coagulation efficiency in the free molecular regime could be insufficient and
should be further reduced or the enhancement in the transition regime might be
too high. Extinctions calculated by REF UPWIND are more spread than the other
simulations in meridional directions. REF UPWIND produces more artificial small
particles in the middle and high stratosphere due to numerical diffusion of the sed-
imentation scheme in the model. These artificial particles are more favorable to
transport to high latitudes as high extinction values (∼0.01 km−1) are predicted by
REF UPWIND in the Antarctic region around month 18.

4.3.4 Temperature and ozone responses

In Figure 4.5, tropical and global temperature anomalies in the lower stratosphere af-
ter the Pinatubo eruption calculated by the SOCOL-AER scenarios (REF, COAG1,2,2,
COAGLJ and REF UPWIND) are compared with the ERA-interim reanalysis and
to values from SOCOL using SAGE-4λ [Arfeuille et al., 2013] and feeded by offline
2-D AER aerosol forcing [Heckendorn et al., 2009], different GCM/CCMs presented
in Lanzante and Free [2008], Eyring et al. [2006] and CCMVal [2010].

All SOCOL-AER scenarios do not differ significantly, though the scenarios with
enhanced coagulation efficiency (COAG1,2,2, COAGLJ) tend to have slightly higher
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temperature in the first few months after the eruption due to larger particles. At
100 hPa in the tropics, the calculations from SOCOL-AER qualitatively match
ERA-Interim data. However, in the month 9 -15, the stratospheric warming after
the eruption from SOCOL-AER calculations is overestimated at 50 and 70 hPa. In
November 1991 (month 11), SOCOL-AER shows a bias between 2-4 K in the tropical
region at 50 hPa compared to ERA-Interim data, and globally 1.5-2 K at 50 and 70
hPa. This is possibly due to the overestimated aerosol burden (see Figure 4.1) in this
period or deficiencies in microphysics, dynamics and radiation codes in the model.
After month 15, SOCOL-AER simulations are generally better or consistent with
the simulation using SAGE-4λ data [Arfeuille et al., 2013], and improve massively
compared to SOCOL using the offline AER treatment [Heckendorn et al., 2009].
SOCOL-AER is in the upper range of temperature anomalies calculated by GCMs
and CCMs at 50 and 70 hPa. However, the range of temperature anomalies could be
highly biased since the GCM/CCMs used outdated data that largely underestimated
longwave extinctions compared to SAGE-4λ data [Arfeuille et al., 2013].

Figure 4.6 compares the monthly mean zonal mean total ozone column averaged
from 60◦S to 60◦N between New Zealand National Institute of Water and Atmo-
spheric Research (NIWA) observational total ozone data set [Bodeker et al., 2005]
and SOCOL-AER model calculations. The total ozone columns calculated by the
different SOCOL-AER scenarios are very similar, and generally match the observed
ozone column by NIWA. The results from SOCOL-AER are also consistent with the
previous study using SOCOL v2 with the offline AER aerosol module [Heckendorn
et al., 2009].
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Figure 4.5 – Zonal mean temperature anomalies from SOCOL-AER for tropics
(20S20N) at 50 hPa (upper left) and 100 hPa (lower left), global mean anoma-
lies at 50 hPa (upper right) and 70 hPa (lower right). Scenarios anomalies
(REF, COAG1,2,2, COAGLJ and REF UPWIND) are computed with respect to
an unperturbed simulation. Black line: ERA-interim temperature anomalies
with respect to 1995-1998. Light pink line: SOCOL v2 simulated temperature
anomalies using SAGE-4λ dataset presented in Arfeuille et al. [2013]. Dark
green line: SOCOL v2 simulated temperature anomalies using offline 2-D AER
aerosol forcing (7 Mt S Pinatubo-like eruption) [Heckendorn et al., 2009]. Grey
area: anomaly ranges calculated by GCMs in Lanzante and Free [2008]. Yellow
area: anomaly ranges calculated by CCMs in Eyring et al. [2006]. Cyan area:
anomaly ranges calculated by CCMs in CCMVal [2010].
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Figure 4.6 – Zonal mean monthly mean total ozone column average from 60◦S
to 60◦N from January 1991 to December 1994. Black line: NIWA observational
total ozone data set compiled by Bodeker et al. [2005]. Grey line: SOCOL v2
simulation using offline 2-D AER aerosol forcing (7 Mt S Pinatubo-like eruption)
[Heckendorn et al., 2009]. Colored lines: SOCOL-AER simulations.
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4.4 Conclusions

We have successfully simulated the time-space development of stratospheric aerosols
after Pinatubo, as well as temperature and ozone responses, using the free-running
3-D global chemistry-climate model coupled with a particle-size resolving aerosol
module (SOCOL-AER). The simulations explore the role of the QBO, aerosol ra-
diative heating, sedimentation scheme and coagulation efficiency in the evolution
of the stratospheric aerosol after Pinatubo. The results show that QBO and inter-
active aerosol radiative heating play a significant role in maintaining the tropical
stratospheric aerosols in the first six months after Pinatubo, but do not significantly
affect the decay rate of the aerosol burden. Furthermore, the results suggest that
an accurate sedimentation scheme helps significantly improve the model’s ability to
reproduce the stratospheric aerosol. Numerical diffusive methods, such as a simple
upwind method, must be avoided in modeling studies of large volcanic eruptions
in order to prevent too abundant artificial particles at high altitudes. Based on
an accurate sedimentation scheme, Knudson number dependent coagulation coeffi-
cients further improve the description the evolution of the stratospheric aerosol after
Pinatubo eruption. Stratospheric warming is realistically simulated, and consistent
the simulations using SAGE-4λ data, showing massive improvements compared to
the previous study [Heckendorn et al., 2009].
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Chapter 5

Technical Notes

This chapter provides some technical details about the development of SOCOL-
AER.

5.1 Size-dependent Composition

In the original AER 2-D model [Weisenstein et al., 1997], aerosol composition (sul-
furic acid weight percent) is calculated from ambient water vapor (PH2O), and tem-
perature (T ) following the parameterization [Tabazadeh et al., 1997]. However, this
leads to an underestimation of water vapor over small particles size bins because
the vapor pressure over a curved surface is greater than over a flat surface. Such an
effect is called the Kelvin (or curvature) effect [Thomson, 1871]. In this study, we
correct the water vapor by the Kelvin effect for each particle size bin:

PH2O,i = PH2O

/
exp

(
2σiVH2O

riRT

)
(5.1)

where PH2O,i is the corrected vapor pressure of water over a curved surface for the size
bin i with the radius ri, σi is the surface tension for the size bin i, VH2O is the water
molar volume, R is the universal gas constant and T is the temperature. Applying
each PH2O,i to the parameterization [Tabazadeh et al., 1997] we obtained the size-
dependent composition for sulfuric acid droplet. Figure 5.1 shows the calculated size-
dependent weight percent (with Kelvin effect) compared to the original calculation
(without Kelvin effect) under a typical stratospheric condition (near 30 km), where
evaporation may occurs. The calculated size-dependent weight percent increases
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Figure 5.1 – Calculated weight percent with and without the Kelvin effect.

exponentially as the particle size decreases. At the size r = 0.001 µm, the size-
dependent weight percent reaches about 94%, while the original calculation without
Kelvin effect is only near 82%. This difference is significant because the resulting
vapor pressure of sulfuric acid differ by two orders of magnitude, as shown in Figure
5.2. Consequently, condensation (evaporation) in the model with the size-dependent
composition is less (more) effective for the particle size less than ∼0.01 µm.
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at two different weight percents (wt=94% and wt=82%).
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5.2 Aqueous-Phase Chemistry S(IV)-S(VI)

The initial total concentration of sulfur dioxide [SO2] (mole L−1, mole per volume
of air) can be expressed as

[SO2] =
p0
SO2

RT
(5.2)

where p0
SO2

is the partial pressure of SO2 (atm) and R is molar gas constant (atm
L mol−1 K−1) and T is temperature (K). In clouds, SO2 is distributed into the gas
and aqueous phases:

[SO2] =
pSO2

RT
+ [S(IV)]wL (5.3)

where pSO2 is the partial pressure of SO2 after the dissolution of SO2 in the cloud
water, and wL the cloud water content (volume of water per volume of air). The
total dissolved sulfur dioxide [S(IV)] (mole per volume of water) is:

[S(IV)]−−[SO2(aq)] + [HSO−3 ] + [SO2−
3 ]. (5.4)

Combine the following sulfur dioxide/water equilibrium reactions:

HSO2 : SO2(g) + H2O −−⇀↽−− SO2(aq) (5.5)

Ks1 : SO2(aq) −−⇀↽−− H+ + HSO−3 (5.6)

Ks2 : HSO−3 −−⇀↽−− H+ + SO2−
3 (5.7)

with the mass balance equation (5.3) and (5.4) and we obtain

[SO2(aq)] = HSO2
pSO2

(5.8)

[HSO−3 ] =
Ks1[SO2(aq)]

[H+]
(5.9)

[SO2
3−] =

Ks2[SO2(aq)]

[H+]
(5.10)

[S(IV)] = H∗SO2
pSO2

(5.11)

where H∗SO2
= HSO2

(
1 +Ks1/[H

+] +Ks1Ks2/[H
+]

2
)

the effective Henry’s law coef-

ficient for SO2. Now the fraction of SO2 that exist in the gas and the mole fractions
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of the three S(IV) species can be calculated straightforwardly:

χSO2(g) =
(

1 +H∗SO2
RTwL

)−1

(5.12)

χSO2(aq) =
[SO2(aq)]

[S(IV)]
=
(

1 +Ks1/[H
+] +Ks1Ks2/[H

+]
2
)−1

(5.13)

χHSO−
3

=
[HSO−3 ]

[S(IV)]
=
(

1 + [H+]/Ks1 +Ks2/[H
+]

2
)−1

(5.14)

χSO2−
3

=
[SO2

3−]

[S(IV)]
=
(

1 + [H+]/Ks2 + [H+]
2
/(Ks1Ks2)

)−1

(5.15)

where [H+] is the hydrogen ion [H+] (or equivalently pH = − log10 [H+]). For sim-
plification, we prescribe the pH value ([H+]) according to the precalculated vertical
profile from Walcek and Taylor [1986].

The oxidation of S(IV) by ozone (O3) and hydrogen peroxide (H2O2) have been
implemented in SOCOL-AER. Their reactions are expressed as follows [Hoffmann
and Calvert , 1985]:

S(IV) + O3(aq) −−→ S(VI) + O2(aq) + H+ (5.16)

S(IV) + H2O2(aq) + H+ −−→ S(VI) + 2 H+ + H2O(aq) (5.17)

and their rates are given by:

d[S(VI)]

dt
= −d[S(IV)]

dt
= (k0[SO2(aq)] + k1[HSO−3 ] + k2[SO2−

3 ])[O3(aq)] (5.18)

d[S(VI)]

dt
= −d[S(IV)]

dt
=
k3[H+][H2O2(aq)][HSO−3 ]

1 +K4[H+]
' k3HSO2

Ks1pSO2
[H2O2(aq)].

(5.19)

The approximation in Eq.(5.19) follows [H+][HSO3−] = HSO2
Ks1pSO2

and 1 +

K4[H+] ' 1 for pH> 2. This indicates that the reaction with [H2O2(aq)] is practi-
cally pH independent over the pH range of atmospheric interest [Seinfeld and Pandis ,
2006]. [O3(aq)] and [H2O2(aq)] can be obtained through Henry’s law equilibrium,
similarly as [SO2(aq)]. Therefore, combining (5.9)-(5.15), the reactions (5.18) and
(5.19) can be rewritten as

d[S(VI)]

dt
= (k0χSO2(aq) + k1χHSO−

3
+ k2χSO2−

3
)H∗SO2

χSO2
HO3

χO3
p0

SO2
p0

O3
(5.20)

d[S(VI)]

dt
= k3Ks1HSO2

HH2O2
χSO2

χH2O2
p0

SO2
p0

H2O2
(5.21)
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Figure 5.3 – Comparison of SOCOL-AER simulated annual zonal mean con-
densed H2SO4 mixing ratios without liquid-phase reaction (left) and with liquid-
phase reaction (right).

where the fractions of O3 and H2O2 can be obtained by the same procedure applied
in SO2. The equations (5.20) and (5.21) are in the form of the second-order-reaction
and ready to be solved. The Henry’s law and reaction coefficients are taken from
Jacob [1986]. Figure 5.3 demonstrates the SOCOL-AER simulated annual zonal
mean condensed H2SO4 mixing ratios with and without sulfur aqueous chemistry.
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5.3 Sedimentation Scheme

Gravitational sedimentation is an important removal process for stratospheric aerosols,
and particularly dominates the lifetime of the aerosol in large volcanic eruptions.
An accurate sedimentation scheme with minimized numerical diffusion is required
to properly simulate stratospheric aerosols and prevent artificial upward trans-
port of smaller aerosol particles to the middle or upper stratosphere [Benduhn and
Lawrence, 2013].

Simple upwind scheme. For a simple upwind scheme, the outgoing flux F out
i

due to sedimentation for the i-th grid box per time step ∆t is given by

F out
i = Miui

∆t

∆zi

∆pi
g

(5.22)

where Mi denotes the aerosol mass mixing ratio at the ith grid box with i = 1 at the
top of the atmosphere, ui is the sedimentation velocity (m/s), g the gravitational
acceleration (m/s2), and ∆zi and ∆pi are the vertical thickness of the i-th grid box
in units of m and Pa, respectively. The incoming flux F in

i for the grid box i is equal
to the outgoing flux F out

i−1 of the grid box (i− 1) above. Therefore, the change of the
aerosol mass mixing ratio due to sedimentation for the grid box i per time step ∆t
is

∆Mi = (F in
i − F out

i )× g

∆pi

= Mi−1ui−1
∆t

∆zi

∆pi−1

∆pi
−Miui

∆t

∆zi
(5.23)

Waleck scheme. For the Walcek scheme [Walcek , 2000], the incoming/outgoing
fluxes are calculated on staggered grid boxes such that Eq. (5.23) is rewritten as
(assuming the downward sedimentation velocity being positive)

∆Mi = (F in
i− 1

2
− F out

i+ 1
2
)× g

∆pi

= Mi− 1
2
ui− 1

2

∆t

∆zi

∆pi−1

∆pi
−Mi+ 1

2
ui+ 1

2

∆t

∆zi
(5.24)

where the aerosol massing mixing ratio Mi+ 1
2

at a staggered grid is given by

Mi+ 1
2

= Mi +
(Mi+1 −Mi−1)(1− c)

4
α (5.25)
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Figure 5.4 – Comparison of SAGE II version 7.0 and SOCOL-AER-calculated
zonal mean extinctions at 525 nm at the equator using the upwind (red) and
Walcek (green) schemes. The SAGE II data are averaged over the years 2000 to
2004 with horizontal bars being the observed natural variability.

with c = ui+ 1
2

∆t
∆zi

being the Courant number and α = 1 the adjustment factor
except for local extremes. It was found that numerical diffusion is significantly
reduced when α = 1.75 − 0.45c at the edge downwind of the local extreme com-
bined with α = max{1.5, 1.2 + 0.6c} at the edge upwind of the local extreme (see
Walcek [2000] for details). Applying the Walcek scheme into the coupled SOCOL-
AER, we find significant improvements in simulated aerosol extinctions and particle
size distributions. Figure 5.4 shows SOCOL-AER-calculated zonal mean seasonal
extinctions at 525 nm at the equator using the upwind (red) and Walcek (green)
schemes compared to SAGE II version 7.0. The calculation using the Walcek scheme
are in excellent agreement with SAGE II observations, whereas the simple upwind
scheme predicts too high extinctions above 25 km. Figure 5.5 shows comparison
of cumulative particle number densities for different size channels (particles larger
than specified radius). The distribution of the measurement reflects the natural
variability and is depicted by standard boxplots. The model calculation using the
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Figure 5.5 – Cumulative number densities above Laramie, Wyoming, for the
period 2000-2010. Different colors: (wet) particle radii in µm (particles larger
than specified radius). Solid lines: calculated by SOCOL/AER using the Wal-
cek scheme (zonal mean annual average at 42N), Dashed lines: calculated by
SOCOL/AER using the simple upwind scheme (zonal mean annual average at
42N). Standard boxplots: distribution of in situ stratospheric aerosol measure-
ments at Laramie, Wyoming [Deshler et al., 2003; Deshler , 2008]).

Walcek scheme (solid lines) are generally within the range of the measurements, al-
though at the altitudes above 25 km, the modeled number densities start to deviate
from the measurements with densities slightly higher for particles larger than 0.15
µm and lower for condensation nuclei. In contrast, the calculation using the simple
upwind scheme (dashed lines) largely overestimate the measured values above 20
km, revealing too abundant particles in the middle and upper stratosphere due to
numerical diffusion.
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5.4 Time Step for Microphysics

Operator splitting approaches are used in SOCOL-AER in wihch transport is calcu-
lated every 15 minutes, whereas chemistry, microphysics and radiation are calculated
every two hours. However, the timescale of microphysical processes may vary sub-
stantially, particularly under conditions of large volcanic eruptions. Therefore, it is
important to identify a proper sub-time step for microphysics.

Several simulations of a Pinatubo-like eruption have been performed using different
time steps (from 120 to 1.5 minutes) for microphysics. A convergence test based
on the simulated global stratospheric aerosol burdens is shown in Figure 5.6. The
calculation with the 120-minute time step (black line) fails to simulate properly the
evolution of the stratospheric aerosol burden, which is substantially lower than the
other calculations. The simulated burdens with smaller time steps tend to converge
to the one with the finest time step (1.5 minutes) as the time step decreases.
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Figure 5.6 – Comparison of SOCOL-AER simulated global stratospheric
aerosol burden after the Pinatubo eruption for different time steps ∆t of mi-
crophysics.
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Chapter 6

Conclusions and Perspectives

6.1 Conclusions

The chemistry-climate model SOCOL has been coupled to the particle size-resolving
sulfate aerosol model AER. The novel aerosol-chemistry-climate model SOCOL-
AER includes prognostic transport, chemistry, particle-size resolving aerosol micro-
physics, sedimentation and interactively aerosol radiative feedbacks. SOCOL-AER
successfully reproduces the characteristic features of stratospheric aerosols under
both non-volcanic and volcanic conditions.

Model validation and atmospheric sulfur budget

Modeled OCS mixing ratios are mostly within the range of ATMOS and MkIV mea-
surements. Modeled SO2 mixing ratios are consistent with the ATMOS and MIPAS
measurements throughout the atmosphere. At altitudes above 30 km, agreement
can only be achieved by including an enhanced photolytic conversion of gaseous
H2SO4 into SO2 [Vaida et al., 2003]. The model sulfur budget indicates that a net
sulfur flux of approximately 103 Gg S/yr through the tropopause enters the strato-
sphere, in which 40% are in the form of OCS, 50% in the form of SO2, and 10%
in the form of CS2, DMS and H2S. In addition, large amounts of OCS and aerosols
enter the stratosphere, but leave it again in the same form, i.e. do not contribute
to the net sulfur flux. The modeled stratospheric aerosol burden is 109 Gg S, pro-
viding excellent agreement with the burden (102.5 Gg S) derived from SAGE II (by
means of the retrieval algorithm SAGE-4λ). This corrects the modeled 187.2 Gg S
stratospheric aerosol burden in the previous study [SPARC , 2006]. SOCOL-AER
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successfully reproduces aerosol extinctions from visible to IR wavelengths ( within
±30%, and mostly better than ±10%) compared to SAGE II and HALOE observa-
tions in the lower and middle stratosphere (with the exception of the extinction at
5.6 µm, which is underestimated by 30-60% for unknown reasons). Above ∼35 km,
close to the upper edge of the Junge layer, SOCOL-AER is not able to match ob-
servations due to the lack of meteoritic dust in the model. Model comparisons with
in situ measurements by optical particle counters above Wyoming [Deshler et al.,
2003] verify that the model successfully represents the particle size distribution and
particle volume density in the lower and middle stratosphere. Measurements in the
UTLS region are necessary for model validation, i.e. to validate our knowledge of
sulfur fluxes into the stratosphere in the form of SO2 and aerosols under volcanically
quiescent conditions.

Sensitivity of stratospheric aerosol to sulfur emissions

Sensitivity studies indicate that OCS contributes about 56% of the background
stratospheric aerosol burden, whereas the transport of SO2 across the tropopause
contributes about 26%. The model results also suggest that anthropogenic SO2 emis-
sions in East Asia and India contribute generally more to the lower stratospheric
aerosols than emissions in Europe and USA, in particular during the summertime.
This may be explained by the importance of deep convection and the proximity
of the Western Pacific region. The model results further suggest that emissions
of DMS, H2S and volcanic degassing contribute comparably to the stratospheric
aerosol burden as do anthropogenic SO2 emissions, and must be taken into account
in modeling studies. However, even more important in terms of sulfur input into the
stratosphere are small and medium-size volcanic eruptions. Simulations of Nabro-
like eruptions demonstrate that even a modest volcanic eruption can dramatically
perturb the stratospheric aerosol layer and dominate anthropogenic SO2 emissions
over months-long timescales, but only if the volcanic plume reaches the lower strato-
sphere.

Mt Pinatubo’s initial sulfur mass emission

Over 300 Pinatubo-like simulations have been conducted based on the combinations
of parameters of initial total SO2 mass and altitude distribution. These parameters
predominantly control the temporal and spacial evolution of stratospheric aerosols
in the first 18 months after the Pinatubo eruption. The magnitude of the initial
SO2 mass released into the stratosphere is approximately 14 Mt based on HIRS
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and SAGE II observations. The altitude distribution of SO2 injection is represented
by a skew-normal distribution. Model results suggest that about 80% of emitted
sulfur mass is distributed below 24 km with the maximum located between 19-21
km. This corrects the previously found overestimation in SPARC [2006] in modeled
extinctions at high altitudes when comparing to SAGE II gap-filled measurement,
and realistically simulates aerosol extinctions in the lower stratosphere. This defines
an optimal set of the emission parameters such that the resulting SO2 plume, aerosol
burdens and extinctions match satellite and lidar measurements, and reduce the
uncertainties in modeling initial mass loading of Pinatubo.

Size-Resolved Stratospheric Aerosol Distributions after Pinatubo

The coupled aerosol-chemistry-climate model SOCOL-AER has successfully simu-
lated the time-space development of stratospheric aerosols after Pinatubo, as well
as temperature and ozone responses. The simulations explore the role of the QBO,
aerosol radiative heating, sedimentation scheme and coagulation efficiency in the
evolution of the stratospheric aerosol after Pinatubo. The results show that QBO
and interactive aerosol radiative heating play a significant role in maintaining the
tropical stratospheric aerosols in the first six months after Pinatubo, but do not sig-
nificantly affect the decay rate of the aerosol burden. Furthermore, the results sug-
gest that an accurate sedimentation scheme helps significantly improve the model’s
ability to reproduce the stratospheric aerosol. Numerical diffusive methods, such as
a simple upwind method, must be avoided in modeling studies of large volcanic erup-
tions in order to prevent too abundant artificial particles at high altitudes. Based on
an accurate sedimentation scheme, Knudson number dependent coagulation coeffi-
cients further improve the description the evolution of the stratospheric aerosol after
Pinatubo eruption. Stratospheric warming is realistically simulated, and consistent
with SAGE-4λ data, showing massive improvements compared to the previous study
[Heckendorn et al., 2009]. Overall, the results demonstrate the necessity of the com-
bination of detailed resolution of individual processes and comprehensive coupling
in order to achieve a proper prediction of atmospheric and climate effects following
large volcanic eruptions or sulfur injections related to geoengineering.

6.2 Future Perspectives.

An important task of present climate research is to estimate benefits and negative
side effects of different geoengineering measures, which could potentially be adopted
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as emergency actions to slow overshooting greenhouse warming. However, so far
only a few attempts to address this issue have been made, and the uncertainty
of the available estimates remains very high. Therefore, the various suggestions
for geoengineering actions are still largely unexplored ideas that require scrutiny
before they might become geoengineering options. Substantial improvements in
understanding of geoengineering will be required to reduce uncertainties in current
modeling approaches. SOCOL-AER shows excellent performance in representing
the stratospheric sulfate aerosol under background and strong volcanic conditions.
The application of this advanced model is expected to provide a much improved,
objective scientific basis from which the geoengineering scenarios can be assessed.
Further endeavor may involve establishing a more reliable assessment of the potential
benefits and negative side-effects of geoengineering by injection of sulfur containing
gases, and quantifying the role of interactive dynamic ocean in the future climate
and ozone development assuming different geoengineering scenarios.
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